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AN ALGORITHM FOR OPTIMAL TRANSPORT BETWEEN A
SIMPLEX SOUP AND A POINT CLOUD

QUENTIN MERIGOT, JOCELYN MEYRON, AND BORIS THIBERT

ABSTRACT. We propose a numerical method to find the optimal transport
map between a measure supported on a lower-dimensional subset of R? and a
finitely supported measure. More precisely, the source measure is assumed to be
supported on a simplex soup, i.e. on a union of simplices of arbitrary dimension
between 2 and d. As in [Aurenhammer, Hoffman, Aronov, Algorithmica 20
(1), 1998, 61-76] we recast this optimal transport problem as the resolution
of a non-linear system where one wants to prescribe the quantity of mass in
each cell of the so-called Laguerre diagram. We prove the convergence with
linear speed of a damped Newton’s algorithm to solve this non-linear system.
The convergence relies on two conditions: (i) a genericity condition on the
point cloud with respect to the simplex soup and (ii) a (strong) connectedness
condition on the support of the source measure defined on the simplex soup.
Finally, we apply our algorithm in R3 to compute optimal transport plans
between a measure supported on a triangulation and a discrete measure. We
also detail some applications such as optimal quantization of a probability
density over a surface, remeshing or rigid point set registration on a mesh.

1. INTRODUCTION

In the last few years, optimal transport has received a lot of attention in mathe-
matics (see e.g. [19] and references therein), but also in computational geometry
and in geometry processing because of the intimate connection between optimal
transport maps for the quadratic cost and Power diagrams [15, 1, 13, 6, 5, 10]. By
now, there exist efficient algorithms for computing the optimal transport between
a piecewise-affine probability density on R? onto a finitely supported probability
measure, a situation often referred to as semi-discrete optimal transport. In this
article we look at a more singular setting where the source measure is not a prob-
ability density anymore, but is instead supported on a simplex soup, i.e. a finite
union of simplices in R%. In the theoretical part of this article, we will allow the
dimension of the simplices to range from 2 to d. We call such a measure a simplicial
measure. The situation where one or more simplices in the soup have dimension
strictly less than d is difficult both in theory (as Brenier’s theorem does not apply,
and the optimal transport might not exist or not be unique) and in practice (the
simplex could be included in the boundary of a Power cell, making the problem
ill-posed). Here, we propose a converging algorithm to solve the optimal transport
problem in this degenerate setting.

1.1. Optimal transport problem and Monge-Ampére equation. We first

describe the general optimal transport problem between a probability measure p on

R? and a probability measure v supported on a point cloud of R%. We always consider

the quadratic cost ¢(z,y) = ||z — ZJ“2 The optimal transport problem between p
1
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and v consists in finding a map 7' : R* — Y that minimizes [, ||z — T(z)|[*du(z)
under the constraint that Twp = v, where T u denotes the pushforward of u by
the map T'. When the target measure is finitely supported, i.e. v = Zl<i<N Vily,
this problem can be recast as a finite-dimensional non-linear system of equations
involving the so-called Laguerre cells (see below) [1, 8]. This idea can be traced
back to Alexandrov and Pogorelov in convex geometry.

More precisely, one can show that the optimal map 7' : K — Y between p and v
is of the form Ty, : x — argmin, ||z —y;||> 4+, where (¥;)1<i<n is a family of weights
on Y. This implies that solving the optimal transport problem is equivalent to
finding ¢ € RY such that Tyy4u = v. This last condition is equivalent to G; (1) = v;
for all 1 < i < N, where G;(¢) := u(Lag;(¢)). Setting G = (G1,...,Gn), the
optimal transport problem between p and v = ). v;6,, amounts to the resolution
of the finite-dimensional non-linear system of equations:

(DMA) Find ¢ € RY such that G(¢y,...,¥n) = (v1,...,vN).

REMARK 1. When p and v are two probability densities on R%, Brenier’s theorem
asserts that T = VF is the gradient of a convex function F. This function solves (in
a suitable weak sense) the non-linear differential equation v(VF(x))det(D?*F(x)) =
w(x), which is called the Monge-Ampere equation. Equation (DMA) can be regarded
as a discretization of this equation, hence the abbreviation.

REMARK 2. The non-linear system (DMA) admits a variational formulation, which
can be obtained as a consequence of Kantorovich’s duality theory, implying that G is
the gradient of a concave function, e.g. [1,9]. We will not use this fact here and
don’t develop this idea further.

From now on, we assume that the source measure p is a simplicial probability
measure, as defined below.

DEFINITION 3 (Simplex soup). A simplex soup is a finite family ¥ of simplices of
R?. The dimension of a simplex o is denoted d,. The support of the simplex soup
> is the set K = Uyexo.

DEFINITION 4 (Simplicial measure). We call simplicial measure a measure p =
> wes Mo, where ¥ is a simplex soup, and where the measure pio has density p, with
respect to the d,-dimensional Hausdorff measure on o, i.e.

B C R Borel, y(B) = 3 / po () dH™ (2).
cex /Bno

1.2. Damped Newton’s algorithm for semi-discrete optimal transport. We
will solve the non-linear system (DMA) using the same damped Newton’s algorithm
as in [14, 9], which is summarized in Algorithm 1. In this algorithm, we denote by
AT the pseudo-inverse of the matrix A. The goal of this paper is to find conditions
ensuring the convergence of this algorithm in a finite number of steps. As usual for
Newton’s methods, the convergence will be a natural consequence of the C' regularity
of G and of a strict monotonicity property for DG (see Theorem 6 below). The
strict monotonicity of G only holds near points 1/ € R such that every Laguerre
cell contains a positive fraction of the mass, i.e. 1 € KT where

(1.1) Kt ={peRY |Vie{l,...,N}, Gi(¢y)) >0}

The role of the damping step in Algorithm 1 (i.e. the choice of ¢ in the loop) is to
ensure that ¢* always remain in K. Also, since G is invariant under the addition of



OPTIMAL TRANSPORT BETWEEN A SIMPLEX SOUP AND A POINT CLOUD 3

Input: A simplicial measure p, a finitely supported measure
V=) 1cicn Viby,, 1> 0
A family of weights 9° € RY such that
€0 := min [mini G;(¥°), min; Vi] >0
While: ||G(¢*) —v|| =17
e Compute v¥ = ~DG(¢*)T(G(y*) —v)
e Determine the minimum ¢ € N such that ¢*¢ := ¢* 4 27%0" satisfies

min G (ﬂ’k’e) Z €9
|G —v| <@ =27V [[G(w*) — v

o Set Ftl = opF £ 27k and k «+ k + 1.
Output: A family of weights ¥* solving (DMA) up to 7, i.e.
|G(W") —v|| <.
Algorithm 1: Damped Newton’s algorithm

a constant to all weights, we cannot expect strict monotonicity of G in all directions.
We denote {cst}* the orthogonal complement of the space of constant functions on
Y for the canonical scalar product on RV, i.e. {cst}t = {v € RN | 37, ;v vi = 0}.
Before summarizing the main properties of G, we need an additional definition.

DEFINITION 5 (Regular simplicial measure). A simplicial measure i over |J, ¢y, 0
is called regular if

e the dimension of every simplex o is > 2.

o for everyo € X, p, : 0 = R is continuous and min, p, > 0.

e it is not possible to disconnect the support K = J 5, 0 by removing a finite
number of points, i.e. VS C K finite, K \ S is connected.

Theorem 6. Assume p is a regular simplicial measure and that the points y1, ..., Yn
are in generic positions (according to Def. 8). Then,

e G has class C' on RV.
e G is strictly monotone in the following sense

Vip € KT, Vo € {est}t\ {0}, (DG(¥)v | v) <O0.

The statement of this theorem is similar to Theorems 1.3 and 1.4 in [9]. However,
the results of [9] were established under the assumption that the Laguerre cells
induced by the cost function are convex in some “c-exponential chart”, which is the
discrete version of the so-called Ma-Trudinger-Wang property [12, 11]. In the setting
considered here, the Laguerre cells can be disconnected, so that we cannot expect
them to be convex in any chart. Consequently, the strategy used in [9] cannot be
applied here, and we need to find an alternative way to establish the regularity of G.
What we show here is that a mild genericity assumption on the points y1,...,yn
ensures that G is C! even when the source measure is singular, i.e. supported over
a lower-dimensional subset of R?. The price to pay for this, however, is that we do
not (and cannot expect to) get quantitative estimates on the speed of convergence
of the algorithm as in [9]. In particular, the existence of 7* in the following theorem
is obtained through a compactness argument.
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Theorem 7. Under the hypotheses of the previous theorem, the proposed Damped
Newton’s algorithm converges in a finite number of steps. Moreover, the iterates of
Algorithm 1 satisfy

G -l < (1- 5 ) 6w - o]l

where 7 €)0, 1] depends on p,v and €.

As we will see in Section 5, the behaviour of Algorithm 1 seems better in practice:
the number of Newton’s iterations is small even for large point sets. In our numerical
examples, the number of iterations never exceeds 16.

Related work. The problem of optimal transport between a probability density on
R? and a finitely supported measure has been considered in many works, and can
be traced back to Alexandrov and Pogorelov. The authors of [15] proposed and
analysed a coordinatewise-increment algorithm for a problem similar but not quite
equivalent to optimal transport — namely, a Monge-Ampeére equation with Dirichlet
boundary conditions. This coordinatewise-increment approach was extended to an
optimal transport setting in [3], leading to a O(N3/n) algorithm where N is the
number of Dirac masses and 7 is the desired error. Aurenhammer, Hoffmann and
Aronov [1] proposed a variational formulation for semi-discrete optimal transport,
but do not analyse its algorithmic consequences further. This variational formulation
was combined with quasi-Newton [13, 10] or Newton’s [6, 16] methods with good
experimental results but without convergence analysis. The convergence of a damped
Newton’s algorithm was established first in [14] for the Monge-Ampeére equation
with Dirichlet condition and was extended to optimal transport for cost functions
satisfying the so-called Ma-Trudinger-Wang condition in [9]. None of these works
deal with the singular setting that we consider here, where the source measure might
be supported on a lower-dimensional subset of R%. In particular, we underline that
in order to deal with surfaces embedded in R?, the authors of [16] first map them
conformally in the plane R2.

Applications. We can apply our result to different settings where the source and
target measures are concentrated on lower-dimensional objects. We investigate at the
end of this article applications such as optimal quantization of a probability density
over a surface, remeshing or point set registration on a mesh. Another interesting
application that we do not develop here is the optimal transport problem between
measures concentrated on graphs of functions [12], which are lower-dimensional
subsets of R?. Such problems occur for instance in signal analysis and machine
learning [18]. The cost involved in this setting is of the form c(z,y) = ||z — y||*> +
|f(x) — g(y)|?. When the functions f and g are strictly convex and their gradients
are less than one, the cost ¢ satisfies the Ma-Trudinger-Wang condition [12] and we
can apply the results of [9]. When f and g do not satisfy these assumptions, our
result shows that the damped Newton’s algorithm still converges.

Outline. In Section 2, we show the relation between solutions of (DMA) and optimal
transport plans. In Section 3, we establish the regularity of the function G. Section
4 is devoted to the proof of the strict motonicity of G. In Section 5, we combine the
intermediate results to show the convergence of the damped Newton’s algorithm
(Theorem 7). In Section 6, we present numerical illustrations and applications of
this algorithm.
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2. OPTIMAL TRANSPORT PROBLEM

In this section, we show that the optimal transport problem considered in this
paper amounts to solving the system (DMA). The results mentioned here are very
classical when the source measure is supported on a full dimensional subset of R
Here, in order to handle lower-dimensional simplex soups, we need to introduce a

notion of genericity. In the following, we denote by [z, ..., zx] the convex hull of
the points xg, ..., zg.

DEFINITION 8 (Generic point set). A point set {y1,...,yn} C R? is in generic
position with respect to a k-dimensional simplex o = [xo, ..., x| if the following

condition holds for every integer p € {1,...,k}, every £ € {1,...,min(d, N — 1)},
every distinct ig, ...,i¢ € {1,..., N} and every distinct jo,...,Jp €{0,...,k}:
(22) dlm({yh —Yigy -5 Yiy 7yio}J_ ﬂveCt(‘le Lo -5 Ly 7Ijo)) = maX(P*f, O)

The point set is in generic position with respect to a simplex soup K = Uyexno if it
is in gemeric position with respect to all the simplices o € X.

DEFINITION 9 (Power diagram). The ith power cell induced by weights 1 € RN on
a point set {y1,...,yn} is defined by

Pow;(¢) == {z € R | Vj € {1,...,n}, |z — yi|” + o < |l —y;]|* + 5}

REMARK 10. Note that Laguerre cells are intersections of Power cells with the
simplex soup, namely

(2.3) Lag, () = Pow; () N K.

Condition (2.2) ensures in particular that for any choice of weights (¢;)1<i<n the
(d — 0)-dimensional facets of the Power diagram induced by (yi)1<i<n, (Vi) 1<i<n
intersect the p-dimensional facets of o in a trivial way, when (d —¥¢) +p < d.

We also need the following technical lemma that states that, under genericity,
the Laguerre cells form a partition of a simplex soup almost everywhere.

LEMMA 11. Assume that i is a simplicial measure and that yy,...,yN s in generic
position (Def 8). Let 1) € RN and define Lag,; ;(¢) = Lag;(¢)) N Lag;(¢)) Then,

Vi # j, p(Lag; ;(¥)) = 0 and Vi, pu(9Lag;(¢)) = 0.

Proof. Let o = [xg,...,xx] be a k-dimensional simplex in the support of u. Then,
from the genericity assumption, one has dim(vect(z;—zo, ..., zx—20){yi—y;} ) =
k — 1, so that in particular dim(o N Lag; ;(¥)) < k — 1. This gives

po (L (0) = [ P =0
ofiLag; ;

Summing these equalities over o € 3, we get u(Lag; ;(1)) = 0. The second equality
then follows from 0 Lag;(¢) C U, Lag; ;(¢). O
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DEFINITION 12 (Transport map). Let u,v be two probability measures on RY, and
assume that v is supported over a finite setY = {y1,...,yn}, t.e. v = ZlgiéN Viby, .
A map T : K =Y is called a transport map between p and v if

Vie{l,...,N}, w(T~ (y:) = vi.

The relation between solutions of (DMA) and optimal transport maps is explained
in the following proposition.

PROPOSITION 13. Let u be a simplicial measure supported on K, and let y1,...,yn
be in generic position (Def 8). If 1p € RN satisfies (DMA), then, the map

Ty : 2z € K argmin ||z — y;||* + .
K3
is well-defined p-a.e. and is an optimal transport map between p and v.

Proof. The fact that T, is well-defined almost everywhere follows from Lemma 11.
Denote ¥ (y ) := 1;. Then, by definition of T}, one has ||z — Ty (z)||* + ¢(Ty(z)) <
|z — T(2)||* + (T (x)). Integrating this inequality gives

ij—nm: (T /ux— 2 + $(T(@))du(z).

Since T" and Ty, are both transport maps between p and v, a change of variable

gives
= Y = /w (2).

1I<iKN

| vru@)int
Subtracting this equality from the inequality above directly gives the result. O

The goal of this article is to show the convergence of an algorithm able to
eficiently solve the system (DMA). This relies on the regularity and a notion of
strict monotonicity of the function G that are studied in the following sections.

3. C! REGULARITY OF G

The main result of this section is the following theorem that states that under
genericity conditions, the function G : RN — R appearing in (DMA) is of class C!.

Theorem 14. Let p be a reqular simplicial measure supported on a simplex soup X
(as in Definition 5) and let Y = {y1,...,yn} be a generic point set. Then,

e the function G appearing in (DMA) has class Ct on RY;
e denoting Lag, ;(v) := Lag,(¢) N Lag;(¢), the derivatives of G are given by

0Gy (1 _ _ .

ao. () = m 2oes Jrag,  (wino po(2)dHY 1 (z) Vi ]
) 2 _

gif () =— Zj;éi aai/i’ (¥) Vi.

where IT,0 : R* — 0 denotes the orthogonal projection on the linear subspace
o tangent to o.

(3.4)

REMARK 15. Note that in contrast with Theorem 4.1 in [9], the map G is continuous
on the whole space RN and not only on the set KT defined in (1.1). Without the
genericity hypothesis, one cannot hope a global reqularity result of this kind.
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o Let p be the uniform probability measure on K = [0,1]2> C R? (union of
two triangles), and let y; = (%,O), Yo = (f%,()) and y3 = (1,0). Set
it = (0,t,0). Then,

e
O3

0 whent>_76

t 1 t t

() = (K 1 Lag, (49) 1 Lagy (01)) = {1 ot = 5.
thus showing that G is not globally C*.

o The regularity hypothesis would never be satisfied when one of the simplex
s one-dimensional, thus explaining the first hypothesis in our definition of
regular simplicial measure (Def. 5). Note also that this lack of genericity
translates into a lack of regqularity for G. Indeed, take p the uniform measure
over a segment [a,b]. Then, the partial derivative

0G;
O;

(¥) = H°(Lag;(v) N Lag;(¥) N [a,b]) = Card(Lag;(v) N Lag;(¥) N [a,0])),

can only take values in {0,1} and must be discontinuous or constant.

The end of this section if devoted to the proof of Theorem 14. We first remark
that by linearity of the integrals in the definition of G with respect to pu, the theorem
will hold for a simplicial measure if it holds for any measure with density supported
on a simplex. We therefore let o be a k-dimensional simple of R? and p = pu, be a
measure on ¢ with continuous density p, : ¢ — R with respect to the k-dimensional
Hausdorff measure on o. We also introduce

(3.5) Gos(th) = /L . po (2)dH" (2)de

The following lemma will be used to compute the first derivatives of the function

Goi

LEMMA 16. Let p : RF — R be a continuous function on R¥ and let z,--- ,zy € RF
be vectors whose conic hull is R* (i.e. Yz € R¥ IN;,... ., Ay =0 s.t. © = Do Nizi).
Given \ € R¥, define

(3.6) K\ :={zeRF|Vie{l,...,N}, (x|z) <N},
(3.7) GO\ = / p(a)dH* ().

K(\)
Then,

o Assume that the z; are non-zero. Then, the function G is continuous.

o Assume that all the vectors z; are pairwise independent (i.e. not collinear,
implying in particular that they are non-zero). Then G has class C* and its
partial derivatives are

oG 1

(3.8) () = p(a)dH ! (x)
oA Izl J &y ge)(@lz)=2:}

Proof. Let eq,...,ex be the canonical basis of RV.

Step 0. Note that, because the conic hull of the z; equals R, the polytope K(A)
is always compact. Moreover, one easily sees that if A < ) (coordinate-wise), one
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has K(\) C K(\). This implies that
(3.9)
VYR >0, 3Cr C R? compact s.t. YN € RY max |\, — \| < R= K(\) C Cg.

We now sketch how to prove the continuity of the function G near any A € RV, Let
€ [—R, R]. We can assume that ¢ > 0. First, note that the symmetric difference
K(AN)AK (X + te;) is contained in a slab, or more precisely
KWAK(A+te;) CCrN{z e R | (x| 2z) € [\ A+1]},
and that the width of the slab is t/ ||z;||. This gives
diam(Cr)?! maxc,, |p|

t
el

mn—éﬁ+m)</
K(M\AK (A te;)

p(z)dz <

A similar bound obviously exist for ¢ < 0. Using this estimate on each coordinate
axis, one obtains the continuity of G (and in fact, this proof even shows that G is
locally Lipschitz). This proves the first statement.

Step 1. We now prove the second statement, and assume that p is continuous and
the z; are pairwise independent. Fix some index ig € {1,..., N} and take A € RY.
We consider the convex set L := {x € R¥ | Vi # ig (x| ;) < \;}. Foranyt > 0, using
the function u : 2 € RF — (& | 2;,) — Aig, one has K (A +te;, )\ K(\) = LNnu~'([0,]).
Applying the co-area formula with the function v whose gradient is Vu = z;,, we
can evaluate the slope

@Ot te) =GO =5 [ )

= dn* !
/ Am1@|mm (z)ds

/ Gio (A + sei, )ds

~+ | =

(3.10)

t

where we have set

soi= [ PO ) it Ky () = (o€ KOV | (o] 2) = %)
o Tl

Note that by construction, K;, (X) is the facet of K (X) with exterior normal z;, / ||z, ||-
Assume for now that we are able to prove that the functions g;, are continuous.
Then, by the fundamental theorem of calculus and by Equation (3.10) one has

%()\) = ¢;,(A). Since we have assumed that g¢;, is continuous, this shows that

the function G has continuous partial derivatives and is therefore C!, and gives the
desired expression for its partial derivatives.

Step 2. Our goal is now to establish the continuity of the function g;,. In order to
do that, we will parameterize the facet Kiu (A\) using the hyperplane V = {z;, }* and
IIy the orthogonal projection on this hyperplane. Then, decomposing z € IAQO )
as ITy () + A Tl we get

Loll

1
9ie(A) = — ) ply+ Nt | dHE )
1Zio | i1y (&2 () ENE
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By compactness, p is uniformly continuous on C'r, where Cg is defined in Eq. (3.9):
there exists a function wg : RT — RT satisfying lim, ,owg(r) = 0 and such
that for all z,y € Cr, |p(x) — p(y)] < wr(||x — y||). Using the function py(y) :=

p(y + Nig Zig / 1250 |?) and the notation K, (A) = Iy (K;, (A)), one has for every X
20|l 1gio (A) = gio (X)]

/: pa(y)dHE 1 (y) — / px ()AL (y)
Kiy(N)

Ky (V)

< / (Pr() — o (1)) AH ()
Kio(N)
+ /K N px (y)dH 1 (y) — /K . px (y)dH " (y)

(3.11)

Suppose now that max; |\; — A;| < R. Then the first term of the right hand side
term is bounded by H*~(ILy (Cr))wr(| A, — Aj, | / |1zi,]) which tends to zero when
X tends to A. For the second term, we note that

Klo(A) = {y eV ‘ Vi 7é 2'07 <y+ )‘iozio/ ”ZZOH2 ‘ Zi> < )‘1}
={y eV |Vi#io, (y|Z) <XNi—Xiylz | 2i)/ 1230]°},

where we have set 2; = Iy (z;) = H{zio}L (2;). The assumption that z; and z;, are
independent implies that the vectors Z; are non-zero. We conclude using the first
part of the Lemma that the function

/\H/: px (y)dH 1 (y)
Kig (V)

is continuous. Using the inequality (3.11), we see that limy/_ gi,(\) = A. This
shows that g¢;, is continuous and concludes the proof of the lemma.

|
We will also use the following easy consequence of the genericity hypothesis.
LEMMA 17. Assume {y1,...,yn} C RY is in generic position with respect to a
k-dimensional simplex o = [xg,..., x| and let H = vect(x1 — xg,...,Tx — Tg)-
Then,

o For every pairwise distinct 1,3, € {1,...,n}, the vectors z1 = mu(y; — yi)
and zo = g (y1 — y;), where wy is the orthogonal projection on H, are not
collinear.

e For every distincti,j € {1,...,n}, the vector mg (y;—y;) is not perpendicular

to any of the (k — 1)-dimensional facets of o.

Proof. By the genericity condition of Definition 8, {y; — y;}* N H is of dimension
k — 1. Furthermore, for a vector u € {y; — y;}* N H, one has (u | y; —y;) = 0 and
(u | z1) = 0 which implies that {y; — y;}* N H = {z1}* N H. Similarly, one has
{yr—y;i} " NH = {z}*NH. If z; and 2, are collinear, then {y; —vi, ui —yittNH =
({y; — vt N H) N ({yi — yi}* N H) is of dimension k — 1 which contradicts the
genericity condition. The proof of the second item is straightforward. [
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Proof of Theorem 14. Our goal is to show that G, (defined in (3.5)) is C'-regular
and to compute its partial derivatives. From now on, we fix some index ig €
{1,..., N}. Reordering indices if necessary, we assume that ip = N. We want to
apply Lemma 16, and for that purpose we are first going to rewrite Lag, (1) No under
the form (3.6). Denote H the k-dimensional affine space spanned by o; translating
everything if necessary, we can assume that H is a linear subspace of R%. A simple
calculation shows that the intersection of the Nth power cell with H is given by

Pown() NH={z e H|Vie{l,...,N =1}, (x| z;) < A},

where \; = %(Hysz + 1 — (lyn||> + 1¥n)) and z is the orthogonal projection of
y;—yn on H. Since o is a k-dimensional simplex, it can be written as the intersection
of k+ 1 half-spaces of H,ie. c ={x € H|VYje{N,...,N+k} (z|z) <1} for
some non-zero vectors z; of H. Combining these two expressions, one gets

Lagy(W)No={z € H|Vie{l,...,N+k}, (x| z) <N}

where \; =1 fori € {N,...,N +k}.

We will now show that the assumptions of Lemma 16 are satisfied. Since o is a
nondegenerate simplex, z; # 0 for every ¢ > N and the vectors z;, z; for i # j and
i,j = N are pairwise independent. From the first genericity property of Lemma
17, we know that z; = Iy (y; — yn) and z; = Iy (y; — yn) are independent (i # j
and ¢,7 < N). From the second genericity condition, we also know that z;, z; are
independent when i # j and ¢ < N and j > N. In order to apply Lemma 16 we
need to extend the continuous density p, : 0 C H — R into a continuous density
p: H — R. Since o is convex, this can be easily done using the projection map
I, : H — o, and by setting p(x) = p,(Ily(x)). Then, p is continuous as the
composition of two continuous maps (recall that since o is convex, the projection
I1, is 1-Lipschitz). With these constructions one has

Gon(¥) = G(A(Y)),

where A : RY — RN** is the affine map
— 1 2 2 1 2 2
AW) = (Sl + o = lyw ™+ 9n))s - 5 Ulyn—all” + ¥nv—1 = (lyw " +¥n). 1,01

with k£ + 1 trailing ones. By Lemma 16, G has class C!, and the expression above
shows that G, y is also C'. Moreover, denoting A = (Ay,..., Anyk), one gets

oG, 0A; 0G
VigN, EEW) = Y G W) (Aw)
g 1<GE<N+k 7 ° J

109G
— 5o A)
1 B
=510 /. pg(m)de 1(35)
I1zill J&(a@pnieeri@lzo=x

1 k—1
2|zl| Jrag, y@w)no

thus establishing the first formula in (3.4). The second formula in this equation
deals with the case i = N, and follows from a similar computation and from the
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DA, 1 1
<w>) :(_,...,_,o,.._,o),
<3¢N 1<G<N+k 2 2

with k + 1 trailing zeros. We have therefore established the theorem when p = pi,.
The case where = .+, i is a simplicial measure follows by linearity. O

expression

4. STRICT MONOTONICITY OF (G

As mentioned in Section 2, the second ingredient needed for the proof of the
convergence of the damped Newton’s algorithm is a motonicity property of G. This
property relies heavily on the “strong connectedness” of the support of 1 assumed
in the third item of Def. 5. We denote by {cst}+ = {v € RY | > i<cicn Vi = 0} the
orthogonal of the constant functions on Y.

Theorem 18. Let u be a reqular simplicial measure and assume that yy, ..., yn is
generic with respect to the support of u (Def. 8). Then G is strictly monotone in
the sense that

Vi € KT, Yo € {cst}H\ {0}, (DG(¥)v | v) < 0.

FIGURE 1. Simplex soup where the set of points yi,ys such that
u(Lagy 5(1)) = 0 has not a zero measure.

REMARK 19. Let us illustrate the fact that the connectedness of K is not sufficient
(i.e. why we require that it is impossible to disconnect the support K of p by
removing a finite number of points). Consider the case where K is made of the two
2-dimensional simplices embedded in R?, and displayed in grey in Figure 1. We
assume that p is the restriction of the Lebesgue measure to K and that Y = {y1,y2}.
Then, the matrix of the differential of G at 1) is the 2-by-2 matriz given by

1 1
DG(Y) = ( mH (Lag; 5(¥) N K).

If we fiz y, € R2, it is easy to see that for any ys in the blue domain, there exists
weights 1 and vy such that the interface Lag, 5(1) (in red) passes through the
common vertez between the two simplices, thus implying that a = 0, hence DG(y)) = 0.

In such setting, G is not strictly monotone, the conclusion of Theorem 18 does not
hold.

The end of this section is devoted to the proof of Theorem 18.

a
—a

—a
where a =
a
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4.1. Preliminary lemmas. With a slight abuse, we call tangent space to a convex
set K the linear space vect(K — z) for some z in K (this space is independent of
the choice of z). We denote relint(K) the relative interior of a convex set K C R?
and we call dimension of K the dimension of the affine space spanned by K.

LEMMA 20. Let e, f be convex sets and E and F' their tangent spaces. Assume that
relint(f) Nrelint(e) # 0. Then,

dim(e N f) = dim(E N F).

Proof. Let G be the tangent space to eN f, so that dim(eN f) = dim(G). It suffices
to show that G = E N F to prove that dim(e N f) = dim(E N F'). The inclusion
G C ENF holds without hypothesis (a tangent vector to eNf is always both a tangent
vector to e and to f). For the reciprocal inclusion, consider z € relint(e) N relint(f)
and v € EN F. Then, by definition of the relative interior, for ¢ small enough one
hasz+tvceand z+tv € f, i.e. x+tv € en f, so that tv belongs to G. This
shows G C E N F and concludes the proof. (I

LEMMA 21. Let f C f' and e be three convez sets of R?, and F C F' and E be their
tangent spaces. Assume that

e relint(f) Nrelint(e) # 0 ;

o dim(F') =dim(F)+1 and dim(ENF') =dim(ENF) + 1.
Then dim(e N f') = dim(e N f) + 1.

Proof. Let us first show that relint(e) Nrelint(f’) # @ .We consider a basis e1, ..., e,
of F and a vector e,+1 € ENF’ such that ENF' = (ENF) ® Re,q1 and
F' = F ® Repq1. Let 2o be a point in the intersection relint(f) N relint(e), which
we assumed non-empty. There exists € > 0 such that A := conv({zg £ ee; | 1 <i <
n}) C f. Using the assumption that F’ is the tangent space to f’, we know that
there exists a point y € f’ such that v =y — 29 € F’ \ F. Consider the convex sets
Ay spanned by A and one of the points z¢ £ v, Ay = conv(A U {xg £ v}) . The
convex set AL UA_ is a neighborhood of xg, meaning that there exists ¢ # 0 such
that x4 = xo £ tey41 € relint(AL). Assume for instance x4 € relint(A4) C f/.
Since A4 has the same dimension as f’, one has 24 € relint(A4) C relint(f’) and
by a standard property of the relative interior one has (zg, 4] = (2o, xo + tent1] C
relint(f). Finally, since zy belongs to the relative interior of e and e 41 € E,
the segment (zg, o + te,41] must intersect the relative interior of e, proving that
relint(e) Nrelint(f') # 0.

Then using Lemma 20, we have dim(e N f) = dim(E N F) and dim(e N f') =
dim(ENF’) =dim(en f)+ 1. O

4.2. Proof of the strict motonicity of G. This theorem will follow using standard
arguments, once one has established the connectedness of the graph induced by the
Jacobian matrix. Let 1 € KT, H := DG(%)) and consider the graph G supported
on the set of vertices V = {1,..., N} and with edges

E(G) :={(i,5) € V?|i# j and H; ;(¢)) > 0}.

LeEMMA 22. If Lag, ;(¢) intersects some k-dimensional simplex o € ¥, then the
intersection is either a singleton or has dimension k — 1.

Proof. Denote o = [zg,...,7x] and assume that m = dim(Lag, ;(v) N o) > 1.
Consider a p-dimensional facet f = [zj,,...,2;,] of 0 and a facet Lag, =

.....
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ﬂfz:o Lag;, (v) of Lag; ;(1) (we take ig = i and iy = j) such that dim(Lag,;, _;, (¥)N
f) = m and assume that both facets are minimal for the inclusion. It is easy to see
that this minimality property implies that the relative interiors of f and Lag, ()
must intersect each other. With Lemma 20, this ensures that

(4.12)
m = dim(Lag,;, ;, (¥)Nf)
(4.13) = dim({ys, — Yio, - - Yi, — Yio } - N vect(zj, — zjo, ..., x5, — ) =p — L,

where we used the genericity property (Def 8) to get the last equality. We now
prove that p = k and ¢ = 1 by contraction. If we assume that p < k, there exists
Jpr1 € {1,..., k} distinct from {jo,...,jp}. Set e = Lag, ., (¥), f = [jo,---,2j,]
and f’ = [zjy,...,;,,,]. The genericity hypothesis allows us to apply Lemma 21.
The conclusion of the lemma is that dim(Lag;, _;, ()N f') =p+1—£>m, which
violates the definition of m. By contradiction one must have p = k. With the

same arguments (removing a point y;  for some n € {0, ..., ¢} different from y; and
y; from the list if 4o > 1) we can see that necessarily ¢ = 1. With (4.12) we get
m = k — 1, thus concluding the proof of the lemma. O

LEMMA 23. The graph G is connected.
Proof. Consider the finite set
S:={zreR!|Joex,Ji#jec{l,. .., N}, Lag; ;(¢) No = {z}}.

For any simplex o € X, denote c* = ¢\ 9, and let K* = K \ S. By definition
of a regular simplicial measure (Def. 5), we know that K* is connected. Let C' =
{i1,...,ic} be a connected component of the graph G, and define L = | J,;. Lag;(v)
and L' = {J;yc Lag;(¢).

Step 1 We first show that for any simplex o € ¥, one must have either o* C int(L)
or o* C int(R?\ L). For this, it suffices to prove that for any o € ¥, 0* N 9L = .
We argue by contradiction, assuming the existence of a point x € 9L No*. Then, by
definition of JL, there exists i € C' and j ¢ C such that = € Lag; ;(¢). Since z € 0%,
we know that = does not belong to S. This implies that Lag; ;(¢/) N o cannot be a
singleton. By the previous Lemma, this gives dim(o N Lag; ;(1)) = d, — 1 so that

Hi;(v) = const(y,-,yj)/ po (2)dH™ =1 (z) > 0.
onLag; ;(¢)
This shows that ¢ and j are in fact adjacent in the graph G and contradicts j & C.
Step 2 We now prove that C is equal to {1,..., N} by contradiction. We group the
simplices o € ¥ according to whether o* belongs to int(L) or to int(R?\ L). The
sets K are open for the topology induced on K* because K; = int(L) N K* and
K3 =int(L") N K*. Since they are also non empty, this violates the connectedness
of K*. We can conclude that C' = {1,..., N}, i.e. G is connected. |

Proof of Theorem 18. First note that the matrix H is symmetric and therefore
diagonalizable in an orthonormal basis. Gershgorin’s circle theorem immediately
implies that the eigenvalues of the matrix are negative. The theorem will be
established if we are able to show that the nullspace of H (i.e. the eigenspace
corresponding to the eigenvalue zero) is the 1-dimensional space generated by
constant functions. The computations presented here are similar to the ones in [4,



14 QUENTIN MERIGOT, JOCELYN MEYRON, AND BORIS THIBERT

Lemma 3.3].Consider v in the nullspace and let iy be an index where v attains its
maximum, i.e. igp € argmax, <, vi- Then, using Hv =0,

0= (Hv)ig = Higigvig + > Hiigi < Higig0ig + Y Hiigvi,
i£io i%io

1,0 ’Lovlo E Hl 'LO Uio = 0'
i#ig

The inequality follows from v; < v;, and from H;;, > 0, while the third equality
comes from Hj, i, = — 32, ;) Hig,i- This allows us to write v;, as convex combination
of values v; < vy,
’L 10 ;.
iio Z];ézo Jrto
This means that for all vertex ¢ adjacent to 4o in the graph G (so that H, ;, # 0),
one must have v; = v;,. In particular, the function v also attains its maximum at i.
By induction and using the connectedness of the graph G, this shows that v has to

be constant, i.e. Ker(H) = vect({cst}). O

5. CONVERGENCE ANALYSIS

In this section, we show the convergence of a damped Newton algorithm for a
general function G : RY — RY that satisfies some regularity and strict monotonicity
conditions. As a direct consequence, using the results of Sections 3 and 4, we show
the convergence with a linear speed of the damped Newton algorithm to solve the
non-linear equation (DMA). We denote by Py the set of v = (vy,--- ,vy) € RY
that satisfies v; > 0 and ), »; = 1. For a given function G : RNV — Py and € > 0,
we define the set

K= {v e RN | Vi, G;(¥) > €},
where G(¢) = (G;(¢))1<i<n- We then have the following proposition, which is an
adaptation to our setting of Theorem 1.5 in [9] and Proposition 2.10 in [14].

PROPOSITION 24. Let G : RN — Py be a function which is invariant under the
addition of a constant, i.e. a multiple of (1,...,1) € RN, and ¢ > 0. We assume
the following properties:

(1) (Compactness) For every a € R, the following set is compact:
N N
Ke :—ICEO{QZJERNZ%—Q} = {wGRN | Vi, Gi(¢) = € and Zwi—a}.
i=1 =1

(2) (C* regularity) The function G is of class Ct on K€.
(3) (Strict monotonicity) We have:

Vip € K¢, Yo € {est}t\ {0}, (DG()v|v) <0

Then Algorithm 1 converges with linear speed. More precisely, if v € Pn and
o € RN are such that g = %min (min; G;(vbp), min; ;) > 0, then the iterates ()
of Algorithm 1 satisfy the following inequality, where T* € (0,1] depends on eg:

6wt —vl < (1-F ) 6w -],
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Proof. Let v € Py and ¢° € RY such that € = % min (min; G;(¢°), min; 1) is
positive. We put a = va 1 Y9, Since K¢ is a compact set, the continuous map
DG is uniformly continuous on K¢, i.e. there exists a function w : RT — R* that
satisfies hr% w(z) =w(0) =0 and buch that

r—

Vap, P € K5,

D) - DGW)|| < wl[v - ).

Note also that the modulus of continuity w can be assumed to be an increasing
function. For any ¢ € K¢, we let v = DGT(¢)(G(¢)) — v) and ¢, = ¢ — Tv for any
7 > 0. Since G is of class C!, a Taylor expansion in 7 gives

(5.14)  G(r) =G —mDGT(¥)(G(W) —v)) = (1 = 1)G(¥) + v + R(r)

where R(7) = [ (DG(1s) — DG(1)))vdo is the integral remainder. Then, we can
bound the norm of R(7)

1R = H | 06() - D)o

<ol [l = vldo = ol [ (o lol)a

<7 [ollwlr vl

where we have used the fact that w is an increasing function.

Step 1 We first want to show that for every ¢ € K¢ there exists 7() > 0 such that

(5:15) vre(0r@) ¢, eks and |G, — v < (1-3) 1G@W) -]

Recall that for every ¢ € {1,..., N} one has v; > 2¢ and G;(¢)) > e. Thus one gets
Gi(¥r) 2 (L= 7)Gi() + 7vi + Ri(7) 2 (L+ 7)e — [|R(7)]].-

So if we choose 7 such that |R(7)|| < 7e then G;(v;) > € and 3, € K. Now,

since lir%w(x) = 0, there exists a; > 0 such that for every 0 < o < «ag, one has
z—

w(o) < ¢/ ||v]|. This implies that if 7 < a1/ ||[v||, then | R(7)|| < 7€ and consequently
¥, € K. Note that G(¢)) — v belongs to {cst}* and that DG(v) is an isomorphism
from {cst}* to {cst}*. We deduce that 1, — 1) = Tv belongs to {cst}*, hence
v € K.

From Eq. (5.14), we have G(¢,;) —v = (1 — 7)(G(¢) — v) + R(7). So, to get
the second condition of Equation (5.15), it is sufficient to show that ||R(7)| <
(1/2) |G(¥) — v||. The estimation on ||R(7)|| and the definition of v gives us

IR()]| < T[[DGF ()| |G (%) — VI w(T [[v]).
Still from the continuity of w at 0, we can find as > 0 such that for every 7 < as/ ||v]|
one has w(7 ||v]|) < €/2||DGT(¥)]|, thus ||R(7)| < (7/2) |G(¥)) — v||. Therefore, by

putting 7(¢) := min(ay/ |Jo(¥)], a2/ ||v(¥)], 1), Equation (5.15) is proved. Note
that we impose 7() to be less than 1.

Step 2 The function G is of class C* on KS. For every v in K5, DG(%) is an
isomorphism from {cst}* to {cst} and its inverse DG (1)) depends continuously
on ¢. Since >, G;(¢) = >, v, G(¢) — v belongs to {cst}*, so the function v(y) =
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DG™(3)(G(vp) — v) is also continuous by composition. If G(v)) # v, the strict mono-
tonicity of G ensures that v(¢)) # 0 and so 7(¢0) = min(ay/ ||Jv(¥)]], a2/ |lv(¥)] ;1)
is also continuous in ¢. If G(v) = v, then v(¢)) = 0. However, by continuity of v,
the function 7,/; — T(QZJ) is constant equal to 1 in a neighborhood of ). Hence the
function ¢ +— 7(v) is globally continuous. Therefore, the infimum of 7(¢) over the
compact set K is attained at a point of K, thus is strictly positive. We deduce
that we can take a uniform bound 7(¢)) =: 7* > 0 in Equation (5.15) that does
not depend on . This directly implies the convergence of the damped Newton
algorithm with linear speed. O

Proof of Theorem 7. The function G appearing in (DMA) satisfies the regularity
condition (Theorem 14) and the monotonicity condition (Theorem 18) needed in
Proposition 24. It remains to show the compactness condition. Let us take a € R
and let us show that K is compact. It is easy to see that K¢, is closed since G is
continuous. Let ¢ € K¢, ¢ # j and = € Lag;(¢). Then one has

Ui S+ llz =y = llo =yl < ¥y + diam(K UY)?,

where diam(K UY) is the diameter of K UY. So the differences |¢; — ;| are
bounded by diam(K UY)?. Combined with the fact that >_, 1, is constant, one has
that 1 is bounded by a constant independent on . Thus, K is compact. (I

6. NUMERICAL RESULTS

In this section, we solve the optimal transport problem in R? between triangulated
surfaces (possibly with holes, with or without a boundary) and point clouds, for the
quadratic cost and show it can be used in different settings: optimal quantization of
a probability density over a surface, remeshing and point set registration on a mesh.
The source density is assumed to be affine on each triangle of the triangulated surface.
One crucial aspect of the algorithm is the exact computation of the combinatorics
of the Laguerre cells, i.e. the intersection between a triangulated surface and a 3D
power diagram, see Equation (2.3). Another important aspect is the initialization
step in Algorithm 1, i.e. finding a set of weights 1/* which guarantees that all the
initial Laguerre cells have a positive mass. We first explain the algorithm to compute
the Laguerre cells, describe how we take the initial weights, before presenting some
results.

6.1. Implementation. We describe here briefly an algorithm to compute the
combinatorics of the intersection of a Power diagram Pow := (Pow;); with a
triangulated surface K = U,exo, with triangles o € . Note that in general
the intersection of a power cell with K is not convex and can even have several
connected components (as illustrated for instance in Figure 2, in the second and
third rows). We encode here the triangulated surface K with a connected graph G
where G is the 1-skeleton of K (seen as a subset of R?). Similarly, the intersection
of the 2D faces of the power diagram with the triangulated surface K, namely
G2 = U;(K N 0Pow;), is also encoded by a graph. Let us remark that G2 can be
disconnected. More precisely, one proceeds as follows:
(1) We first split the edges in the graph G; at points in G; N Gs. Since G
is connected, this can be done by a simple traversal, in which we need to
intersect the edges of the triangulation with the 2-dimensional power cells.
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(2) We then traverse G starting from vertices in G; N Ga by intersecting the
2-dimensional power-cells with triangles. G2 might be disconnected, but
we can discover the connected components using the non-visited vertices in
G1 N G4. This step provides us with both the geometry and connectivity of
G1 U G4, and also an orientation coming from the underlying triangulated
surface K.

(3) The graph G U G is embedded on the triangulated surface K, and the
connected components of K \ (G U G2) are (open) convex polygons. Each
of these polygons represents an intersection of the form Pow;No. The
boundary of these polygons can easily be reconstructed from G; U G and
the orientation (obtained in the second step).

The main predicates needed here are the intersection tests between a 2D face and
a segment and between a power edge (1D face) and a triangle. These predicates can
easily be implemented in an exact manner using, for example, the filtered predicates
mechanism provided by the CGAL library [17].

Numerical integration. The computation of G;(1) requires the evaluation of
integrals of the form fLag;( Do po(r)dH?(z) where p, : R® — R* is an affine density.
In order to evaluate these integrals exactly, we use the classical Gaussian quadrature

formulae. In our setting, we have that if ¢ = [a, b, ¢] is a triangle and p : t — R is
affine, then [, p(x)dH?(x) = Area(t) - p((a + b+ ¢)/3).

Choice of the initial weights. The following proposition shows how to choose
the initial weights so as to avoid empty Laguerre cells.

PROPOSITION 25. Let K C R? be a compact set, Y = {y1,...,yn} C R? be a point
cloud and ¥? = —d(y;, K)?. Then, all the Laguerre cells Lag;(4°) are non-empty:

0# {z € K| d(y;, K) = |l= — yll} € Lag;(¢").

Proof. Let i € {1,...,N}, and z € K be such that d(y;, K) = ||x — y;||. Then for
jed{l,...,N}

= ;1P +05 = llz = y;|1* ~d(y;, K)* > dly;, K)*~d(y;, K)* = 0 = |2 — il|*+47,
meaning that = € Lag; (¢°). O

In particular, this proposition applies to the case where K is a triangulated
surface. Thus, it means that we can find weights such that the initial Laguerre cells
are not empty. In practice, if needed, we slightly perturb 1° to ensure that all the
Laguerre cells also have non empty interior, thus have a positive mass.

6.2. Results and applications. We compute the optimal transport map between
a piecewise linear measure defined on a triangulated surface K and a discrete
measure defined on a 3D point cloud. Even if we can handle non uniform measures,
in the examples presented here, the source density is uniform over the triangulation:
po = 1/ Area(K) for every o € X, where Area(K) is the area of K. The point cloud
is chosen to be a noisy version of points sampled on the mesh. In the examples, the
solutions are computed up to an error of n = 1076,

The first two rows of Figure 2 displays results for a uniform target measure and
the last two for a non-uniform one. Remark that in this case the non uniformity
creates smaller Laguerre cells on the right side. Note that the centroids of the
Laguerre cells provide naturally a correspondence between the point cloud and the
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triangulated surface: we associate to each y; the centroid of the Laguerre Lag, (%),
where " is the output of Algorithm 1. In practice, the number of iterations remains
small even for large point sets. For instance, if we choose 10,000 noisy samples on
the torus, the algorithm takes 16 iterations to solve the problem.

REMARK 26. We also underline that the Laguerre cells can be non geodesically
convex and even disconnected (as illustrated in the second and third columns of
Figure 2) which shows that our method handles more general settings than [9], i.e.
cost functions whose Laguerre cells cannot be convex in any chart (violating the

hypothesis of [9], Def 1.1).

We now show how to use this algorithm as a building block for higher level
operations: optimal quantization of surfaces, remeshing and point set registration.
The goal here is not to compete with state of the art algorithms for these applications
but rather to show the applicability of Algorithm 1 in more complex situations.

Optimal quantization of a surface. Optimal quantization is a sampling technique
used to approximate a density function with a point cloud, or more accurately a
finitely supported measure. It has many applications such as in image dithering or
in computer graphics (see [6] for more details). Here, we show how to perform this
kind of sampling on triangulated surfaces. Given a triangulated surface K C R?
and a density p on K, we first define Y as the set of vertices of K and consider
the constant probability measure vy on Y. For each k > 0, we solve the optimal
transport between p on K and v, on Yj, and pick one point, for instance the centroid,
per Laguerre cell. We iterate this procedure by choosing for the new point cloud
Yi+1 the set of the previously computed centroids and for v the uniform measure
over Yy 1. After a few iterations, this gives us a (locally) optimal quantization of K.
Figure 3 shows examples of sampling on different surfaces with different densities.

Remeshing. We now consider the following problem: given a triangulated surface
K, a density p supported on this mesh, we want to build a new mesh such that the
distribution of triangles respect this density, meaning that we want more triangles
where the density is more important. This has applications for instance in finite
element methods for solving partial differential equations where the quality of the
discretization matters. To do this, we can use the following simple procedure: we
consider the uniform discrete measure v supported on the vertices of K; we solve the
optimal transport between p on K and v; the new mesh will be taken as the dual
(in the graph sense) of the final Laguerre diagram. See Figure 4 for two examples
for different source densities.

Point set registration. We finally consider the rigid point set registration to a mesh.
Given a triangulated surface K and a point cloud Y, we want to find a rigid
transformation 7' such that the L? distance between K and T(Y') is minimal. The
most popular method to do this is the Iterative Closest Point (ICP) algorithm
developed in [2]. For this algorithm, we need to be able to compute for each point
y; from the cloud Y its closest point on the mesh K. We can replace the traditional
nearest neighbor query with the following routine: we solve the optimal transport
between the constant probability measure p on K and the constant probability
measure v on Y, then associate each point y; to a point (for instance the centroid)
of the Laguerre cell Lag, (1)) where ) € RY are the final weights. The resulting
algorithm is called Optimal Transport ICP (OT-ICP). See Figure 5 for one example.
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FIGURE 2. From left to right: Mesh and initial point cloud (in
blue), Initial Laguerre cells, Final Laguerre cells, Centroids of the
final Laguerre cells. The source measure is uniform. In the first two
rows, the target density is uniform while in the last two, it linearly
decreases from left to right. In the first row, NV = 50 while in the
other rows, N = 1000. Computation time (number of iterations):
3s (4) / 41s (7) / 74s (14) / 58s (9).

In our results, OT-ICP converges in much less iterations than standard ICP, namely
3 iterations versus 20 iterations for the same stopping criterion in our two test cases.
Despite this, the remains higher with optimal transport. One may hope that the
use of optimal transport ”convexifies” the energy optimized by ICP, in the same
way the choice of a Wasserstein loss instead of a L? distance seems to mitigates the
cycle-skipping issue in full waveform inversion [7].
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FIGURE 3. Optimal quantization of triangulated surfaces for dif-
ferent densities and surfaces. From left to right: uniform density
1 = 1 on the Stanford Bunny (10k points); non-linear density
w(z,y, z) = e~3l¥! on the sphere (10k points); checkerboard texture
and sampling for the density corresponding to the UV-mapping of
the texture on the hemisphere (5k points).

FIGURE 4. Remeshing using optimal transport. From left to right:
source density; initial mesh and remeshed surface. First row: Uni-
form density: g = 1; Second row: g is proportional to a mean
curvature estimator of the source mesh. Number of vertices for
each model: Bunny: 2.2k; Torus: 5.6k.
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