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Abstract

Purpose. During brain tumor surgery, planning and guidance are based on pre-

operative images which do not account for brain-shift. However, this deforma-

tion is a major source of error in image-guided neurosurgery and affects the

accuracy of the procedure. In this paper, we present a constraint-based biome-

chanical simulation method to compensate for craniotomy-induced brain-shift

that integrates the deformations of the blood vessels and cortical surface, using

a single intraoperative ultrasound acquisition.

Methods. Prior to surgery, a patient-specific biomechanical model is built from

preoperative images, accounting for the vascular tree in the tumor region and

brain soft tissues. Intraoperatively, a navigated ultrasound acquisition is per-

formed directly in contact with the organ. Doppler and B-mode images are

recorded simultaneously, enabling the extraction of the blood vessels and probe

footprint respectively. A constraint-based simulation is then executed to regis-

ter the pre- and intraoperative vascular trees as well as the cortical surface with
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the probe footprint. Finally, preoperative images are updated to provide the

surgeon with images corresponding to the current brain shape for navigation.

Results. The robustness of our method is first assessed using sparse and noisy

synthetic data. In addition, quantitative results for five clinical cases are pro-

vided, first using landmarks set on blood vessels, then based on anatomical

structures delineated in medical images. The average distances between paired

vessels landmarks ranged from 3.51 to 7.32 (in mm) before compensation. With

our method, on average 67% of the brain-shift is corrected (range [1.26; 2.33])

against 57% using one of the closest existing works (range [1.71; 2.84]). Finally,

our method is proven to be fully compatible with a surgical workflow in terms

of execution times and user interactions.

Conclusion. In this paper, a new constraint-based biomechanical simulation

method is proposed to compensate for craniotomy-induced brain-shift. While

being efficient to correct this deformation, the method is fully integrable in a

clinical process.

Keywords: Brain-shift, Intraoperative ultrasound, Constraint-based

biomechanical simulation, Elastic registration, Boundary conditions,

Lagrangian Multipliers.

1. Introduction

During brain tumor surgery, accurate localization of the brain tumor is es-

sential to both ensure its total resection and reduce the morbidity of surrounding

healthy tissues. Images of the patient’s brain are thus acquired prior to surgery

and used by neuronavigation systems to assist the surgeon. However, due to5

the intraoperative deformation of soft tissues, called ”brain-shift”, these images

no longer correspond to brain morphology of the patient throughout the entire

procedure.

The impacting factors on the amount and direction of brain-shift are nu-

merous: patient positioning during surgery, craniotomy size and dura opening,10
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loss of Cerebrospinal Fluid (CSF), actions of the surgeon, swelling due to drugs,

anesthetics or edema, etc. Even if the brain-shift mainly occurs in the direction

of gravity, the magnitude is hard to predict and brain deformations are thus

estimated by the surgeon. Magnitude and direction of brain-shift have been

the subject of several studies reporting cortical displacements up to 20 mm15

and subsurface movements up to 7 mm (Hill et al., 1998; Roberts et al., 1998;

Nimsky et al., 2000; Nabavi et al., 2001). A recent overview of the causes and

measurements has been proposed by Gerard et al. (2017).

Brain-shift compensation methods propose to update preoperative images

according to the intraoperative deformations of the organ. All of them rely on20

the acquisition of data during the procedure, providing information about the

current tissue deformations. While Magnetic Resonance Imaging (MRI) is the

reference preoperative exam, various intraoperative imaging systems are used

in the literature such as MRI (Clatz et al., 2005; Vigneron et al., 2012), laser

range scanners (LRS) (Sun et al., 2014; Miga et al., 2015), stereo cameras (Sun25

et al., 2005a) or ultrasound (US) imaging (Reinertsen et al., 2014; Rivaz &

Collins, 2015). However, the data obtained cannot be directly used for surgical

navigation: US images are of poor quality compared to preoperative MRI, and

surface data alone are not clinically relevant. The goal of brain-shift compen-

sation methods is then to register images acquired before surgery with these30

intraoperative data. Full brain deformations can thus be recovered based on

sparse intraoperative information.

Even if this topic has been widely studied in the literature, very few methods

are usable in a clinical practice. Methods aiming to be used in a surgical pro-

cess have to satisfy three essential criteria. First, acquisition of intraoperative35

data must be easily integrated in the standard surgical workflow, with limited

additional devices and no significant increase of the operative time and cost.

Then, the compensation method must be relevant in terms of execution times

and as automatic as possible. This criteria should be valid for every step of

the proposed method, including image data pre-processing (e.g. patient-specific40

biomechanical model preparation) and intraoperative computations. Finally,
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accuracy and robustness must obviously be validated on actual surgical cases.

In this paper, we present a method that intends to fulfill these requirements.

First, we chose to rely on the acquisition of US images during surgery. Compared

to other intraoperative imaging systems, US is portable, compatible with other45

surgical equipment and already available in most operating rooms. In addition,

US provides subsurface information and not only the cortical surface. While

soft tissues can be viewed using B-mode US, the Doppler mode enables specific

imaging of the blood vessels. Next, a constraint-based biomechanical simulation

method is proposed to compute the MR/US registration. Displacements are50

imposed over a finite element (FE) brain model to account for the deformations

of the vascular tree and the exposed cortical surface.

The contributions of this work are summarized below:

1. We propose to account for the deformation of the blood vessels and ex-

posed cortical surface using a single intraoperative US acquisition (Doppler55

and B-mode images recorded simultaneously).

2. The whole compensation method is fully detailed, including the data ex-

traction from MR and US images and constraint-based biomechanical sim-

ulation. The choices regarding the construction of the brain model, the

constraints definition and their filtering are described. Our work combines60

these specific technical contributions with existing ones within a new com-

plete craniotomy-induced brain-shift compensation system.

3. The performance of our method is evaluated over synthetic and patient

data. For five clinical cases, a quantitative analysis is proposed first using

landmarks set on blood vessels, then based on anatomical structures (such65

as sulci or ventricles) delineated in intraoperative B-mode images.

4. Improvements, in terms of accuracy and robustness, compared to one of

the closest existing method (Reinertsen et al., 2014) are presented.

5. Finally, our method is fully compatible with a surgical process in terms of

user interactions and execution times.70

This article is organized as follows. First, detailed related works are pre-
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sented in Section 2. Then, the method is described in the four following sections.

Experiments on synthetic and patient data are detailed in Section 7, and the

results are presented in Section 8. Finally, the method and results are discussed

in Section 9.75

2. Related works

After a description of the existing brain-shift compensation methods, this

section focuses on the biomechanical simulation of brain deformations.

2.1. Brain-shift compensation methods for brain tumor surgery

The main methods to compensate for brain-shift occurring during tumor80

surgery can be classified as image-based and biomechanical simulation-based

techniques. These approaches are presented in the following subsections. Each

of them is organized according to the kind of intraoperative data.

2.1.1. Image-based registration methods

Nimsky et al. (2001) presented a rigid registration between pre- and intra-85

operative MR images, using fiducial markers placed around the craniotomy. For

their part, a non-linear registration method based on mutual information was

introduced by Hastreiter et al. (2004). Regardless of the accuracy, the use of

such intraoperative MR devices is cumbersome. The acquisition procedure is

complex and increases the operating time considerably: the patient must be90

transferred to the scanner and specific surgical tools are required due to the

magnetic field generated. Moreover, these devices are expensive and require

large dedicated operating rooms. For these reasons, this intraoperative modal-

ity is thus rarely used in clinical routine.

Pereira et al. (2016) proposed to use pre- and intraoperative Cone-Beam95

Computed Tomography (CBCT) enhanced with intravenous injection of con-

trast agent. The volumetric deformation vector field was computed combining

first a rigid registration of the skull then an elastic transformation based on
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vessels, ventricles and image intensities. However, CBCT images suffer from

poor soft tissue contrast and are thus rarely used for brain tumor surgery.100

A geometric 3D brain model was proposed by Nakajima et al.

(1997). This 3D model was built on the preoperative MRI and in-

tegrated brain anatomical structures and blood vessels. Intraoper-

atively, the surface blood vessels were tracked using video cameras

and registered with the preoperative ones, deforming the geometric105

model. No subsurface features were thus considered to compute the

brain deformations. This compensation method was validated using

data from 17 clinical cases.

Finally, several methods rely on the acquisition of intraoperative US images.

Ultrasound scanners are portable systems, already available in most operating110

theaters, and cost less than 10% of a classic intraoperative MR device. In

addition, intraoperative US acquisitions do not require important changes in

the operating procedure and are compatible with other surgical equipment.

On the one hand, deformations of soft brain tissues can be visualized using

B-mode US imaging. These images can be registered with preoperative MRI115

using mutual information (Ji et al., 2008), cross correlation (Rivaz & Collins,

2015) or linear correlation of linear combination (Fuerst et al., 2014). Finally,

Mercier et al. (2012) generated pseudo US images from preoperative MRI, then

registered them with the real intraoperative US images. These methods were

validated respectively over 6, 13, 14 and 15 patients.120

On the other hand, Doppler US imaging provides flow visualization. Vessels

around the craniotomy region can thus be viewed using this US modality. Rein-

ertsen et al. (2007a) proposed a modified Iterative Closest Point (ICP) algorithm

to rigidly register the blood vessels extracted from preoperative MR Angiogra-

phy (MRA) to the ones extracted from intraoperative Doppler US acquisitions.125

A non-linear transformation using thin-plate spline was also presented. How-

ever, a clinical validation using data from 5 patients (Reinertsen et al., 2007b)

showed that no major improvements are provided by the elastic registration

technique over the rigid one. Finally, this rigid registration approach was vali-
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dated in a recent clinical study including 7 patients (Reinertsen et al., 2014).130

2.1.2. Biomechanical simulation-based registration methods

Key surfaces, such as the cortical surface and the surface of the lat-

eral ventricles, were tracked in pre- and intraoperative MR exams by

Ferrant et al. (2001) and Ferrant et al. (2002). Displacements were

then defined using a matching algorithm and imposed on a biome-135

chanical model. An improvement of this matching algorithm was

proposed by Clatz et al. (2005). The computed displacement field was

based on matching block features distributed on the whole image vol-

ume instead of using only a few key surfaces. Using this registration

method, an augmented reality visualization of critical and functional140

brain regions was presented by Archip et al. (2007). MRI of various

modalities (T1, fMRI and DTI) were acquired before surgery. All im-

ages were then aligned with the intraoperative T1 volume providing

the surgeon with augmented information. More recently, Vigneron

et al. (2012) introduced extended FEM to handle discontinuities be-145

tween consecutive MR acquisitions. Finally, all these methods were

respectively evaluated over 1, 9, 11 and 2 clinical cases. However, as

stated above, MR acquisitions are rarely performed in clinical prac-

tice during surgery. Relying on such intraoperative acquisitions is

thus a serious limitation regarding the usability of the methods in150

the operating room.

Several groups proposed to intraoperatively track the exposed cortical sur-

face. First, Sun et al. (2005a) and De Lorenzo et al. (2012) introduced models

where the displacements of the brain surface were directly driven by the motions

acquired with stereo-cameras. For a better integration to the surgical process,155

Sun et al. (2005b) suggested to attach these cameras to the stereoscopic oper-

ating microscope. Their system was evaluated on 10 patients.

Next, similar methods were presented by Mostayed et al. (2013) and Gar-

lapati et al. (2014). Sparse point sets of the exposed part of the brain were
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used to deform a brain model. These point sets were assimilated to the ones160

that could be acquired during surgery using the tracking pointer tool available

in classic neuronavigation systems. These methods were respectively validated

over 13 and 33 retrospective clinical cases.

Then, Sun et al. (2014) computed before surgery an atlas of brain defor-

mation solutions calculated using a distribution of boundary and deformation-165

inducing forces conditions (e.g. sag, tissue contraction, tissue swelling). Intra-

operatively, a LRS was used to record surface deformation data. The optimum

brain shift solution was then determined using an inverse problem approach

which linearly combines solutions from the atlas. This method has been re-

cently validated by Miga et al. (2015) using a clinical study over 16 patients.170

A limitation of all these methods is the assumption that the entire 3D defor-

mation can be extrapolated by the biomechanical model from the exposed brain

surface only. However, according to Wittek et al. (2007), the registration accu-

racy improves when data are collected from both the exposed and unexposed

surface of the brain. Moreover, no subsurface features (e.g. the ones visible175

with MR or US images) can be accounted for during registration.

Mohammadi et al. (2015) thus proposed to combine the tracking using stereo

cameras with Doppler US imaging. The exposed cortical surface as well as

the vascular tree close to the tumor were registered. To do so, a constraint-

based biomechanical simulation was used. However, this requires to bring two180

imaging systems (i.e. the stereo cameras and US scanner) in the operating

room and therefore complicates the clinical process. Finally, Bucki et al. (2012)

presented a similar model-based method. Only the blood vessels were registered,

consequently a single Doppler US acquisition is necessary. In addition, results

on one surgical case were provided.185

2.2. Brain biomechanical simulations

A recent survey focusing on brain biomechanical simulation has been pro-

posed by Morin et al. (2017). In this section, works dealing with the determina-

tion of the mechanical properties of brain tissues are first introduced, pointing
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out the highly non-linear behavior of the organ. The use of such complex be-190

havior laws is then nuanced in a second paragraph, according to the kind of

loadings applied on the brain during simulations. Finally, the main biomechan-

ical models published in the literature are presented.

2.2.1. Mechanical properties

The mechanical properties of the brain (with its constitutive law and corre-195

sponding parameters) have been widely studied in the literature. These prop-

erties can be determined using rheological studies on animal or human brains.

Experimental measurements, obtained by compression, tension or suction of the

tissues, are correlated with numerical simulation using a biomechanical model.

Even if a non-linear behavior of the organ is highlighted by the studies cited in200

the next paragraph, the equivalent Young’s modulus E at small deformations

and the Poisson’s ratio ν are given for comparison.

Among studies realized on porcine brains, Paulsen et al. (1999) introduced

a biphasic poroelastic model where the organ was considered as a sponge-like

material. It was modeled using a porous solid tissue (E = 2100 Pa and ν = 0.45)205

with interstitial fluid. This hypothesis was nuanced by Tavner et al. (2016)

who demonstrated that there was no bulk fluid flow through the brain in-vivo.

The authors argued that computing such a biphasic model was unnecessary

and a single phase viscoelastic model should provide enough accuracy. Based

on swine brains observations, Miller & Chinzei (2002) proposed an Ogden-like210

hyper-viscoelastic model with a Prony-series relaxation modulus. The very low

stiffness of porcine brain tissues was also pointed out by Kaster et al. (2011),

reporting Young’s modulus for the white and grey matter respectively equal to

1787±186 Pa and 1195±157 Pa. Finally, the only rheological experiment on

an in vivo human brain was presented by Schiavone et al. (2009). The authors215

used a light aspiration device and proposed a modified 2-term Mooney-Rivlin

law, with an equivalent E = 1440 Pa and ν = 0.45.

Brain stiffness can also be determined in vivo using MR Elastography (MRE).

This imaging technique estimates the shear modulus µ from harmonic shear
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waves velocity. Since this parameter is linked to the Young’s modulus and Pois-220

son’s ratio by E = 2µ(1 + ν), the value of E corresponding to the measured

µ can be computed for indication (here with a ν = 0.45). With the measure-

ments reported by Kruse et al. (1999); Uffmann et al. (2004); McCracken et al.

(2005); Kruse et al. (2008), the estimated Young’s moduli were significantly

higher (between 30 and 45 kPa for the white matter and 15 and 40 kPa for the225

grey matter) than the ones found with rheological experiments. However, the

estimated µ decreased with the shear wave frequency (Chatelin et al., 2012).

For numerical simulation, a static Young’s modulus (corresponding to a null ex-

citation frequency, to avoid any viscosity effect) is required. Then, the Young’s

moduli computed above probably overestimate this static value.230

2.2.2. Boundary conditions and loadings

While getting an accurate description of the tissues is essential, boundary

conditions (e.g. contacts with the dura mater) and loadings are at least as

important for the accuracy of comprehensive simulations. These loadings can

be applied through forces or displacements.235

On the one hand, Valencia et al. (2012) applied a pressure (i.e. a force

field) on the surface of a brain model, while running the simulation with various

elastic and hyper-elastic constitutive laws. Relevant differences are shown for

resulting displacements and especially stresses at equilibrium. Moreover, Morin

et al. (2015) pointed out the importance of accounting for the internal pre-240

stress of the organ. Indeed, the study exhibited significant differences for the

resulting displacements when applying the same free force over a pre-stressed

and an unpre-stressed brain model. In case of force loading, the biomechanical

model is thus sensitive to the constitutive law and parameters, including internal

pre-stress.245

On the other hand, Wittek et al. (2009) and Miller & Lu (2013) investi-

gated the impact of tissues mechanical properties when loadings are imposed

through displacements. The authors showed that the solution in displacement

is weakly sensitive to the chosen constitutive laws and parameters. In that sit-
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uation, boundary conditions and loadings are then much more important than250

mechanical properties.

2.2.3. Biomechanical models

Many biomechanical models of the brain have been proposed in the literature

in order to compensate for brain-shift, to simulate the growth of a pathological

region (tumor, edema, ...) or within surgical simulators to train medical stu-255

dents. Most of these models are run using linear elasticity (Ferrant et al.,

2001, 2002; Castellano-Smith et al., 2003; Clatz et al., 2005; Archip

et al., 2007; Wittek et al., 2009; Vigneron et al., 2012; De Lorenzo

et al., 2012; Bucki et al., 2012; Yousefi et al., 2013; Mohammadi et al.,

2015). This choice is explained by the authors according to the use of imposed260

displacements (see previous paragraph) or to the small deformations observed.

The corotational formulation (Müller et al., 2002) was used by Bilger et al.

(2011), Dequidt et al. (2015) and Sase et al. (2015) to increase the range of

authorized displacements (removing the artifacts of linear elasticity in large

rotation) while running real-time simulations. A few brain models simulate265

hyper-elastic laws. Prastawa et al. (2009) proposed to use the constitutive law

introduced by Miller & Chinzei (2002) whereas the models presented by Sun

et al. (2005a) and Miga et al. (2015) are based on the one proposed by Paulsen

et al. (1999). Finally, Miller & Lu (2013), Mostayed et al. (2013) and Garlapati

et al. (2014) proposed fully non-linear models using Neo-Hookean constitutive270

law solved with the Total Lagrangian Explicit Dynamics algorithm (Miller et al.,

2007). An efficient implementation of this algorithm on a Graphic Processing

Unit (GPU) was presented by Joldes et al. (2010).

In all these works, brain models are run using small Young’s modulus, or

equivalent hyper-elastic parameter, values (E ∈ [694; 8000] Pa) and considering275

quasi-incompressible tissues (ν ∈ [0.4; 0.495]). Tissue are most of the time mod-

eled as homogeneous, although some authors have integrated local properties.

For example, Castellano-Smith et al. (2003) set different stiffness parameters

to the white and grey matter, and Miller & Lu (2013) and Mostayed et al.
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(2013) fixed a Young’s modulus higher for the tumor than for healthy tissues.280

In addition, very soft and compressible properties are assigned to the ventricles

(E = 10 Pa and ν = 0.05, against E = 694 Pa and and ν = 0.45 for brain

tissues) by Clatz et al. (2005) and Bucki et al. (2012), in order to simulate the

CSF loss during brain-shift deformation. This CSF is thus modeled as a liquid

applying pressure on the brain surface by Clatz et al. (2003) and Bilger et al.285

(2011).

For the constraints, Dumpuri et al. (2006) proposed an automatic method

to generate the boundary conditions. While the upper part of the brain, close

to the craniotomy, is stress free, the lower cerebellum part is fixed. Sliding

constraints are applied on the remaining brain surface, similarly to the ones290

imposed between the brain and the skull by Prastawa et al. (2009). Similar

constraints are also used by Chen et al. (2011) to simulate interactions between

the brain and the dural septa (falx cerebri and tentorium cerebelli). A very

complex model was also introduced by Hu et al. (2007) where the dura mater

(including the falx cerebri and the tentorium cerebelli) was simulated using295

isotropic elastic shell elements with high stiffness.

Finally, most of the biomechanical models mentioned in the above para-

graphs rely on finite element (FE) meshes. Their generation includes soft tissues

segmentation and then meshing steps that can be time-consuming. In order to

avoid these limitations, brain biomechanical simulations based on meshless tech-300

niques (Miller et al., 2012; Zhang et al., 2013) were proposed in the literature.

Even if a slight segmentation step is still needed, no meshing process is thus

required.

2.3. Conclusion

In terms on intraoperative data our method rely on ultrasound images, to us305

the best compromise between provided data (surface and subsurface informa-

tion, about tissues and vessels) and practical use in the operating room. For the

MR/US registration, we propose a biomechanical simulation-based approach to

extrapolate sparse deformation data to the entire brain based on a physical and
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Figure 1: Brain-shift compensation process

not only geometrical background. Our modeling choices are based on the above310

review of the literature.

3. Method overview

First, the overall process of our method is described. Second, the modeling

choices made to perform the registration are detailed.

3.1. Overall process315

The overall process of our method is presented in Figure 1. Preoperatively,

an anatomic patient-specific brain model is built from the images acquired prior
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to surgery. Brain soft tissues and blood vessels around the tumor are extracted

from MRI and MRA respectively. Boundary conditions (mainly contacts with

the dura mater, falx cerebri and tentorium cerebelli) are then determined and320

transferred to the generated brain model. As preoperative images are often

acquired one day before surgery, several hours are therefore available to build

the brain model. However, the generation of the patient-specific model should

be as automatic as possible.

Intraoperatively, a series of navigated 2D US slices is acquired directly in325

contact with the brain after opening the skull and dura mater (Reinertsen

et al., 2014). Power Doppler as well as B-mode information are recorded si-

multaneously. A single US acquisition is thus necessary to obtain the whole

intraoperative data. Two 3D volumes are reconstructed from the Doppler and

B-mode slices, enabling the extraction of the blood vessels and probe footprint330

respectively. A constraint-based biomechanical simulation is then used to per-

form the registration of the pre- and intraoperative vascular trees and of the

probe footprint with the surface of the brain model. Finally, the preoperative

MRI is updated using the displacement field computed over the brain model.

In order to comply with a clinical workflow, the designed extraction algorithms335

have to be robust, fast and must limit user interactions.

3.2. Brain modeling

Figure 2 illustrates the modeling choices and the use of each component

during the constraint-based biomechanical simulation.

The brain is represented using several models, each one being optimized for340

a different task (upper panel in Figure 2). First, a deformable model describes

the internal mechanical behavior of the soft tissues. Its geometry is represented

by a tetrahedral FE mesh. Next, two collision models, a brain surface mesh

and a skeleton of the blood vessels, are exclusively employed to express the

Lagrangian Multipliers used to impose displacements (i.e. constraints) on the345

brain. During FE resolution, constraint forces are then computed so that the

imposed displacement are satisfied at the end of the simulation step, whatever

14



Figure 2: Different components and data types of our brain model. Their interaction and use

are highlighted. Preoperative and intraoperative data are respectively shown within a blue

and orange box.

15



the biomechanical properties of the model. The deformable and collision models

are coupled using a barycentric mapping.

The reference data (lower panel in Figure 2) are used as a base to express350

the constraints forces. These data are not deformed and remain fixed during

all the simulation. First, the dura surface mesh is employed to express the

boundary conditions between the surface of the organ and the dura mater.

Then, the registration data (i.e. the probe footprint point set and the vessels

skeleton) are extracted from intraoperative US images. They are used to drive355

the deformation of the biomechanical model to compensate for brain-shift.

The technical background that is necessary to understand our constraint-

based biomechanical simulation is first detailed in Section 4. The extraction

and generation methods of the meshes, skeletons and point sets are then de-

scribed in Section 5, highlighting the brain modeling choices. A last section360

presents the constraint-based biomechanical simulation, focusing on the main

technical contribution of this paper: the definition of the Lagrangian Multipliers

constraints and their filtering.

4. Simulation background

After introducing the corotational formulation and barycentric mapping,365

this section details the static governing equations used for the simulation of

the brain and their numerical resolution. While these notions are not original

to this paper, they are essential to understand our constraint-based simulation

method.

4.1. Corotational formulation370

First introduced in the field of computer graphics (Müller et al., 2002), this

formulation is frequently used for medical simulations due to its low computa-

tional cost. For such a formulation, the elastic forces applied on the nodes of a

tetrahedral element of the brain FE mesh can be written as:

fe = ReK
l
e(Re

T ūe − ue) (1)
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where ue and ūe are respectively the initial and deformed positions of the four

nodes of the tetrahedron and fe , the elastic forces applied on these nodes. While

Kl
e corresponds to the local linear stiffness matrix of the element, parametrized

by the Young’s modulus E and the Poisson’s ratio ν, Re is a bloc diagonal

matrix defined as:

Re =


R 0

R

R

0 R

 (2)

with R being the 3×3 rotation matrix of the tetrahedral element. The rotation

of each element, computed based on the QR decomposition proposed by Nesme

et al. (2005), is evaluated independently accounting for finite rotations. Swelling

artifacts showed by classic linear elasticity are thus removed.

The local stiffness matrix Ke can be written with the synthetic formulation

(Felippa & Haugen, 2005):

Ke = Re

∫
Ve

(CeDeCe∂Ve)Re
T (3)

where Ce and De are the strain-displacement matrix and the stress-strain ma-375

trix respectively. While these matrices are constant during the simulation, Re

needs to be updated at each iteration.

4.2. Barycentric mapping

As described above, several meshes and skeleton are used to describe the

brain model (see Figure 2). Soft tissue modeling is solved over the deformable380

model whereas the constraint forces are computed and applied on the vertices

of the collision models. During each resolution step, the computed constraint

forces (i.e. Lagrangian Multipliers) have thus to be transferred from the collision

models to the FE model. Conversely, once the deformation is computed, the FE

nodes displacements must be propagated to the collision vertices. As a result,385

a barycentric mapping is used to link the different representations of the brain.
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As proposed by Faure et al. (2012), each vertex of the collision models is

associated with its closest FE tetrahedron at the beginning of the simulation.

Since the collision and FE models are deformed at the same time, this association

remains constant over the simulation. A vertex position can thus be defined

by a linear combination of the nodes positions of its associated tetrahedron

using barycentric coefficients. All these linear combinations are gathered by

the function J , used to map the positions u
FE

of the deformable model to the

positions u
col

of the collision models:

u
col

= J (uFE ) (4)

Using the Jacobian matrix of this function, defined as J = ∂u
col
/∂u

FE
, equa-

tion (4) can be written as:

u
col

= JuFE (5)

This Jacobian matrix is thus used to deduce u
col

from the positions u
FE

.

For the constraint forces λ
col

applied to the collision models, the mapping

computes and accumulates the equivalent forces on the FE nodes. The trans-

ferred constraint forces λ
FE

are then weighted with the same barycentric coef-

ficients using:

λFE = JTλ
col

(6)

In the following sections, the notation u and λ will refer to the nodes posi-

tions of the FE brain model (u = uFE ) and constraint forces (i.e. Lagrangian

Multipliers) applied on this model (λ = λ
FE

= JTλ
col

) respectively.390

4.3. Governing equation

The governing equation is given by the static formulation:

F(u) +H(u)λ = fext = 0 (7)

where F(u) andH(u) are both non-linear functions providing the internal forces

and gathering the constraint directions for the positions u respectively. In our

case, no external forces fext (e.g. gravity or CSF pressure) are applied to the

model.395
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Instead of directly solving this non-linear problem, each simulation step i

consists in solving a linearized problem according to the two unknown u and

λ. Note that computing the solution of this linearized problem is equivalent to

performing the first iteration of the Newton-Raphson algorithm for the static

problem (7). After several simulation steps, the positions at equilibrium (i.e.400

∆ui = ui+1 − ui = 0) correspond to the solution positions of this formulation.

The linearized equation is given by:

F(ui) +H(ui)λi +

(
∂F
∂u

∣∣∣∣
ui

+
∂H
∂u

∣∣∣∣
ui

λi

)
(ui+1 − ui) +H(ui)(λi+1 −λi) = 0

(8)

At the beginning of each iteration step, no constraint forces are applied to the

FE model which yields λi = 0 and then:

F(ui) +
∂F
∂u

∣∣∣∣
ui

(ui+1 − ui) +H(ui)λi+1 = 0 (9)

On the one hand, the global stiffness matrix of the model is defined as:

Ki =
∂F
∂u

∣∣∣∣
ui

=
∑

(GeK
i
eG

T
e ) (10)

where Ge is the globalization matrix transferring the local stiffness matrix Ki
e

of an element e to the global stiffness matrix Ki . Since the rotation matrices

of the corotational formulation are not constant (see Section 4.1), Ki must be

recomputed at each simulation step.405

On the other hand, the formalism of the Lagrangian Multipliers is used to

express the constraints. A collision detection is first performed at the beginning

of each iteration. H(ui) then remains constant during all the step allowing to

define the constraint matrix Hi as:

HiT = H(ui) (11)

The number of lines in Hi is equal to three times the total number of constraints

in the simulation. For each constraint, this matrix gathers the weighted nor-

mals. The core of the constraint-based biomechanical simulation proposed in

this paper is then to define the contents of the matrix Hi (collision detection

and weighed normal computation).410
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Once Hi is defined, a constraint law can be written as:

δ = H̃ipi −Hiu (12)

with δ being the violation of constraints, p the targeted positions of the con-

straint and H̃i the matrix of the unweighted constraint normals. The lineariza-

tion of this constraint law in ui gives:

δi+1 = H̃ipi −Hiui −Hi(ui+1 − ui) = ci −Hi(ui+1 − ui) (13)

where ci = H̃ipi −Hiui remains constant during each iteration.

The final linearized equation of (7) is obtained by injecting equations (10)

and (11) in equation (9):

Ki∆ui + HiTλ = −F(ui) with ∆ui = ui+1 − ui (14)

where the unknowns are ∆ui and λ.

For the sake of simplicity, superscript i is omitted in the following para-

graphs, which describe the resolution for a single step only.

4.4. Numerical resolution415

Rewriting equations (14) and (13) provides the following Karush-Kuhn-

Tucker (KKT) system: {
Kx + HTλ = b (15)

c−Hx = δ (16)

where x = ∆u and b = −F(u). At each iteration, the KKT problem is solved

in five steps with the Schür complement method.

4.4.1. Free motion

We first compute the free deformation xfree = K−1b, that does not depend

on λ, using a preconditioned Conjugate Gradient (Courtecuisse et al., 2011).

The fixed Dirichlet conditions imposed on the base of the brainstem ensure that

K is invertible. Injecting xfree in equation (15) gives:

x = xfree −K−1HTλ (17)
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4.4.2. Collision detection

A proximity-based detection is performed for each constraint, allowing to420

define the matrix H described above. The free violation of constraint δfree is

defined as δfree = c −Hxfree, with xfree being the node positions of the brain

model if no constraint force λ is applied.

4.4.3. Compliance computation

Injecting (17) in (16) gives:

δfree + HK−1HTλ = δ (18)

allowing to define the compliance matrix W = HK−1HT which traduces the425

mechanical coupling of the constraints. Its computation is the most time con-

suming step in the iteration since it involves the inversion of the large matrix

K. In order to get a clinically time relevant simulation, K−1 is approximated

by K0−1

, with K0 being the stiffness matrix at the first iteration. K0−1

is

computed preoperatively and stored as a dense matrix. As the mechanical cou-430

pling (due to small brain stiffness parameters, see Section 2.2.1) and the brain

deformations are low, this approximation is consistent in our simulation case.

4.4.4. Constraint solving

Equation (18) thus provides the Non Linear Complementarity Problem:

Wλ = δ − δfree (19)

where both λ and δ are unknown. The problem is solved using a modified

Gauss-Seidel algorithm as detailed by Duriez et al. (2006).435

4.4.5. Corrective motion

Once the constraint forces λ are known, they are replaced in equation (15)

giving:

x = K−1(b−HTλ) (20)

As for the Free Motion step, this equation is solved using a preconditioned

Conjugate Gradient providing the final positions ui+1 that fulfill the constraints.
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5. Brain modeling and data extraction from medical images

This section is divided into two subsections describing how pre- then intra-440

operative medical images are processed to build the brain models respectively.

5.1. Anatomic patient-specific brain model generated from preoperative images

5.1.1. Soft tissues segmentation

Soft tissues are segmented from preoperative MRI (in our case a T2-FLAIR

sequence). The whole brain is first extracted using the fast and automatic445

method proposed by Smith (2002). A region growing algorithm is then used to

segment the tumor. Finally, the hemispheres are separated and the brainstem,

cerebellum and falx cerebri are segmented by an operator.

5.1.2. Soft tissues meshing

For the FE brain mesh, only the hemisphere affected by the tumor is ac-450

counted for. Soft tissues, excluding the cerebellum, are uniformly meshed with

tetrahedrons. The surface of the previous FE mesh is used to represent the

brain surface collision mesh. It is then decimated in order to reduce the number

of constraints during the simulation and thus consequently reduce computation

time. Finally, the same decimated surface mesh is used to describe the dura455

mesh.

5.1.3. Determination of boundary conditions

Boundary conditions are used to simulate the interactions between the brain

and its surrounding anatomical structures. On the one hand, sliding contacts

between the brain surface collision model and dura mater, including the falx460

cerebri and tentorium cerebelli, are accounted for and illustrated by Figure 3.

On the other hand, FE nodes located at the base of the brainstem are fixed

during the simulation.

For all these boundary conditions, indexes of the constrained nodes are au-

tomatically selected. To do so, the corresponding brain model meshes are com-465

pared to segmentation volume boundaries of each anatomic element. The mesh

vertices close to this surface are then selected.
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Figure 3: Boundary conditions applied on the brain surface collision mesh. The segmentation

volumes of the dura mater, falx cerebri and tentorium cerebelli are respectively shown in red,

blue and green. Sliding contacts are applied on the mesh vertices close to these volumes.

5.1.4. Segmentation of the vascular tree

Blood vessels are segmented from the preoperative MRA exam using the

Maximum of Intensity Projection (MIP) image analysis method adapted from470

the one proposed by Vermandel et al. (2007). After segmenting targeted vascular

structures, the binarized MIP image is used as a mask to recover 3D positions

of vessels from MRA 2D slices.

In order to get more contrast in the region of interest, the MRA is cropped

to tumor region before computing the MIP image. Two peaks are then visible in475

the histogram of the MIP image, corresponding to the background (black) and

the soft tissues (dark grays) respectively. The blood vessels, highlighted with

a contrast product, are thus represented by the higher intensities. The MIP

image is therefore segmented with a threshold set just after the second peak of

the histogram. The segmented MIP image is shown in Figure 4(a).480

However, artificial noise can appear due to the 3D reconstruction of the seg-

mented volume. In order to increase the robustness of our vessels extraction

method, the whole segmentation process is performed for the x, y and z di-
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(a) Segmented MIP image (b) Segmented volume (c) Skeleton

Figure 4: Blood vessels extraction from MRA

rections of the 3D space, thus obtaining three segmentation volumes. Finally,

the segmented vascular tree (see Figure 4(b)) is computed as the intersection of485

these volumes.

5.1.5. Skeletonization of the vascular tree

The blood vessels skeletonization process is based on the modified Dijkstra

algorithm detailed by Wan et al. (2002). First, the Euclidean distance to the

closest vessel boundary (DBF-distance) is computed for each voxel inside the490

vessels. Images are then converted into a connected graph, using the inverse

value of the DBF-distance. Finally, vascular branches are extracted using a

modified Dijkstra algorithm (Figure 4(c)).

As the regularity of the extracted skeleton strongly depends on the quality

and voxel size of the input segmented image, each branch is smoothed and495

re-sampled using B-splines. Finally, points and their connectivity (edges) are

exported.
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5.2. Data extraction from intraoperative US images

5.2.1. Blood vessels skeleton extraction

The vascular tree skeleton is extracted from the Doppler US images. Since500

these images provide high contrast information on the blood vessels, their seg-

mentation is simply achieved using a threshold set by an operator (Reinertsen

et al., 2007b). Finally, the skeletonization step is realized with the algorithm

described in Section 5.1.5.

5.2.2. Probe footprint point set extraction505

The probe footprint point set is extracted from the B-mode US images. As

the B-mode volume is performed (image acquisition and 3D volume reconstruc-

tion) at the same time as the Doppler one, its quality is quite low compared to

a dedicated B-mode acquisition. However, as the probe footprint is easily iden-

tifiable (localization in the US image, pixels intensities and plane geometry),510

such image quality is sufficient to automatically extract it.

Since the probe footprint is localized on the edge of the B-mode US volume,

the boundaries of this volume are first extracted. In order to only keep the

highest intensities, this surface is then segmented using a threshold set by an

operator. While the probe footprint is extracted, some noise, spread over the515

surface of the B-mode volume, also remains. The obtained binarized volume

is therefore sampled and turned into a graph where close points are connected.

Finally, the largest connected component is extracted.

5.2.3. Data decimation

As mentioned above, constraints are directly expressed based on the intra-520

operative vessels skeleton and probe footprint point set (see Figure 2). The

number of constraints will then be linked to the number of points composing

these elements. While a high number of constraints has a strong impact on the

computation times, it can also lead to an over-constrained simulation. They are

therefore decimated in order to reduce the number of constraints. With respect525
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to the resolution of the FE and surface collision meshes, the blood vessels skele-

ton and the probe footprint point set are sampled at 1 point per 2.5 mm and 1

point per 10 mm respectively.

5.2.4. Deactivation of boundary conditions at the craniotomy location

Vertices on which boundary conditions are applied are automatically deter-530

mined preoperatively (see Section 5.1.3 for details). However, the position and

size of the craniotomy are unknown before surgery. When the dura mater is

opened, contacts between the brain and this membrane at the craniotomy lo-

cation have therefore to be deactivated (i.e. corresponding vertices have to be

removed from the list of the constrained indexes).535

Intraoperatively, the craniotomy region is assimilated to the area where US

slices are acquired, and then, to the probe footprint location in US images. The

extracted point set is thus rigidly registered with the brain surface using the ICP

algorithm (Besl & McKay, 1992). Finally, all the boundary conditions close to

the probe footprint are deactivated.540

6. Constraint-based biomechanical simulation

The constraint-based biomechanical simulation used to compensate for brain-

shift is described in this section. First, the choices about the soft tissues model-

ing are briefly justified. Next, this section focuses on the main technical contri-

bution of our registration method: the definition of the constraints applied on545

the collision models and their filtering. Finally, the update of the preoperative

images with the simulated brain deformations is succinctly described.

6.1. Soft tissue modeling

As detailed in Section 2.2.1, brain mechanical behavior is complex and

should be described using hyper-elastic laws. In our context, displacements550

are imposed on the brain model to simulate the contacts with the dura mater,

register the blood vessels and constrain the cortical surface. The solution in

displacements should thus be weakly sensitive to the biomechanical properties
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(see Section 2.2.2 for details). A linear elastic law is therefore accounted for.

In addition, the corotational formulation has the strong advantage to avoid the555

swelling artifacts observed with pure linear elastic models while requiring low

computational efforts (see Section 4.1 for details). This formulation thus ap-

peared to us as being a good trade-off in our context. For the parametrization,

E and ν are respectively set to 1.5 kPa and 0.45, following Schiavone et al.

(2009). A higher stiffness equal to 10 kPa, close to the value chosen by Miller560

& Lu (2013), is used for the tumor region.

6.2. Constraints

On the one hand, constraints are used to solve the contacts between the

brain and dura mater, including the falx cerebri and tentorium cerebelli, and

between the brain and probe footprint. On the other hand, displacements are565

imposed through forces applied on the blood vessels to register of the pre and

intraoperative vascular trees. For all these constraints, the same formalism

of Lagrangian Multipliers is used (see Section 4.3): constraint forces λ are

computed in order to cancel the violation of constraints δ. This section thus

describes how the matrix H is filled, especially detailing the collision detection570

and weighted normals computation phases for each constraint type. Even if some

parts of this process could be improved, for example by detecting collisions in a

more efficient way (Joldes et al., 2009), this is beyond the scope of this paper.

As mentioned above (see Figure 2), collision detection and response are

computed over the collision models. In the next paragraphs, the constraint575

forces λ thus correspond to λ
col

defined in Section 4.2. Vertices positions of the

collision meshes, before and after the constraint forces are applied, are noted

u and ū respectively and drawn in red and green in the figures. They are

associated with fixed target positions chosen among the reference data meshes

(see Figure 2) called p and drawn in blue. Finally, the violation of constraints580

after the resolution is noted δ̄.
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6.2.1. Bilateral dura constraint Ω

This constraint is used to simulate interactions between the brain and the

folds of the dura mater. It is applied on the vertices of the brain surface mesh in

contact with the falx cerebri and tentorium cerebelli. The collision detection is585

processed between these vertices and the dura surface mesh. Each vertex, with

position uj , is associated with a target position pj , computed as the closest

projection of uj over the Bezier surface computed over the dura mesh. Since

the dura mesh is fixed, Bezier coefficients are evaluated once for each triangle

on the beginning of the simulation. This is used to obtain smooth contacts with590

the membrane, with constraints being continuous all along the surface.

The violation of constraint δj is computed as:

δj = nj · (pj − uj) (21)

with · being the Euclidean dot product and nj the normalized normal to the

Bezier surface at position pj . During the constraint solving step (described in

Section 4.4.4), the corresponding constraint force λj , applied in the direction of

nj , is computed so that no violation remains (δ̄j = 0) in that direction.595

After the resolution, the vertex j, with position ūj , is located on the tan-

gential plane given by nj (see Figure 5(a) for details). During the simulation,

the brain model then remains in contact with the falx cerebri and the tentorium

cerebelli but is authorized to slide along these surfaces.

6.2.2. Unilateral dura constraint Ψ600

This constraint is applied to the brain surface collision mesh to simulate

interactions between the organ and the dura mater. It is similar to Ω except

that it satisfies the Signorini conditions λ ⊥ δ (Duriez et al., 2006). If a vertex,

with position uj , is located inside the dura mater (δj ≥ 0), no constraint force

is applied and λj = 0. Otherwise, a negative constraint force (λj < 0) is used to605

cancel the penetration (δ̄j = 0) and to bring back the vertex on the tangential

plane given by nj .

At the end of the resolution, the node j, with position ūj , is located on or
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(a) Constraint resolution for Ω (b) Constraint resolution for Ψ

Figure 5: For both figures, the blue broken line and curve are respectively representing the

dura mesh and the Bezier surface defined over the triangles of the dura mesh. For uj (in red),

two cases are shown. When uj is located outside of the dura mesh, the violation is negative

(δj < 0). Conversely, uj inside the dura mater corresponds to a positive violation (δj ≥ 0).

For both cases, this point is projected on pj (in blue). After the resolution, its position ūj

(in green) is located on the tangential plane for Ω and under this plane for Ψ.

below this plane (see Figure 5(b)). The brain model is thus prohibited to exit

the cavity formed by the dura mater but it is however authorized to sag inside610

it.

6.2.3. Unilateral probe constraint β

β is used to impose interactions between the brain surface mesh and the

probe footprint point set extracted from intraoperative B-mode US images.

Conversely to the dura mesh used for Ω and Ψ, the probe footprint is repre-615

sented using a point set without any connectivity (edges, triangles, etc.). Pro-

jections in the collision detection phase are thus inverted. Each footprint point,

with position pj , is associated with qj , its nearest projection over the triangles

of the brain surface collision mesh. qj can then be described using barycen-

tric coefficients computed over the vertices positions uja , ujb and ujc of its620

corresponding triangle jajbjc.

The violation of constraint is computed as:

δj = nj · (pj − qj) (22)
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with nj being the normalized normal of the triangle jajbjc. As for Ψ, the

Signorini conditions are satisfied for β. The resulting constraint force λj is

applied along nj and distributed on the three vertices ja, jb and jc, according

to the barycentric coefficients of qj .625

After the resolution, these vertices have moved to positions ūja , ūjb and ūjc ,

such as pj is located on or above the plane that they form. The brain surface

mesh is then situated under the probe footprint point set, but the two are not

necessarily in contact. Indeed, during the US acquisition, the probe might not

be perfectly in contact with the exposed cortical surface and a gap can appear630

in the images between the soft tissues and the probe footprint.

6.2.4. Bilateral vessels constraint Φ

This constraint is used to register the skeleton of the preoperative vascular

tree ζMRA with the one extracted from the intraoperative Doppler US images

ζUS . As ζUS is more sparse than ζMRA, this skeleton is projected towards635

ζMRA for the registration. Each point of ζUS , with position pj , is associated

with qj , being the projection of pj onto its nearest segment of ζMRA. qj can

then be defined from the two extremities of this segment, with positions uja

and ujb , using barycentric coefficients.

The violation of constraint is computed such as:

δj =

 δj1

δj2

=

nj1 · (pj − qj)

nj2 · (pj − qj)
(23)

with nj1 and nj2 being two orthogonal and normalized normals to the segment640

jajb. The constraint forces λj1 and λj2 are then computed such that all pen-

etrations are canceled (δ̄j1 = δ̄j2 = 0). λj1 and λj2 are respectively applied

along nj1 and nj2 and distributed on the vertices ja and jb according to the

barycentric coordinates of qj .

At the end of the resolution, ζMRA has deformed so that pj is located on645

the line engendered by the vertices ja and jb, with positions ūja and ūjb (see

Figure 6).
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Figure 6: Constraint resolution for Φ. The red and green broken lines corresponds to the

position of ζMRA before and after the resolution respectively. The point from ζUS (in blue),

with position pj is associated with its closest projection qj (in orange) among the ζMRA

segments. At the end of the resolution, forces are applied on uja and ujb such as the two

violations δj1 and δj2 are canceled and pj is located on the line formed by ūja and ūjb .
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6.2.5. Outliers filtering for Φ

The quality of the vessels registration strongly depends on the quality of the

pairings (association of pj with qj) performed during the collision detection of650

Φ. However, incoherent or antagonistic pairings (called outliers) can appear

due to the noise (image artefact, missing data, etc.) contained in skeletons.

These outliers have then to be ignored in order to make our elastic registration

algorithm robust.

For this, an outliers filtering step is first added after the collision detection

phase of Φ. For all pairings, the distance between a vertex of ζUS and its

corresponding segment in ζMRA is defined as dj = ‖pj − qj‖. When several

vertices of ζUS are projected onto the same segment of ζMRA, only the nearest

one is kept. In addition, a pairing is considered as an outlier, and then ignored,

if it does not satisfy the following constraint:

dj ∈ [d̃− dt; d̃ + dt] (24)

where d̃ is the median distance computed over all pairings and dt, a threshold.655

For example, if a vessel appears in ζUS and not in ζMRA, incoherent parings

might be created with another distant vessel. Such incoherent pairings will then

be ignored using the outliers filtering step described above.

Furthermore, during the resolution phase of Φ, the constraint forces λj1 and

λj2 are computed such as:

(λj1 ,λj2) ∈ [−fmax ; fmax ]2 (25)

with fmax a parameter defining the maximal force applied on the vessels. Since

the constraint forces are bounded, all constraints might not be satisfied at the660

end of the resolution ((δ̄j1 , δ̄j2) 6= (0, 0)). When vessels are close or skeletons

are noisy, a segment of ζMRA may be associated with a vertex of ζUS in a

different direction than its neighbors. In such a case, huge constraint forces will

be needed to satisfy these pairings, which might destabilized the simulation.

Bounding the constraint forces thus enables the simulation convergence even if665

some outliers pairings remain. In addition, each constraint response (λj1 and
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λj2) being individually bounded, the total registration force applied on the brain

model depends on the number of constraints. However, since the US skeleton is

decimated, the local constraint number is controlled, guaranteeing that no huge

force is applied locally.670

Finally, the registration constraint parameters dt and fmax , defined in the

above paragraphs, are set to 1.5 mm and 0.001 N respectively. These ad hoc

values were optimized over the first clinical case and remain the same for all

other simulations.

6.3. Update of preoperative images675

After running the constraint-based biomechanical simulation, the brain mo-

del has deformed, registering the blood vessels and constraining the cortical

surface (see Figures 7(a) and 7(b)). Preoperative MR images have thus to be

updated to account for this simulated brain-shift deformation. A displacement

field is first computed on the entire MR volume based on the deformations of the680

FE mesh, combined with barycentric coefficients. Preoperative images are then

warped with the previous displacement field to create navigable intraoperative

MR images, that now correspond to the current patient anatomy. As highlighted

by (Li et al., 2014), warping a set of images is a complex problem. In this paper,

this process is based on linear interpolations to determine the voxels’ grey levels,685

as implemented in the VTK library (Schroeder et al., 2006). Preoperative and

updated MR images are shown in Figures 7(c) and 7(d) respectively.

7. Experiments

The experiments performed on our method are introduced in this section.

First, details about the implementation are provided. The generation of syn-690

thetic data is then described before presenting the five surgical cases.

7.1. Implementation

For each clinical case, brain tissues were segmented from T2-FLAIR MR

images. The BET tool available in the FSL software (Smith, 2002) was used for
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(a) Brain model before compensation (b) Brain model after compensation

(c) Preoperative MRI (d) Updated preoperative MRI

Figure 7: Brain-shift compensation using our constraint-based method and update of preop-

erative images. For the brain models, blood vessels extracted from the preoperative MRA and

intraoperative Doppler US images are respectively displayed in blue and orange. The probe

footprint point set coming from the B-mode US acquisitions is shown in green.
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the whole brain while the various anatomical parts were extracted using ITK-695

SNAP (Yushkevich et al., 2006). The FE meshes were then created with CGAL

(CGAL, 2016). All others steps, including the definition of the boundary con-

ditions, the segmentation and skeletonization of the vessels and the extraction

of the probe footprint, were implemented as plug-ins within the visualization

framework Paraview (Ayachit, 2015). Finally, the biomechanical model was700

developed using the simulation framework Sofa (Faure et al., 2012).

As detailed above, several software frameworks were used to develop our

method, limiting a practical use in a clinical environment. However, the main

objective of this paper is to provide a proof of concept of a new method that

could be used, in term of user interactions and execution times, in a surgical705

workflow. In order to actually bring our system in a clinical environment, we

aim to develop plug-ins to connect each step of our method to the navigation

system CustusX (Askeland et al., 2015), therefore providing a unique software

tool. Moreover, CustusX has already been used in clinical studies, as the one

presented by Reinertsen et al. (2014).710

7.2. Creation of synthetic data

The objective of the next paragraphs is to create synthetic datasets to study

the impact of manually set US segmentation thresholds on the ad-hoc registra-

tion constraint parameters (see Section 6.2.5). Instead of extracting the vascular

tree skeleton and probe footprint from US acquisitions, fake intraoperative data715

are generated using a simulated brain deformation. In real clinical conditions,

the quality of these input data relies on both the US images quality and the

manually chosen segmentation thresholds. To simulate their variability, various

controlled noise levels are added to the generated skeleton and probe footprint

in order to evaluate the robustness of the registration process. As the same720

biomechanical model is used to generate and compensate for the deformation

(i.e. same meshes, constitutive laws and parameters, boundary conditions, etc.),

the registration results should only depend on the input data (US skeleton and

probe footprint) and constraint parameters.
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Table 1: Mean distances±std between vessels and tumor landmarks after the generation

of synthetic deformation. Maximum distances are given in parenthesis. All distances are

provided in mm.

Landmarks type Number of landmarks Distance

Vessels landmarks 7 4.27±1.18 (6.49)

Tumor landmarks 33 5.94±1.04 (7.77)

(a) Generated skeleton ζgenerated (b) Perturbed skeleton ζperturbed

(c) Sparse skeleton ζsparse (50% of points

removed)

(d) Final synthetic skeleton ζsynthetic (50%

of points added, in green)

Figure 8: Generation of a synthetic skeleton (orange) compared to the initial skeleton (blue)
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7.2.1. Generation of a brain-shift deformation725

A biomechanical model, built from the preoperative MR images of clinical

case 1 (see Section 7.3), is used to generate the deformation. Arbitrary forces

are applied on the brain surface, close to the craniotomy region, and around

the tumor in order to simulate a brain-shift deformation (see Figure 8(a)). This

deformation is then obtained using meaningless applied forces, simplified be-730

havior models and boundary conditions and does not account for registration

errors between preoperative MRI and intraoperative US images. Therefore, it

cannot correspond to a physically plausible deformation obtained under real

clinical conditions. However, the resulting displacements (see Table 1) can be

compared to the ones observed in surgical cases (see Table 5). While it is735

not sufficient to assess the accuracy of the complete brain-shift compensation

method, this deformation is nevertheless used to evaluate the robustness of its

ad-hoc parameters. The deformed blood vessels skeleton ζgenerated and brain

surface mesh are then extracted. Finally, the brain surface mesh is cropped to

the craniotomy region in order to represent the probe footprint that could be740

extracted from B-mode US images.

The deformation is quantified using 40 landmarks distributed on the vascular

tree and on the tumor surface, summarized in Table 1. Seven landmarks are set

on the blood vessels and located on the bifurcations of the skeleton, similarly

to the ones used in Section 7.3.1 to validate our method on clinical cases. The745

other landmarks are uniformly placed on the tumor surface in order to monitor

the impact of the registration method on the surgical target.

7.2.2. Addition of noise

For real clinical cases, only noisy skeletons, partially corresponding to the

preoperative MR one, are extracted from intraoperative US images. This noise750

has two main sources: the data themselves and their segmentation. As we treat

images from very different modalities and qualities, a vessel can be visible in

MRA and not in US acquisitions (e.g. vessels in the direction of the US wave

propagation) and vice versa (e.g. US acquisition noise and/or 3D reconstruction
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(a) Nodes removal

(b) Vessels addition

Figure 9: Addition of noise in synthetic skeletons

artifacts). In addition, as the vessels often appear thicker in US images than in755

MRA, the position of the extracted skeleton can be affected. In order to obtain

a synthetic skeleton ζsynthetic similar to the US extracted ones, some noise is

added to ζgenerated .

3D coordinates perturbation. A perturbation is added to the 3D coordinates

of every node of ζgenerated . This perturbation is independently and randomly760

chosen for each direction of the 3D space in the interval [−0.5; 0.5] (in mm).

Using such an interval, each point is then displaced within a cube of 1 mm side

(thus with a diagonal of 1.73 mm), correlated to the vessels thickness in US

images (measured between 1.0 and 2.0 mm). The resulting perturbed skeleton

ζperturbed can be seen in Figure 8(b).765

Nodes removal. Iteratively, a node is randomly selected and removed from

ζperturbed . However, in order to remove pieces of branch and not only isolated

points, its first to fifth level neighbors are also deleted, as shown in Figure 9(a).
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The sparsity of the output skeleton is controlled by removing a given percentage

of nodes from ζperturbed . For example, 50% of points were deleted in the skeleton770

presented in Figure 8(b) to obtain the sparse skeleton ζsparse of Figure 8(c).

Vessels addition. Extra vessels are added to ζsparse . A new vessel is defined

by an origin o, with coordinates randomly chosen in the 3D space, a random

number of points N and an orientation vector v. In order to maximize the

probability of erroneous pairings during the registration process, the distance

between o and its closest point in ζgenerated is included between 2.0 and 5.0

mm. In addition, v is initialized parallel to the closest vessel with a random

perturbation added at each iteration. Finally, the vessel is built point per point

from its origin o, until N is reached:

pi = pi−1 + vi−1, ∀i ∈ {1, .., N − 1}, p0 = o and v0 = v (26)

with pi and vi respectively the built position and normalized orientation vector

at iteration i (see Figure 9(b) for details). The total number of added points

(combining all extra vessels) is set as a percentage of the initial number of

points of ζsparse . The final synthetic skeleton ζsynthetic shown in Figure 8(d)775

was obtained by adding 50% of points to the sparse one presented in Figure 8(c).

Even with a segmentation threshold set manually, the acquisition and ex-

traction noises observed for the probe footprint are far less important than

for the US skeleton. However, some reconstruction artifacts can result on a

misalignment of few millimeters between two consecutive US slices and then780

irregularities on the point set extracted as the probe footprint. Therefore, only

the 3D perturbation detailed above is added to the coordinates of each point

of the generated probe footprint. Correlated to the size of the reconstruction

artifacts, the perturbation interval is also set to [−0.5; 0.5] (in mm).

Finally, the synthetic skeleton and probe footprint are prepared for the sim-785

ulation. As described in Section 5.2.3, these data are decimated and contacts

with the dura mater at the craniotomy location are deactivated.
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Table 2: Clinical cases, all of them operated for a low-grade tumor. For the validation, the

segmented anatomical structure and the number of landmarks identified on blood vessels are

given for each case.

Patient Location Vessels landmarks B mode structures

1 Left frontal lobe 12 Prefrontal sulcus

2 Insula and left temporal lobe 14 Sylvian fissure

3 Insula and right temporal lobe 16 Right ventricle

4 Right insula 17 Superior temporal sulcus

5 Left prefrontal lobe - Cortical sulcus

7.3. Patient data

In this study, five patients suffering from a low-grade tumor are included.

They underwent brain tumor surgery at Saint Olav University Hospital (Trond-790

heim, Norway). Data were collected by the SINTEF Medical Technology (Trond-

heim, Norway) with Sonowand Invite (Sonowand AS, Trondheim, Norway). The

study was approved by the local ethics committee, and patients gave informed

consent prior to the procedure.

The protocol is similar to the one followed by Reinertsen et al. (2014).795

For each case, MR scans (T2-FLAIR and Angiography) were acquired before

surgery. Intraoperatively, US acquisitions were performed for navigation as well

as to monitor the soft tissues and vessels deformations. The clinical cases are

presented in Table 2.

For the validation of our compensation method, the warped preoperative800

MRI must be compared with actual intraoperative information. While objective

methods exist in the literature (Garlapati et al., 2015), they require data of the

same modality (intraoperative MRI in that case). In our context, US images

are the only intraoperative information available. Hence, a more subjective and

potentially less-repeatable validation process had to be used. Two quantitative805

analysis are thus proposed, on vessel landmarks then on soft tissues structures.
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(a) Paired landmarks identified by the second operator on the pre-operative (blue) and intra-

operative (orange) blood vessels. Even if the landmarks are directly identified on the medical

images, the vessels are shown in this figure as skeletons for clarity.

(b) Sets of points representing the superior temporal sulcus segmented in the pre-operative

MRI (blue) and intra-operative B-mode US (orange)

Figure 10: Example of validation data for clinical case 4

41



7.3.1. Identification of vessels landmarks

A few landmarks were manually set on two vessels datasets: the one ex-

tracted from MR images and the one segmented from intra-operative Power

Doppler US images. Depending on the data, 5 to 9 landmarks are identified810

for each patient by two operators. Salient features are looked for, like bifurca-

tions or high curvature points (see Figure 10(a)). For patient 5, no landmarks

could be set due to the lack of reliable vessel structures (very sparse signal of

poor quality) in the region of interest. The registration accuracy is then mea-

sured by computing distances between paired vessels landmarks before and after815

compensation.

Although this process is common in the literature and followed by Reinert-

sen et al. (2014), two limitations could be pointed out. First, a bias exists when

measuring errors on vessels while these same vessels are used for the registra-

tion although they are not treated similarly. Next, positioning landmarks on820

vessels with high accuracy is quite difficult, especially on US data. In addition,

this manual process is subjective and probably non repeatable. To account for

these drawbacks, landmarks positioning was realized twice for each patient by

two different users. Average and maximum distances between paired vessels

are displayed in Table 3. Even if obtained values are in the same ranges, some825

inter-operator differences are also shown. These differences are obviously ex-

plained by the difficulty and subjectivity of the process. However, since it was

achieved blindly (i.e. an operator does not know the positioning of the other

operator’s landmarks), landmarks were not set on the same salient features by

the two operators, thus implying variations in the obtained distances. Finally,830

our method is evaluating based on the reunification of these two landmarks sets

for each clinical case. Such data thus provide higher variability in the position-

ing of landmarks (location and repartition) and account for the subjectivity of

the process.
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Table 3: Mean distances±sd between paired vessels landmarks blindly identified by two opera-

tor then reunified in a unique dataset (synthesis). Maximum distances are given in parenthesis.

All distances are provided in mm.

Patient
Operator 1 Operator 2 Synthesis

number distances number distances number distances

1 7 3.97±1.30 (5.86) 5 4.49±1.02 (5.79) 12 4.19±1.22 (5.86)

2 5 3.56±0.27 (3.95) 9 3.48±0.86 (4.77) 14 3.51±0.71 (4.77)

3 7 7.67±1.19 (9.04) 9 7.06±1.23 (8.97) 16 7.32±1.25 (9.04)

4 8 6.27±0.67 (7.02) 9 6.41±0.63 (7.45) 17 6.35±0.65 (7.45)

5 - - - - - -

7.3.2. Delineation of anatomic structures835

So far, US B-mode images were only used to segment the probe footprint

(see Section 5.2.2) later used as a boundary condition. Tissue information for

US B-mode is never used in the registration process. Therefore, it is totally

independent from the vessel features driving the model and can be used without

any bias to evaluate the procedure.840

Anatomical structures were manually delineated by a clinician in both the

MR and US B-mode images. The most salient and easily identifiable structures

were chosen to obtain reliable data. Depending of the case, it was either a

sulcus or the ventricle border (see Table 2). These contours are at different

depth, around or within the tumor, but are not correlated with the presence of845

vessels. For each patient, two clouds of points representing the same structure

were thus created (see Figure 10(b)), the denser coming from MR images.

The Hausdorff distance is a classic metric to determine the distance between

two point sets (Taha & Hanbury, 2015). However, it is generally very sensitive

to outliers. In this paper, we compared structures come from images of very850

different modalities. A sulcus can thus be only partially visible in B-mode US

images while being completely delineated within MR slices. As a result, huge

outliers can appear that even robust versions of Hausdorff distance (Fedorov
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et al., 2008) are not able to treat. That’s why a more global metric, translating

the average registration score, is used to quantify the brain-shift compensation.855

The mean closest-point Euclidean distance is then computed before and after

registration, similarly to Clements et al. (2016). However this measurement

is a minimization of the actual error: the closest neighbor of a given point is

not necessarily its adequate match in the other surface. Hence, if two points

would be associated to the same correspondent, only the closest pair is kept.860

The total number of associated points gives an indication of the pairing quality

(100% meaning each US point has a single pair in the MR contour, which would

corresponds to a quasi-perfect superposition).

8. Results

In this section, quantitative and qualitative results are provided to evaluate865

our method. While the first paragraphs focus on its compatibility with a surgical

process, its efficiency to compensate for brain-shift is shown in the next sections,

first over synthetic data and finally over patient data.

8.1. Integration to the surgical pipeline

In order to be compatible with a surgical process, a method should be as870

automatic as possible, limiting the user interactions, and clinically relevant in

terms of execution times.

8.1.1. User interactions

Limiting the user interactions, especially during the intervention, is a pre-

dominant criterion in order to be compatible with a surgical process. Our875

method was thus developed so that most of the steps, and mainly the intraop-

erative ones, are automatically executed. However, it is not fully automatic and

some steps still require interactions with an operator.

Our method does not need a detailed soft tissues segmentation of the pre-

operative MRI: only the envelopes of the brain, cerebellum, tumor and the880

falx cerebri are needed. For the clinical cases presented in Section 7.3, the

44



Table 4: Summary of the parameters, their types, uses, values and how they are set

Type Section Parameter/Name Value Configuration

Data extraction

5.2.1 Vessels segmentation threshold -

5.2.2 Footprint segmentation threshold -
Fixed by an operator

5.2.3
Vessels decimation threshold 2.5 mm Set regarding

meshes resolutionFootprint decimation threshold 10 mm

Biomechanical 6.1

Young’s modulus E 1.5 kPa

Taken from the literatureTumor Young’s modulus 10 kPa

Poisson’s ratio ν 0.45

Registration

constraint

Outliers median threshold dt 1.5 mm
6.2.5

Maximal registration force fmax 0.001 N
Optimized over a first patient

segmentation of some brain anatomical structures was realized by an operator

(see Section 5.1.1 for the details), which is not a satisfactory solution in a surgical

process. However, this problem is fundamental in medical simulation and has

been widely addressed in the literature. For example, automatic atlas-based885

segmentation algorithms experimented on brain MRI were recently presented

at the MICCAI’2016 conference and workshops (Shakeri et al., 2016; Benkarim

et al., 2016; Arthofer et al., 2016). The obtained brain segmentations are then

much more detailed and accurate than the ones needed for our method. Finally,

although this is not the topic of this paper, some solutions exist in the literature890

in order to automatically extract the brain tissues and anatomical structures.

Moreover, our method still requires several parameters, summarized in Ta-

ble 4. Even if most of them are fixed for all simulation cases, the segmentation

thresholds for the vessels and the probe footprint extracted from the intra-

operative US images have to be manually set by an operator for each patient.895

These thresholds depend on the quality of the input US image but also of the

US scanner settings selected by the surgeon (gain, etc.). Depending on the op-

erator, the chosen thresholds may thus be different, leading to data with various

levels of noise. However, since these data (the intra-operative vessels and probe

45



Blood vessels

Soft tissues

0 4 8 12

Time (in minutes)

Meshing Compute boundary conditions Computation of K0−1

MIP segmentation Skeletonization

(a) Pre-operative execution times. For building the brain model, the segmentation time is not

accounted for.

Probe footprint

Blood vessels

0.0 0.5 1.0 1.5

Time (in minutes)

Extraction of blood vessels Extraction of probe footprint Simulation MRI update

(b) Intra-operative execution times, after US acquisition and 3D volume reconstruction.

Figure 11: Execution times of each step of our method

footprint) are used as references for the registration algorithm, such variability900

could have a strong impact on our method and its parameters, especially the

parameters set for the registration constraint. The robustness of our method to

these parameters is evaluated over synthetic data in Section 8.2.

8.1.2. Execution times

Proposing a method that fits with the clinical workflow in terms of execution905

times is another essential criterion. The pre- and intraoperative execution times

of each step are respectively presented in Figure 11(a) and 11(b).

Since MR brain images are usually acquired one day prior to surgery, sev-

eral hours are available to process the preoperative data. Using our method, the

brain FE and surface meshes can be built simultaneously as the blood vessels910

extraction from MRA. As shown in Figure 11(a), all these steps are executed in

less than 16 minutes and are thus completely compatible with a clinical work-

flow. However, we assumed that the semi-automatic soft tissues segmentation,

that currently needs approximately one hour and occurs before the meshing

step, could be processed with a method from the literature (discussed in Sec-915
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(a) Results on vessels landmarks
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(b) Results on tumor landmarks

Figure 12: Validation on synthetic data. For each configuration, the median mean landmarks

distance over three synthetic skeletons is displayed.

tion 8.1.1). Only our additional computing time is therefore evaluated in Fig-

ure 11(a). As a result, if a time relevant solution exists in the literature for

segmenting soft brain tissues, our method will also be time relevant.

Intraoperative execution times are presented in Figure 11(b). Reinertsen

et al. (2014) already showed that performing US acquisition and 3D volume re-920

construction during brain surgery is time relevant and thus, only our additional

executions times are evaluated. Since the blood vessels and probe footprint are

extracted from the US images in parallel, less than 2 minutes are necessary to

simulate the brain deformations and obtain the updated preoperative MRI. In

conclusion, this additional intraoperative time is acceptable considering the fact925

that a typical brain tumor resection procedure lasts several hours.

8.2. Validation on synthetic data

The efficiency and robustness of our method, and more specifically of its

ad-hoc registration parameters (see Table 4), was first assessed over synthetic

data sets. US skeletons and probe footprint were thus created using the al-930

gorithms described in Section 7.2. Deformed skeletons with various levels of

sparsity (between 0 and 96% points removed) and noise (between 0 and 100%

points added) were generated. For each configuration, three skeletons were cre-
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ated. Our constraint-based simulation method was then run for each one of

these skeletons, computing the mean distances over the vessels and tumor land-935

marks. The median of these mean distances is displayed in Figure 12, for each

configuration.

A clear correlation between the results of the vascular tree and tumor sur-

face registrations is shown by Figures 12(a) and 12(b). When the registration

accuracy improves over the vessels, it is also increased for the surgical target.940

In addition, the method seems more robust to the addition of noise than to

the removal of vessels, especially for the tumor registration. Indeed, if a vessel

is associated with a wrong neighboring vessel, the distances computed on the

vessels landmarks might be highly destabilized. Conversely, deformations of the

tumor are interpolated by the biomechanical model from the ones induced to945

the vascular tree and by the probe footprint. Then, a slight error on the associ-

ation of the vessels does not significantly disturb the registration results of the

tumor.

Finally, as shown in Figure 12, our constraint-based method is efficient to

compensate for the generated brain-shift even for configurations where 75%950

vessels were removed, whatever the percentage of points added. Beyond this

percentage, the method has difficulties to compensate for the deformations but

does not diverge: whatever the configuration, the initial mean distances (see

Table 1) are never increased. A large range of input data can thus be treated

with our method, limiting the impact of the inter-operator differences for the955

settings of the segmentation thresholds (see Table 4). In addition, if the regis-

tration constraint parameters were optimized over the first surgical case, they

are robust enough to obtain good registration results for various input skeletons.

8.3. Validation on patient data

After studying the method on synthetic data, the next validation step was960

carried out retrospectively on actual patient images. Two quantitative analy-

sis are proposed on vessel landmarks and then on soft tissue structures. The

validation protocols are detailed in Section 7.3 and only the results are pre-
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Table 5: Mean distances±sd between paired vessels landmarks before compensation, after

rigid registration proposed by Reinertsen et al. (2014) and following our constraint-based

registration method. Maximum distances are given in parenthesis. All distances are provided

in mm.

Patient Before compensation Rigid registration Constraint-based registration

1 4.19±1.22 (5.86) 2.29±1.36 (5.25) 1.79±0.88 (3.66)

2 3.51±0.71 (4.77) 1.71±0.77 (3.88) 1.26±0.18 (2.70)

3 7.32±1.25 (9.04) 2.84±1.27 (5.61) 2.33±0.22 (4.85)

4 6.35±0.65 (7.45) 1.91±1.06 (4.37) 1.40±0.44 (3.13)

5 - - -

sented in the following paragraphs. The compensation results obtained with

our constraint-based method are compared to the ones obtained with the rigid965

registration algorithm proposed by Reinertsen et al. (2014) and available in the

CustusX navigation tool (Askeland et al., 2015). Finally, a qualitative analysis

presents our results with respect to clinical expectations.

8.3.1. Quantitative evaluation on vessels landmarks

Distances between paired vessels landmarks are given in Table 5, before970

compensation, after rigid registration proposed by Reinertsen et al. (2014) and

following our registration method. Figure 13 also shows the repartition of these

distances. In every case, the mean error with our process is reduced in compari-

son to the existing CustusX method. Moreover, the standard deviation is lower

and the maximum error is importantly lower. This means our results are more975

accurate not only globally but for every vessel.

As stated in Section 7.3.1, such evaluation process, based on vessels land-

marks, has several drawbacks. However, it is the one followed by Reinertsen

et al. (2014), and still shows a quantitative improvement with our method.

Especially, accounting for all patient, on average 67% of the deformation is980

corrected with our constraint-based method, against 57% with the rigid one.
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Figure 13: Dispersion of the distances between the paired landmarks defined on the blood

vessels, for patients 1 to 4. While the mean distances±std and minimal and maximal distances

are shown by the boxes, the distances between each associated landmarks are displayed using

red dots.
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Table 6: Mean closest-point Euclidean distances±sd between the anatomical structures (rep-

resented as point sets) described in Table 2. Maximum closest-point distance is given in

parenthesis and the number of associated points is shown in square brackets. These values are

provided before compensation, after rigid registration proposed by Reinertsen et al. (2014)

and following our constraint-based registration method.

Patient Before compensation Rigid registration Constraint-based registration

1 1.91±1.04 (6.18) [63%] 1.53±0.92 (4.59) [72%] 1.03±0.76 (5.17) [90%]

2 1.48±1.07 (6.18) [66%] 1.28±0.82 (4.66) [79%] 1.18±0.73 (4.16) [77%]

3 3.86±2.64 (10.93) [42%] 1.85±1.56 (6.89) [75%] 3.21±2.72 (11.34) [55%]

4 2.48±1.45 (5.64) [59%] 1.27±0.82 (4.36) [82%] 0.98±0.64 (3.90) [86%]

5 3.44±1.76 (7.23) [42%] 3.04±3.00 (12.34) [12%] 2.73±1.39 (6.18) [48%]

8.3.2. Quantitative evaluation using anatomical structures

While the measured distances before and after registration with CustusX

and our constraint-based method are given in Table 6, the dispersion of these

distances is shown in Figure 14. As can be seen, the registration accuracy985

is clearly improved for patients 1, 2 and 4. Not only the mean, standard-

deviation and maximum errors are reduced, but the number of associated points

is increased. That means the error measurement is more reliable, less minimized,

with our method.

For patient 3, the error is only slightly reduced, far less than with the Cus-990

tusX rigid method. Even if the vessel quantification was improved (see Table 5)

for this patient, the simulated state is thus not satisfactory. In fact, the probe

footprint measured in the US images (supposed to be in contact with the brain)

is out of the cranial cavity in the MR images/model. Although tissue could

locally and slightly sag out through the craniotomy, this is probably due to a995

large error of localization during the acquisition process. This error cannot be

corrected with our compensation method since the brain model is constrained

by the dura surface (see Section 6.2.2). If this constraint was released, results on

both the vessels and tissue would be better with our method. This case mostly

stresses the importance of an accurate pre- to intraoperative registration before1000
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Figure 14: Dispersion of the closest-points distances between the associated anatomical

structures delineated in MR and B-mode US images, for patients 1 to 5. While the mean

distances±std and minimal and maximal distances are shown by the boxes, the distances

between each matched point are displayed using red dots.
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acquiring the US images.

Concerning case 5, vessel data are so sparse in the region of interest that

it was not possible to identify paired landmarks in the US and MR images.

However, both registration methods were still run normally. As can be seen in

Table 6, the rigid method actually fails. Even if the mean error seems acceptable,1005

the maximum distance and number of associated points show that the algorithm

diverged. On the other hand, our method still yields a coherent result even if

the improvement over the initial position is low. In conclusion, not only our

constraint-based method is more accurate but it is also more robust to low-

quality sparse data.1010

8.3.3. Qualitative results

Beyond quantitative measurements, results must also be qualitatively eval-

uated with respect to surgeons expectations, especially the updated MR images

that would eventually be used during surgical navigation. In the current Cus-

tusX navigation process (Askeland et al. (2015)), the initial MR images are1015

displayed next to the intraoperative US images. In addition to these views,

Figure 15 also shows the MR images updated with the computed deformation

field for patients 1, 2 and 4. For each clinical case, a 3D view of the brain and

tumor is presented, highlighting the 3D localization of the surgical target within

the organ.1020

Two points are localized in the medical images, first on the exposed cortical

surface then in subsurface structures. The deep border of the tumor is pointed

for clinical cases 1 and 4 whereas a sulcus curvature point is shown for patient

2. In each case, the updated MR images clearly fit the actual US data which

proves the quality of our method.1025

9. Discussion

After comparing our compensation results with existing works, limits and

perspectives of our method are discussed.
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Figure 15: Brain-shift correction for clinical cases 1, 2 and 4. For each patient, a 3D view of

its brain and tumor is shown next to medical images. Preoperative MRI (left column), intra-

operative b-mode US images (middle column) and updated MRI with our constraint-based

compensation method (right column) are displayed within the navigation software CustusX

(Askeland et al., 2015). A pointer first shows the borders of the exposed cortical surface (top

row) then the bottom of the tumor for cases 1 and 4 and a sulcus curvature point for patient

2 (bottom row).
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9.1. Comparison with existing methods

As stated in the related works, brain-shift compensation is a widely studied1030

topic. However, comparing the accuracy of existing methods remains difficult

due to the different input data (US acquisitions, laser range scanner, etc.) and

validation protocols proposed in the literature. Consequently, very few authors

present a direct comparison between their method and existing ones.

In this paper, improvements are shown over the image-based technique pro-1035

posed by Reinertsen et al. (2014), comparing compensation results on the same

surgical cases. While our method cannot be directly compared with other ex-

isting techniques, this point can still be discussed. To do so, we have selected

recent clinical studies also proposing methods that could be easily embedded

into a surgical workflow. Obviously, comparisons have to be carefully inter-1040

preted, since results are not presented over the same surgical cases and methods

involve different validation protocols.

First, Rivaz & Collins (2015) introduced an image-based method to register

preoperative MRI with intraoperative US images. The registration accuracy is

evaluated over 13 patients, based on landmarks set on soft tissues. Their input1045

data (US images) and validation protocol are thus very similar to ours. Results

on pre- and post-resection US image registration are presented. However, only

the pre-resection ones are accounted for in this paragraph, in order to compare

brain-shift compensation results at the same time of the surgery (i.e. just

after the opening the dura mater). Initial shifts ranging from 1.5 to 9.4 mm1050

are reported. These values are in the same order of magnitude as the ones

measured on our first four patients, using landmarks set on blood vessels. Rivaz

and Collins report results after compensation that range from 1.4 to 4.2 mm,

which corresponds to an average correction of 36% of the shift. For very small

initial shifts (≤ 3.5 mm), computing a percentage of corrected deformation may1055

not be meaningful. Without accounting for these cases, the correction rate

increases to 45%. In comparison, this average correction appears globally lower

than the 67% obtained on our cases.

Next, Miga et al. (2015) presented a model-based method using LRS ac-
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quisitions of the cortical surface. Compensation results are evaluated based on1060

shift vectors computed over bitmap images of the craniotomy. Input data and

validation process are thus very different from ours, complicating the compar-

ison. In addition, a wider range of measured shift is reported including very

large displacements (from 2.5 to 21.3 mm). Two reasons explaining such differ-

ence could be pointed out. First, the amount of brain-shift is measured after1065

tumor resection, thus accounting for these deformations. Next, it is evaluated

on the cortical surface, often showing higher displacements than for deep struc-

tures (in our case, the blood vessels). The mean corrected brain-shift is ranging

from 0.7 to 4.0 mm, for an average compensation of 69% of the deformations.

Considering only the patients exhibiting an initial shift in the same range of1070

magnitude observed for our cases (≤ 10 mm), this percentage decreases to 65%.

The registration accuracy is thus very similar the one reported in this paper

(67%).

Finally, Mostayed et al. (2013) and Garlapati et al. (2014) proposed a model-

based method relying on the registration of few points on the exposed cortical1075

surface. In real clinical conditions, these points could be acquired by the surgeon

using a tracking pointer tool available in most classic neuronavigation systems.

No extra imaging system is thus required which is a strong advantage for the

practicality within the operating room. In these papers, the 3D points are how-

ever extracted from intraoperative MR images. It is thus very complicated to1080

compare our results to theirs since intraoperative data were not acquired in

real surgical conditions. Indeed, the method does not account for the poten-

tial calibration errors of the tracking tool nor for the manipulation errors of

the surgeon that could substantially affect the compensation results. In addi-

tion, compensation results are computed based on objective methods aiming1085

to compare the intraoperative MRI with the generated warped MRI. No global

registration scores are thus provided, making a numerical comparison with our

results impossible. Nevertheless, similarly to our method these techniques show

a registration improvement when using model-based instead of pure image-based

approaches.1090
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As stated above, these comparisons should be cautiously interpreted. While

we cannot conclude on an accuracy improvement, they at least show the rel-

evancy and reliability of our registration results, considering the initial and

compensated measured brain-shifts. Obviously, the necessity to validate on ex-

tra surgical cases is stressed out, including initial shifts with magnitudes of1095

higher variability. Finally, our method is only evaluated at the opening of the

dura mater and its ability to compensate for deformations induced by tumor

ablation still has to be proven.

9.2. Limits and perspectives

The proposed method has limitations and several aspect could be improved.1100

Among the parameters gathered in Table 4, the biomechanical ones are set

following the literature. However, high interpersonal differences are highlighted

by Sack et al. (2009). Even if these parameters may have a low importance

(Wittek et al., 2009), it would be interesting to study their impact on the final

registration. Especially, the effect of an heterogeneous elasticity for the tumor1105

has to be evaluated. In addition, these parameters could be estimated intraop-

eratively using US elastography. While computing true static Young’s modulus

using shear waves is complex, the ratio between the tumor and surrounding soft

tissues elasticity could at least be estimated. Finally, only some of the intrinsic

characteristics of the organ are simulated by our brain model (morphology, soft1110

tissues elasticity, contacts with neighbor anatomical structures, etc.). External

phenomenons could then be accounted for to improve the method accuracy, such

as the gravity-induced stress (Morin et al., 2015).

Like other intraoperative compensation methods, we are sensitive to localiza-

tion errors (mostly due to probe calibration and image-to-patient registration).1115

Essentially, this was highlighted by our results on the third clinical case. Even

if the vessels are well registered, the compensation of the tissue deformations is

not satisfying due to the registration errors between the preoperative MRI and

intraoperative US images (see Tables 5 and 6). In order to detect and account

for these localization errors, a rigid transformation could first be applied on the1120
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brain model to register the cortical surface with the extracted probe footprint.

Once corrected, the non-rigid tissue deformations could thus be compensated

using our constraint-based method

A last limit is the dependency of our method to the presence of vessels

around the surgical target. When very few vessels are located close to the1125

tumor for patient 5, our method has difficulties to compensate for brain-shift.

Similar results were observed on synthetic data: the method fails to correct the

deformation for very sparse input US skeletons (up to 75% points removed).

To overcome this limit, salient corresponding features could be extracted in

the soft tissues respectively from the preoperative MR and intraoperative US1130

images. The same constraint-based formalism could be run for the registration of

these matching features. Furthermore, our process requires preoperative MRA

or another sequence enhanced with contrast agent, to extract the vascular tree.

As this may not be a standard protocol for brain tumor surgery, relying on soft

tissue features only could enable to spare this additional exam.1135

10. Conclusion

In this paper, a new constraint-based method to compensate for the cranioto-

my-induced brain-shift observed during tumor ablation procedure was proposed.

A solution easily integrable in the operating room, in terms of intraoperative

acquisitions (US images), execution times and user interactions is presented.1140

While quantitative improvements over one of the closest methods in the liter-

ature (Reinertsen et al., 2014) are shown on five clinical cases, the robustness

of the method was also proven using synthetic data. This method addresses

some of the current limitations, towards optimal solutions in image-guided neu-

rosurgery. Next stage of this work will be to extend the proposed method in1145

order to compensate for resection-induced brain-shift deformations.
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