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Knock-on damage in bilayer graphene: Indications for a catalytic pathway
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We study by high-resolution transmission electron microscopy the structural response of bilayer graphene
to electron irradiation with energies below the knock-on damage threshold of graphene. We observe that one
type of divacancy, which we refer to as the butterfly defect, is formed for radiation energies and doses for
which no vacancies are formed in clean monolayer graphene. By using first principles calculations based on
density-functional theory, we analyze two possible causes related with the presence of a second layer that could
explain the observed phenomenon: an increase of the defect stability or a catalytic effect during its creation. For
the former, the obtained formation energies of the defect in monolayer and bilayer systems show that the change in
stability is negligible. For the latter, ab initio molecular dynamics simulations indicate that the threshold energy for
direct expulsion does not decrease in bilayer graphene as compared with monolayer graphene, and we demonstrate
the possibility of creating divacancies through catalyzed intermediate states below this threshold energy. The
estimated cross section agrees with what is observed experimentally. Therefore, we show the possibility of a
catalytic pathway for creating vacancies under electron radiation below the expulsion threshold energy.
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I. INTRODUCTION

Nowadays, graphene is one of the most promising and
studied materials in the world. The high electronic conductivity
and mechanical strength are examples of many singular and
desirable properties that this material is characterized by.1–3

However, previous studies have shown4–7 that these singular
properties are strongly altered by the presence of defects. Thus,
the study of energetics and mechanisms of defect formation,
diffusion, and transformation has become an important task
in order to control the behavior of graphitic materials: either
to maintain their original properties or to change them in a
desired way.

In this respect, high resolution transmission electron mi-
croscopy is an ideal tool to carry out this kind of studies, since
it provides a controllable impact to the sample by high energy
electron flux and, at the same time, the observation of the
structural response of the system at the atomic level. Variation
of primary electron energy gives a control over the energy
transferred to the sample (typically below 20 eV per electronic
collision), while variation of the electron flux regulates the rate
of transformations.8,9 In recent years, many types of graphene
defects have been analyzed and their energetic and electronic
properties have been characterized experimentally and by
theoretical simulations.10–14 There is a growing number of ex-
perimental studies in which the formation and transformation
processes of graphene defects have been observed,15–18 and the
interest in this topic has even increased since the introduction
of Cs-corrected microscopes.19,20Although there has been a
substantial theoretical and experimental effort to reveal the
mechanisms and key parameters which are responsible for
structural transformations in graphene,21–24 there are still many
unanswered questions.

When radiation energy in a transmission electron micro-
scope is around 100 keV, the formation of vacancies can be
observed in a graphene sample.4,9,12,21,22,25 In order to study
the formation mechanism of vacancies by ab initio molecular
dynamics simulations, usually the classical static lattice
approximation is made,21,22,26 where the expulsion threshold
energy is defined. Below this energy limit, the likeliness to
expel an atom is zero, and thus the creation of vacancies is
not possible. McKinley and Feshbach27 obtained an analytical
expression that relates the displacement cross section with
the incoming electronic energy within this assumption and
predicts a displacement threshold energy of 110 keV for
graphene. Recently however, Meyer et al.25 have shown the
importance of the phonon contribution to the displacement
cross section: if the zero-point motion is considered, the
experimental results are almost perfectly fitted. Figure 1 shows
the calculated displacement cross section as a function of the
radiation energy for both models. When considering the zero-
point motion, the tail of the curve descends asymptotically to
zero; therefore, the displacement threshold energy is no longer
well defined.

As shall be described in subsequent sections, for radiation
energies of 80 keV, bilayer graphene shows a substantial
increase on the displacement cross section with respect to
the monolayer graphene sample. For an electronic dose of the
order of 1010 e−/nm2 the formation of several vacancies is
observed in bilayer graphene, while in monolayer graphene
the formation of one vacancy is unlikely.25

In this paper, we analyze the possible mechanisms of defect
formation under electron radiation in bilayer graphene. We
explore and rule out a number of possible explanations for the
very high sputtering cross section observed experimentally. We
finally propose a new concept of multistep sputtering process
and prove its feasibility.

245407-11098-0121/2013/88(24)/245407(11) ©2013 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.88.245407


JON ZUBELTZU et al. PHYSICAL REVIEW B 88, 245407 (2013)

FIG. 1. Two different displacement cross sections as a function of
the incoming electronic energy. The function obtained by McKinley
and Feshbach (dark) predicts a displacement threshold energy of
EMF

thr ≈ 110 keV. If the zero-point motion of the carbon atoms in
graphene is taken into account (light), the displacement threshold
energy is not well defined and the experimental results are much
better reproduced.

II. METHODS

A. Experimental methods

High resolution transmission electron microscopy
(HRTEM) image series are acquired on a Titan 60-300
electron microscope (FEI, Netherlands) equipped with a high
brightness electron gun (xFEG), monochromator, imaging Cs
corrector, Ultrascan1000 2Kx2K CCD camera, and a GIF
Quantum electron energy loss spectrometer (EELS) (Gatan,
USA).

The microscope is operated at 80 kV acceleration voltage,
the beam is monochromated to about 100 meV energy spread
(as measured by full width at half maximum of the zero-
loss EELS peak), and the image corrector is tuned so that the
third-order spherical aberration coefficient is equal to −20 μm.
Images are recorded on the pre-GIF camera with an exposition
time equal to 1 s.

A post-specimen blanker is used in the experiment, so
that the sample is continuously illuminated even between
expositions. The dose rate at exposition time is determined
from the image intensity, and the dose rate between expositions
is linearly interpolated. The total dose is calculated as an
integral over time assuming the dose rate as described above.

The image simulations are performed by means of the
MUSLI package28 which is based on the implementation of
the fast-fourier-transforms multislice algorithm and assuming
neutral atoms. Electron statistics is accounted for in accor-
dance to the experimentally measured dose; the modulation
transfer function of the CCD camera is applied on thus
simulated images.

The monolayer graphene samples were grown by chemical
vapor deposition (CVD) using 25 μm copper foil as the cata-
lyst. The monolayer samples were transferred onto Quantifoil
Au TEM grids (hole size 2 μm) using polymethyl methacrylate
(PMMA) as the sacrificial polymer layer and ferric chloride
as the copper etching agent. In order to prepare the bilayer
samples, the transfer process was repeated twice.

B. Theoretical methods

To carry out the theoretical calculations, we employ
the SIESTA method29 based on density-functional theory
(DFT). It is characterized by the use of norm-conserving
pseudopotentials30 and finite-support atomic-like basis sets.
We use the van der Waals density functional (vdW-DF)31 as the
exchange-correlation functional in order to take into account
van der Waals forces between graphene sheets. Computational
parameters have been optimized as follows, in order to achieve
a convergence of 1 meV per atom. We use a double-ζ polarized
(DZP) basis, available in SIESTA’s main web page32 and a
real-space grid with a 100 Ry mesh cutoff.

To calculate the energy of the pristine and defective sys-
tems, we relax the system by the conjugate gradient method,33

to within a force tolerance of 0.01 eV/Å. All the relaxation cal-
culations are carried out with no symmetry constraints. We use
a large enough supercell to contain our defect and sufficiently
reduce the finite-size effects of the calculations. The employed
rectangular supercell contains 384 atoms and the edges are
defined as (

Lx

Ly

)
=

(
8 0

−6 12

)(
a1

a2

)
, (1)

where a1 and a2 are the primitive lattice vectors of graphene
defined as in Shallcross et al.34The y edge of the supercell
is larger because the extension of the defect in that direction
is larger. For the k-point sampling of the Brillouin zone a
(3 × 2 × 1) Monkhorst-Pack matrix35 is chosen.

Although one layer is rotated respect to the other in the
bilayer graphene sample, we will assume that both sheets are
always in a parallel orientation. The rotation of one of the
layers in our simulation box would break the periodicity in
our supercell and a much bigger cell would be needed to carry
out the calculations. To reproduce the different local stackings
that are formed in the sample, we translate one of the layers.

In Table I we show the obtained values for the interplanar
distance between two graphene layers c and the energy
difference per atom between a bilayer graphene system with an
AA and AB stacking �EAA/AB . In order to check the reliability
of the calculations, we add the same magnitudes obtained
by Birowska et al.36 with the same exchange-correlation
functional (vdW-DF) and the experimental value for the
interlayer distance for graphite.37 If we compare the data
shown in Table I we conclude that the obtained interlayer
distance is close to its experimental value, and that the
difference in �EAA/AB is within the error of 1 meV per atom.

In the kinetic analysis, we will make two justified as-
sumptions for simplicity: firstly, as the rate for a thermally
activated process is proportional to e− �E

kT , and in our case, the
activation barriers �E are of the order of 1 eV, we may neglect

TABLE I. Interlayer distance and energy difference per atom
between AA and AB stackings in bilayer graphene and graphite.

System c (Å) �EAA/AB ( meV
atom )

This study Bilayer 3.343 8.5
Birowska et al.36 Bilayer 3.349 7.5
Expt.37 Graphite 3.356

245407-2



KNOCK-ON DAMAGE IN BILAYER GRAPHENE: . . . PHYSICAL REVIEW B 88, 245407 (2013)

thermally activated processes and consider activation by
electron collision only. Secondly, the time interval between a
scattering event involving a given atom and a second scattering
event in its neighborhood is greater than the relaxation time of
the system, thus the processes activated by electronic radiation
will be treated as being caused by singular scattering events,
and the system will always remain relaxed between these
scattering events.

For simulating the kinetic process after the collision, we
suppose that the electrons are coming from z = −∞ having a
velocity parallel and positive in the z axis. The graphene layers
remain perpendicularly oriented to the electron beam.

For describing the evolution of the system after an electron
scattering event, we use ab initio molecular dynamics (AIMD):
we divide the time in 1 fs time-steps and for each one the forces
are calculated on each atom using the DFT method discussed
above. The equations of motion are then solved by Verlet
integration.38 At time t = 0 the system remains relaxed and
all the atoms are at rest, thus neither temperature nor zero-point
motion contributions are taken into account. Therefore, within
this model, we can define the expulsion threshold energy,
which is the minimum energy needed to expel an atom from
the system.

To simulate the collision of the electron with the atom, a
certain velocity is given to one atom from the sample. In this
case, as the initial states from which the AIMD simulations
are initiated do not contain large defects, we use a smaller
supercell to reduce the computational cost. The dimensions of
the supercell are

(
Lx

Ly

)
=

(
7 0

−5 10

)(
a1

a2

)
, (2)

and it contains 280 atoms. For the k-point sampling a (3 ×
3 × 1) Monkhorst-Pack matrix is employed.

Considering the electron as a relativistic particle and the
atom as a classical one which remains at rest, we can obtain
an analytical expression for the maximum kinetic energy that
is transferred to the latter in a pure elastic head-on collision:26

Tmax = 2ME(E + 2mc2)

(M + m)2c2 + 2ME
, (3)

where Tmax is the maximum kinetic energy of the atom along
the same direction of the incident electron, M and m are the
masses of the atom and electron respectively, c is the speed of
light, and E is the energy of the electron. If the atom is emitted
in another direction, the maximum obtainable kinetic energy
becomes

Tmax(θ ) = Tmaxcos2 θ, (4)

where θ is the emission angle and is defined by the angle
between the direction of the incident electron and emitted
atom. Therefore, by using Eqs. (3) and (4) we obtain the
maximum kinetic energy that an atom from the sample can
achieve for a certain emission angle Tmax(θ ) from the energy
E of the electrons in HRTEM. The kinetic energy given to the
atom at the initial state of the AIMD simulations will be equal
to or smaller than the maximum kinetic energy achievable by
the atom because of the collision with the electron.

To estimate the defect population in the sample, we will
assume that the rate of a given reversible reaction activated by
electron-atom collisions,

A ←→ B, (5)

follows a first order rate law:

−d[A]

dt
= kf [A] − kb[B], (6)

where [A] and [B] are the time-dependent concentrations
of A and B species respectively, while kf and kb are the
rate constants for the forward and backward reactions. If the
reactions are activated only by electron collisions, the rate
constant is given by8

k = σj, (7)

where, σ is the cross section related with the process, and j is
the electronic dose rate. Assuming that the initial concentration
of B is zero, [B]0 = 0, the following condition must be
fulfilled:

[A] + [B] = [A]0. (8)

The solutions of Eqs. (6) and (8) are:

[A] = ([A]0 − [A]e)e−(kf +kb)t + [A]e, (9)

[B] = (1 − e−(kf +kb)t )[B]e, (10)

where [A]e and [B]e are the equilibrium concentrations for
each species. In equilibrium, the reaction rate must be zero,
d[A]/dt = 0, and thus from Eq. (6) we can calculate the
equilibrium relative concentration between A and B:

[A]e
[B]e

= σb

σf

, (11)

where σb and σf are the cross sections related with the back-
ward and forward reactions respectively. The possibility of us-
ing Eq. (11) to analyze our results is determined by the reaction
velocity with which the system is approximated to the equilib-
rium state, given by the exponent in Eqs. (9) and (10): kf + kb.
In our case, the radiation exposure time of the sample is longer
than 1/(kf + kb), thus the use of Eq. (11) is well justified.

In order to estimate the cross section related with a
given scattering event, we will use the expression of the
impact parameter in a Coulomb scattering for a semiclassical
relativistic electron:39

b = Ze2 tan θ

4πε0mγv2
, (12)

where Z is the atomic number of the target atom, e is the
electron charge, ε0 is the vacuum permittivity, γ is the Lorentz
factor, and v is the velocity of the electron. This last expression
is obtained by assuming that the target atom is much heavier
than the electron (M � m) and large bombarding energies.
The angle θ is obtained from Eq. (4), where Tmax(θ ) in this
case, is taken as the activation energy for a given process.
Once the impact parameter is known, the cross section is
given by

σ = πb2. (13)

In some case, the activation energies that we will use
are thermal barriers, i.e., the minimum energy required by
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the system in order to activate a process. However, we are
assuming that these barriers are isotropic in the xy plane, and
once the activation energy is obtained by the scattered atom
the process will always be initiated. In addition, as the atoms
remain frozen and the energy is given only to the scattered
atom, the barrier that this atom will have to overcome is always
greater than the thermal one, which is not taken into account
in the previous equations. Therefore, the cross sections and
consequently defect concentration that we will estimate in the
results will always be overestimated.

III. RESULTS

A. Experimental results

In Fig. 2 we observe a bilayer graphene sample with
a rotation angle between layers of 11.2◦. A characteristic
hexagonal Moiré pattern is observed in HRTEM images due
to this rotational misfit. After extended observation time we
start to observe distortions on the Moiré figures, which are
attributed to radiation generated defects. Fourier filtering of
lattice patterns of one and the other layer clearly reveals that
we observe V2(5555-6-7777) type divacancies, in one and the
same layer always. From HRTEM images only it is impossible
to determine whether the layer containing the defects is an
upper or lower one with respect to electron beam propagation
direction ( from theory we can, as shown later). The filtered
image of the second layer represents an irregular pattern at

the position of the defect, which is not possible to interpret
directly. Removal of both lattices from the image produces
a characteristic signature of a V2(5555-6-7777) defect in
the shape of dumbbell. Figure 2 shows all the observations
described above.

The simulation of the observed defect confirms that the
formed defects are V2(5555-6-7777) divacancies, or for
simplicity, butterfly defects (Fig. 3). They are characterized
by the formation of four heptagonal, four pentagonal, and
one rotated central hexagonal carbon rings. The simulation of
the formed Moiré pattern is shown in Fig. 3, where we can
clearly distinguish three characteristic zones depending on the
different local stackings: an AA stacking at the center of the
hexagons, a local AB stacking at the corners, and a saddle
point (SP) stacking at the edges. This last one can be obtained
if one layer is translated a half-bond distance through a bond
direction from the AB stacking

If we pay attention to the location of the defects in Fig. 2,
we observe that they are stabilized close to the edges (SP)
and corners (AB) of the large hexagons of the Moiré pattern
in all cases. This last observation suggests that the stacking
influences the stabilization of the defects.

The HRTEM image simulation of the bilayer rotated by
11.2◦ with V2(5555-6-7777) defect presented in one of the
layers reproduces exactly all experimentally observed features
(Fig. 4): the Moiré distortion, the V2(5555-6-7777) image in
one of the layers while applying the same Fourier filter, the

(a) (b)

(c) (d) (e) (f)

FIG. 2. (Color online) Experimental images obtained by HRTEM on bilayer graphene. (a) Overview image showing Moiré pattern. In
the regions marked by the circles the distortions of the pattern are visible. (b) The same area, but the honeycomb lattices of both layers are
removed by Fourier filtering. Characteristic patterns in the shape of double dumbbells appear inside the circles indicating the same type of
lattice distortion in all three places. (c) Enlarged image of one of the distorted Moiré pattern areas. (d)–( f) Fourier filtered images of enlarged
area with the second (d), first (e) and both graphene layers filtered out (f). The image of the first layer only (d) can be directly interpreted in
terms of atom positions and reveals a V2(5555-6-7777) butterfly defect formation in this layer. The image of the second layer (e) cannot be
interpreted directly and needs simulations in order to find its origin.
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(a) (b)

FIG. 3. (Color online) (a) Experimental image averaged over all observed butterfly defects clearly showing its structure and a corresponding
drawing of the defect. Four heptagonal (red), four pentagonal (green), and one rotated central hexagonal (blue) rings are formed instead of the
original hexagonal lattice. (b) Atomic model of the graphene layers used for image simulations. One of the layers is rotated an angle α = 11.2◦.
Different local stackings are formed in different small areas within the large hexagons.

disordered structure in the second layer, and the dumbbell
signature when both lattices are filtered out. On the basis of
this analysis we can conclude that we do really see divacancy
generation in one of the layers, and the disordered structure
observed in the second layer is an artifact of Fourier filtration.

During image series acquisition, it is observed that V2(5-8-
5) (Fig. 5) and V2(555-777)40 divacancies are formed before
they are converted into butterfly defects. The evolution V2(5-
8-5)−→V2(5555-6-7777) can be understood by two Stone-
Wales transformations:21,22 if one of the bonds from V2(5-8-5)
is rotated 90◦, a V2(555-777) divacancy is formed and, if once
again a second bond is rotated, the butterfly defect is obtained.

We monitor the total deposited dose from the pristine
bilayer until three butterfly defects are observed in the field
of view with the area of 52 nm2. The total dose accumulated
during this observation is 1.3×1010 e−/nm2. The cross section

of C atom sputtering calculated from this data is σ = 1.2 mb,
which is by at least two orders of magnitude higher than
the estimation of the low limit of sputtering cross section
for a single layer.25 In combination with the fact that the
vacancies were only created in one layer, our observation
points to a strong synergetic influence of the second layer
on the sputtering process. Hereafter we evaluate possible
mechanisms which may contribute to this synergy.

B. Theoretical results

We consider two possible causes that could be behind this
phenomenon: an increase of the stability of the defect from
monolayer to bilayer graphene, or a catalytic effect of the
second layer during the creation process of the divacancy.

(a) (b) (c) (d)

FIG. 4. Central part of the simulated image shown at the same scale and with the same processing as experimental images in Figs. 2(c)–2(f).
The butterfly defect is located in the first layer and the second one is kept pristine. The feature similar to Fig. 2(e) is observed on the simulated
second layer (c) comprising pristine graphene. It can be thus concluded that this feature in the second layer is an artifact of Fourier filtering.
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(a) (b)

FIG. 5. Enlarged experimental HRTEM images obtained during experiment. The second honeycomb latticeis filtered out. (a) Two V2(5-8-5)
divacancies are distinguished in the first layer. (b) After 7.5 e/nm2 of electronic dose, one of the divacancies (left) is in the process of
transformation while the other (right) is converted into a butterfly defect.

1. Stability

In order to measure the stability of the butterfly defect in
monolayer and bilayer graphene we calculate its formation
energy, defined as

Ef = Edef − Ebulk − �nμc, (14)

where Edef is the total energy of the N -atom supercell with a
single defect, Ebulk is the total energy of the same supercell
containing perfect crystal, �n is the required change in atom
number to create the defect, and μc is the chemical potential
of carbon in the pristine configuration:

μc = Ebulk

N
. (15)

The lower the value is of the formation energy of the defect,
the higher is its stability. For the butterfly defect in monolayer
graphene we obtain

Emono
f = 7.08 eV, (16)

while in the bilayer case

Ebi
f = 6.94 eV. (17)

The stability of the butterfly defect increases from monolayer
to bilayer graphene, but the energetic change is very small:

�Ef = Ebi
f − Emono

f = −0.14 eV. (18)

Indeed, there is only a 2% decrease of the formation energy,
not sufficient to explain the big change of the displacement
cross section that is observed experimentally. We conclude that
the difference in energetics is not the cause of the observed
phenomenon and the mechanism for the formation of the
butterfly defect is different in monolayer and bilayer graphene.

The analysis of the atomic displacements that occur in both
systems supports the previous conclusion: Fig. 6 shows the
deformations that take place in monolayer and bilayer systems
in the perpendicular direction multiplied by a factor of 200. For
monolayer graphene, there are no appreciable displacements,
while in the bilayer case we can observe that in the upper
layer (the one closer to the beam source as is shown below)

the central hexagon of the butterfly defect ascends and another
hexagon from the lower layer (farer from the beam source)
descends. However, the maximum displacements are of the
order of 10−3 Å, consistent with the very small energetic
changes.

We calculate the formation energies of the V2(5-8-5) and
V2(555-777) divacancies in monolayer and bilayer graphene.
Table II summarizes the obtained results. The formation
energies of each kind of divacancy change very little from
the monolyaer system to the bilayer one. Therefore, the
previous conclusion is confirmed: the energetic analysis does
not explain the observed phenomenon. Looking at the results
in Table II, one would expect that the most stable divacancy
is the V2(555-777). However, this is in clear contrast with the
experimental observation: during the electronic radiation the
created divacancies form the different structures V2(5-8-5) (as
seen in Fig. 5) and V2(555-777),40 but they all finally evolve

FIG. 6. (Color online) Calculated atomic displacements multi-
plied by a factor of 200 in the perpendicular direction of the graphene
sheets made by the presence of the butterfly defect in monolayer
and bilayer graphene. The formation energy difference of the defect
between both systems is negligible in this context.
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TABLE II. The formation energies of three types of divacancy in
monolayer and bilayer graphene.

Emono
f (eV) Ebi

f (eV)

V2(5-8-5) 7.28 7.32
V2(555-777) 6.74 6.64
V2(5555-6-7777) 7.08 6.94

into the butterfly structure, which then remains stable. The
reason for the discrepancy with the results in Table II remains
unknown, being possibly related to dynamical or entropic
effects.

2. Kinetics: one-step sputtering process

We calculate the amount of energy needed to remove an
atom in the monolayer system using AIMD and verify if for
lower energetic values it is possible to expel an atom in bilayer
graphene. We find that the expulsion threshold energy for
monolayer graphene is 22 eV, in good agreement with previous
studies.26,41 In the case of the bilayer system, we employ a
sample in AB stacking. Remembering that the electron beam
comes from above, we can distinguish three types of atoms
depending on their configuration: An atom located in the lower
layer (A), one that is situated in the upper layer and centered
with respect to a lower carbon hexagon (B), and one that is
located in the upper layer but is directly on top of a lower
atom (C). Table III shows the expulsion threshold energy for
each type and the corresponding electronic energy obtained by
Eq. (3). Our results show that the energy needed to remove an
atom from the bilayer system is equal to or greater than that
needed for the monolayer.

Since in the case of monolayer graphene it has been
shown that the phonon contribution plays an important role
in the theoretical explanation of the observed experimental
displacement cross section,25 we analyze possible effects
generated by lattice vibrations in bilayer graphene. By using
the equations in Meyer et al.25 we obtain that the original
graphene’s Debye temperature perpendicular to the plane
(θD = 1287 K42) at least would have to double its value for
double layer in order to explain our observed experimental
results (θD = 2110 K). The perpendicular vibration modes do
not change in such a substantial way because of the presence
of a second graphene layer, and thus they do not cause the high
increase on the displacement cross section.

Based on the previous results, we conclude that the creation
process of vacancies is not caused by the direct expulsion

TABLE III. The expulsion threshold energy in terms of the energy
acquired by the atom and the corresponding incoming electronic
energy for each type of atom. A, B, and C refer to different
configurations of carbon atoms in bilayer graphene (see text).

Type of atom Ethr (eV) Eel
thr (keV)

Monolayer 22 110
Bilayer A 22 110

B 27 132
C 32-35 153-166

of atoms. In addition, we observe that the lower layer has a
similar kinetic behavior as the monolayer graphene system,
which suggests that the origin of a different kinetic behavior
comes from the collision of the electrons with the upper layer
atoms.

Once the possibility of defect formation due to direct ejec-
tion of atoms is discarded, we study the possibility of creation
of intermediate states allowed by the presence of the second
layer that would facilitate the formation of vacancies in the
sample, i.e., a catalytic process. The most intuitive candidate
that would play such a role is the Frenkel pair (Fig. 7),
where the “kicked” atom does not escape from the system
but remains trapped as an interstitial between both graphene
layers, leaving behind a vacancy in its original position.43

Telling et al.44 have analyzed the energetics of the intimate
Frenkel pair, conformed by an interstital atom neighboring
a vacancy, and they have concluded that the stacking where
this defect is more stable is the SP stacking, for which the
formation energy and excess energy barrier are 10.6 eV and
1.4 eV, respectively. From these data, we can deduce the
thermal activation barrier for the Pristine → intimate Frenkel
process: �Ep→if = 12 eV, and for the intimate Frenkel →
Pristine process: �Eif →p = 1.4 eV. We calculate the cross
section related with each process by using Eqs. (3), (4), (12),
and (13), and from Eq. (11) we obtain an approximate value of
the relative concentration between carbon atoms and intimate
Frenkel pairs in equilibrium:

[C]e
[F]e

= σif →p

σp→if

≈ 34

1
. (19)

This last result indicates that approximately for each 34 carbon
atoms, one intimate Frenkel pair should be in the sample.
Consequently, this indicates that the population of this defect
could be substantial enough to make it a good candidate for
being the intermediate state for the vacancy formation process.
It is rather counterintuitive that such a difference in energy
barriers (1.4 eV vs 12.0 eV) should give rise to that very large
ratio of defects. It should be remembered though that these are
not thermal processes but are related to the collision events,
which transmit energies of several eV.

Our next step is to try to obtain a stable intimate Frenkel
pair from an electron scattering event by AIMD below the
expulsion threshold energy. Following the results obtained by
Telling et al.,44 we start our simulations from the SP stacking.
We carry out the simulation for 17 different emission angles,
and for each one we give seven different energies to the
emitted atom within the range 16–22 eV. In all cases, the
atom comes back to its original position and we never observe
the stabilization of the intimate Frenkel pair.

The reason for the apparent contradiction between the
kinetic estimation in Eq. (19) and the explicit calculation
of expulsion lies in the fact that we are distributing an
excitation energy in a single atom, while the necessary energy
for the most optimum pathway is estimated using thermal
barriers and is produced when this energy is distributed
in a particular way to several atoms. The AIMD results
indicate that the direct Frenkel pair formation caused by single
electron-atom collision is unlikely from a pristine graphene
sample.
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(a) (b)

FIG. 7. (Color online) (a) Initial state of the AIMD simulation with a Stone-Wales defect. It is made by two heptagonal (red) and two
pentagonal (green) carbon rings. The blue arrow points in the direction (θ = 12◦, ϕ = 1◦) of the initial velocity (T = 17 eV) which is given to
the scattered atom (atom 1). (b) Final state of the same simulation in which the intimate Frenkel pair is stabilized. In the upper layer a vacancy
is formed (black) and the scattered atom remains trapped between both layers (blue, atom 1) bridging the upper layer (dark) with the lower
layer (light). Atom 2 is “kicked” in the next simulation to obtain the intimate bi-Frenkel pair.

3. Kinetics: multistep sputtering process

Inasmuch as we have not been able to stabilize the intimate
Frenkel pair below the expulsion threshold energy from a
pristine sample, we study other possible intermediate states
that could facilitate the formation of the intimate Frenkel pair.
A previous study43 has shown that this defect has two possible
pathways for annihilation: it can be converted into the pristine
configuration or into a Stone-Wales defect. This suggests that
the Stone-Wales defect could be an intermediate step during the
creation of the intimate Frenkel pair. The Stone-Wales defect
is formed when a carbon-carbon bond is rotated 90◦ creating
two pentagonal and two heptagonal carbon rings (Fig. 7). This

defect has lower formation energy than the vacancy and it has
been already obtained by AIMD simulations from a pristine
graphene sample below the expulsion threshold energy.22 It is
expected to form (and annihilate) under the irradiation in our
experiment.

We first obtain via AIMD expulsion simulations the
expulsion threshold energy for a monolayer graphene sample
that contains the Stone-Wales defect, in order to establish
the energetic limit: ESW

thr = 18 eV. Then, starting from a sample
that contains one Stone-Wales defect we try to obtain the
intimate Frenkel defect by AIMD simulations for lower energy
values than this limit; after carrying out several simulations
with different angles for the initial velocity and energies, we

(a) (b)

FIG. 8. (Color online) Final relaxed configuration of an intimate bi-Frenkel pair. The initial state contains a unique intimate Frenkel pair
(Fig. 6) and a certain velocity (T = 15 eV, θ = 20◦, ϕ = 153◦) is given to the scattered atom. The V2(5-8-5) divacancy (black) is formed in
the upper layer while the two scattered atoms (blue) are bridging the upper layer (dark) with the lower layer (light). (a) and (b) correspond to
different perspectives.
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succeeded in stabilizing the intimate Frenkel pair. Figure 7
shows the initial state of the simulation where the scattered
atom is labeled (atom 1) and the final state in which the
intimate Frenkel pair is stabilized. In this case, we used an
energy of T = 17 eV and an azimuthal angle θ = 12◦ and
a polar angle ϕ = 1◦ for the initial velocity of the scattered
atom.

Since vacancies or Frenkel pairs barely diffuse in the
conditions of the experiment, and since the butterfly defect has
two vacancies. we check the possibility of creating a second
intimate Frenkel pair in the neighborhood of the previously
formed one for lower energetic values than the expulsion
threshold energy (ESW

thr ). For this purpose, we relax a bilayer
graphene sample already containing an intimate Frenkel pair
and we simulate a second collision event by giving a certain
velocity to one of the atoms. We choose the atom labeled as
2 in Fig. 7(b) because it has a dangling bond, and therefore
should be easier to expel from its original position. When
this atom is “kicked” with an energy of T = 15 eV, an
azimuthal angle θ = 20◦, and a polar angle ϕ = 153◦ for the
initial velocity, two neighboring intimate Frenkel pairs are
stabilized in the system and a V2(5-8-5) divacancy is created
in the upper layer. This defect, which we refer as the intimate
bi-Frenkel defect, is formed by two spiro-interstitials (fourfold
coordinated interstitial) neighboring a V2(5-8-5) divacancy.
Figure 8 shows two different perspectives of the obtained
intimate bi-Frenkel defect, where the V2(5-8-5) divacancy
is located in the upper layer formed by two pentagonal
and one octagonal carbon rings. This divacancy is the one
experimentally observed before the butterfly defect stabilizes
(see Fig. 5). We obtain a formation energy of 15.54 eV for the
obtained intimate bi-Frenkel pair.

By AIMD simulations we have demonstrated the possi-
bility of creating divacancies in bilayer graphene below the
expulsion threshold energy by means of catalyzed intermediate
states. To measure the frequency in which the formation
of divacancies occurs following the suggested pathway, we
propose the following chain of reactions:

Pristine Stone-Wales

I. Frenkel I. bi-Frenkel

The intimate bi-Frenkel defect does not easily annihilate back
into single vacancies because all the atoms have fully satisfied
bonds. This is corroborated by the experiment, where, once
a divacancy is created, it is completely stable. By using
the activation energies shown in Table IV for each possible

TABLE IV. Activation energies corresponding to each process:
The first four values are thermal activation barriers while the last one
has been obtained by our AIMD simulations.

Process Activation energy (eV)

Pristine −→ Stone-Wales (Ref. 7) 9
Stone-Wales −→ Pristine (Ref. 7) 5.5
Stone-Wales −→ I. Frenkel (Refs. 7 and 44) 8.5
I. Frenkel −→ Pristine (Refs. 7 and 44) 1.4
I. Frenkel −→ I. Bi-Frenkel 15

reaction and the Eqs. (3), (4), (12), and (13) we calculate
the cross section of each possible reaction. Solving the first
order rate equations of this chain of reactions (see Appendix),
we obtain a theoretical estimation of 195 intimate bi-Frenkel
defects that should have been formed in our sample or a
corresponding value for the cross section of σ = 75.2 mb.
This last value is overestimated comparing it with the obtained
experimental one. The overestimation of the cross section was
already expected by the use of thermal activation barriers and
isotropic cross sections. The order of magnitude is, however,
correct, showing that the proposed process is consistent with
the experiments.

IV. CONCLUSIONS

We have observed that the cross section for the formation of
butterfly defects in bilayer graphene under electron radiation
is substantially higher than in the case of monolayer graphene.
Another difference with respect to the monolayer case is that
there are no different types of defect in the sample, but only one
type of divacancy: the butterfly defect, which stabilizes within
the SP and AB stackings of the Moiré pattern becoming a
very stable defect. Although its creation is facilitated by the
presence of a second graphene layer, the filtering of the image
shows that it is located in only one of the layers.

We find that the stability of the butterfly defect does not
change significantly between monolayer and bilayer graphene,
and the atomic displacements are small. These results are
consistent with the weak interaction between two graphene
layers and confirms that the mechanism for the formation
process of the butterfly defect is different in the monolayer
and bilayer graphene cases.

The results of the expulsion threshold energies for different
atoms in bilayer graphene shows that the ones located in
the lower layer (farther away from the beam source) have a
similar kinetic behavior to the ones from monolayer graphene,
hence the layer closer to the beam is the one that contains the
divacancies.

We have demonstrated the possibility of creating diva-
cancies in a bilayer graphene sample by AIMD simulations
for electronic energies that are below the expulsion threshold
energy. This is possible because new intermediate catalyzed
states are created due to the presence of the second graphene
layer. Although the estimated concentration of divacancies
formed following the suggested chain of reaction is overes-
timated, the order of magnitude is correct with experimental
results. Therefore, we demonstrate the principal possibility
of creating vacancies in a multilayer graphitic sample with
lower electronic energies than the expulsion threshold, and
accordingly, an increase of the displacement cross section of
such systems with respect to the monolayer graphene case.

The reason why the divacancies stabilize within the
SP and AB stackings of the Moiré pattern still remains
unclear. However, as an initial proposal, we think that
the fact that the interstitial atoms are stabilized in the
SP stacking,7,43,44 catalyze the formation of Stone-Wales
defects,45 and thus facilitate the proposed chain of reactions,
could be related with the unresolved part of the observed
phenomenon.
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APPENDIX: CALCULATION OF INTIMATE
BI-FRENKEL POPULATION

The proposed chain of reactions is summarized in the next
diagram:

P
kSW-P

SW
kP-SW

kSW-IF

IF

kIF-P

kIF-IBF

IBF

where each species (Pristine graphene, Stone-Wales, intimate
Frenkel, and intimate bi-Frenkel) is represented by its initials
and each reaction is characterized by a rate constant k.
Assuming that these reactions follow a first order rate law,
the time-dependent concentration of each species is obtained
by solving the following system of differential equations:

d[P]

dt
= −kP-SW[P] + kSW-P[SW] + kIF-P[IF], (A1)

d[SW]

dt
= −(kSW-P + kSW-IF)[SW] + kP-SW[P], (A2)

d[IF]

dt
= −(kIF-P + kIF-IBF)[IF] + kSW-IF[SW], (A3)

d[IBF]

dt
= kIF-IBF[IF], (A4)

together with a boundary condition for the initial concentra-
tion of each species: [P]0 = 38.46 nm−2, [SW]0 = [IF]0 =
[IBF]0 = 0. Once the [IBF] function is calculated, it is
evaluated at the time value related with the employed electronic
dose in the experiment.
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