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#### Abstract

This thesis focuses on gauge fields and geometric phases in periodic systems. The simulation of Aharonov-Bohm effect is discussed in real space with optical lattice. The artificial gauge fields provide convenience in simulating the dynamics of charged particles in magnetic field with neutral atoms. In condensed matter physics, the topological invariants can characterize topological properties of the systems, e.g., Chern number in quantum Hall effect. The geometric phase in one-dimensional optical lattices is employed to study topological phase transitions. In addition, the geometric phase in spin- $1 / 2$ chains is quite interesting not only in the gapped phase, but also in the regime close to phase transition. We use geometric phases to characterize the critical and noncritical properties in generalized spin- $1 / 2$ chain with multispin interactions. Moreover, the topological phases are explored via edge states.
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## Chapter 1

## Introduction

Quantum computation and quantum information processing are two strong drivers that have pushed for the explorations into quantum physics for the last 20 years. This is enhanced and supported by the concomitant rapid development in material processing and electronic circuits. We start with a simple two-level system, i.e., the qubit and explore the properties by coupling it different quantum devices. Luckily, theories in quantum optics have provided many practical solutions and means to bridge our understanding and foray into quantum computing. The fast developments in coherent control of quantum systems has also led to quantum simulating, or simulation of quantum systems. Quantum simulation has since received considerable attention from people working not only in physics, but also in chemistry and biology

Ultracold atoms in optical lattice have provided a wonderful platform for testing the possibilities of quantum simulation. Many effects, such as lattice gauge theories [1], relativistic quantum field theories [2, 3], classical magnetism [4], and so on, can be simulated in cold atom experiments. In atomic physics, there exist well-established fabrication techniques for trapping atoms in optical lattice and these optical lattices offer a number of promising properties. The fast development in ultracold atoms benefits tremendously from this controllability. For example, the interaction strength in atom gases can be tuned through Feshbach resonances. The collision properties of atom gases can also be controlled from the preparation of Bose-Einstein condensate (BEC) and degenerate Fermi gases in experiments. Moreover, it is possible to engineer different geometries and dimensions in optical lattice. Such engineering feat can also help to facilitate the exploration of many-body phenomena in higher dimensions. The measurement of quantum effects in atom gases can also be probed optically.

A lot of studies has concentrated on the quantum phase transition between Mott-
insulator and superfluid regimes [5]. The introduction of artificial gauge fields in optical lattices has also provided a fruitful ground for studying novel quantum phases with broken time-reversal symmetry [6, 7] in condensed matter systems. Indeed, the studying of artificial gauge field has attracted much attention with novel and modern applications in quantum simulation, especially those effects related to topological models. In fact, using the interactions between lights and atoms, there have been many theoretical proposals and experiments to realize spin-orbit couplings as well as the observation of quantum anomalous spin Hall effects [8, 9, 10]. Very recently, some progresses have been made towards the implementation of Thouless pumping with both bosons and fermions in optical lattices [11, 12, 13, 14].

Laser-atom coupling are well-suited for generating artificial gauge fields in an optical lattice. For example, a two-level atom moves on a 1D state-dependent optical lattice with the energy minima for $g$ and $e$ in the odd and even sites [6]. The laser beams can drive the transitions between $g$ and $e$ via laser-atom coupling. Because of the state-dependent potential, atoms with different states move to different sites and induce laser-assisted hopping between the odd and even sub-sites. To select the hopping direction, one shifts the optical lattice by applying an electric field. In addition to the laser-assisted tunneling, the adiabatic evolution can also be utilized to generate artificial gauge fields. A first step is to introduce the position dependent parameters to the Hamiltonian. This can be achieved by considering the phase and the intensity of the laser beam. In the experiments, the phase and intensity can be easily tuned by the lasers. Thus, the interaction between laser and atom is spatially dependent. The eigenstates of the interaction which is a linear combinations of $g$ and $e$ are also position-dependent. Without any degeneracy in the system, and assuming adiabatical condition, the geometric phase of spatially varying Hamiltonian is created.

Quantum spin Hall(QSH) effect was proposed theoretically and realized experimentally in $\mathrm{HgTe} / \mathrm{CdTe}$ quantum wells $[15,16,17]$. The discovery of the QSH effect as well as the development in topological insulators and topological superconductors changes our knowledge to condensed matter physics. Although great success in exploring topological states in electronic gases, there are still some challenges, e.g., observation of Hofstadter buttery. The simulation of magnetic fields provides another way to perform such experiments in other quantum systems. In fact, inspired by the discovery of quantum Hall physics and topological insulators, experimentalists have already succeeded in realizing topological phases in optical lattice and spin-orbit coupling. Some aspects of topological phases with cold atoms have been discussed in the recent reviews [18].

The topological models in 1D are quite interesting. Zak made a pioneering contribution in this field. He has shown that one can realize Berry's phase by varying the crystal momentum through the entire Brillouin zone [19]. This topological invariant in 1D has similar role of Chern number in 2D periodic lattices. Both of them are related to physical observables in the systems. In 1D lattice, Zak phase is connected to the charge center or polarization [20, 21, 22]. The direct measurement of the Zak phase in optical lattices is easy to achieve, combining coherent Bloch oscillations with Ramsey interferometry. The topological charge pumping in optical lattice [12, 14] and quasicrystals [23] has been performed. This opens the door to novel applications in quantum transport by analogy to electron systems. There are developments, both theoretical and experimental, towards realizing the Zak phase and topological charge pumping in optical lattice starting from simple superlattice to lattice with complex internal structure in the unit cell. Other periodic systems with inversion symmetry, including waveguide array [24], 1D photonic crystals [25, 26] and acoustic system [27], have been realized experimentally. It is also found that the Zak phase can be related to the mean displacement of a particle which initially localizes on one of the nondecaying sites in the lattice with inversion symmetry [28]. This reveals the relation between topological invariant and quantum walk [29, 30, 31, 32, 33].

A second route to physics beyond topological phase transition is to explore phases with temperature and dissipations. A mixed-state version of geometric phase, related to Uhlmann's phase, built with parallel transport principle, is also a very interesting field [34, 35]. Recent work by some groups has highlighted the interesting implications of temperature and dissipations $[36,37,38,39]$. These investigations promote the topological quantum phase transition to a mixed states topological phase transition. Indeed, the realization of topological models in the systems with dissipation gives a chance to explore the dissipation induced topological phase transition [40]. However, there are several definitions on mixed-state geometric phase [41, 42, 43]. For example, the expression in Ref. [41] bases on interferometry with proper parallel transport condition. In simple quantum systems, the geometric phase of mixed state is observed in spin half nucleus through NMR interferometry [44]. And the geometric phase of the system coupled to an environments near a quantum phase transition is also measured [45]. Recently, the proposal to observe topological Uhlmann phase in superconducting circuits is suggested [46]. Another question is the physical meaning of mixed-state geometric phase. The Berry's phase in periodic systems is found to be related to palorization in crystalline solids [21].

In addition to topological models(such as Rice-Mele and SSH models) for free parti-
cles, one can find topological invariants in $1 / 2$-spin chains [47]. Spin- $1 / 2$ Ising and XY models in a transverse field are usually used for investigating quantum phase transitions. Such spin chain can also be simulated, e.g., with optical lattice [48, 49], circuit QED [50]. The spin chain is exactly solvable by mapping the spin operators to free fermionic operators [51]. Due to this property, the spin chain is helpful to investigate nonequilibrium dynamics $[52,53,54]$. In the periodic systems, the crystal momentum space is usually the parameter space and the geometric phase is defined there. However, Carollo and Pachos introduced a rotation of spins around the z direction [55]. This spin rotation can construct a circle in the Bloch sphere for the ground state. In $1 / 2$-spin chain, the ground states are degenerated. For systems with degenerate states, the geometric phase can not be defined (for Abelian case). Luckily, one of the degenerated ground states is trivial and no geometric phase acquired when the system varies. The geometric phase by means of spin rotations is related to average polarization along z direction.

This thesis mainly discusses the implications of geometric phase in producing artificial gauge fields and characterizing quantum phase transitions. Depending on the parameter spaces, geometric phase can be quantized or continuously varied between different phases. Some studies on the edge modes and nonequilibrium dynamics are also included.

### 1.1 Organization of the Thesis

Starting with a brief introduction of gauge fields in Chapter 2, we discuss how gauge fields can be generated in simple quantum systems $[56,57]$ and how it is feasible experimentally by means of atom-laser interaction [58]. Geometric phase is intrinsically related to Aharonov-Bohm effect [59]. Artificial gauge field in cold atom system is a concept that bridges between them. Depending the proposals, one can create phase factors via adiabatically or non-adiabatically manipulating the systems. In the first chapter, the adiabatic case is illustrated, based on a nice review in Ref. [60].

In addition to the adiabatic approach, there are many dynamical ways to generate artificial gauge fields. Jaksch and Zoller [6, 7] studied the possibility of realizing such artificial gauge fields in optical lattice in one dimensional lattice through laser-induced hopping. For discrete sites, the hopping is complex because of the laser-assisted hopping. To control the hopping directions of cold atoms in the lattice, they propose to use different potentials for ground and excited states. Moreover, shifting of the lattice in spatial positions is performed through the application of an acceleration of the optical or electric field. In Chapter 2, we consider the generation of artificial gauge fields in ring and square
optical lattices [61]. By using the angular momentum of Laguerre-Gauss laser modes, the artificial gauge field can be generated at cold atoms circulating the lattice. We also show that Abelian and non-Abelian gauge fields can be obtained and distinguished from the interference patterns.

It is also found that Berry's phase naturally appears in periodic lattice. The reciprocal space is the parameter space where Berry's phase can be calculated. It is noted by Zak that Berry's phase in one dimensional lattice with inversion symmetry is quantized [19]. Such quantized Berry's phase is also known for Zak phase. In Chapter 3, we discuss Zak phase in one-dimensional optical lattice with many subsites. We concentrate on the three-band and four-band models.

For a $1 / 2$-spin chain, it is proposed that rotation operations of spins in a closed loop result in a geometric phase [55]. Zhu subsequently gives a finite-size scaling analysis of the critical regime in XY model and shows universal behaviors [62]. In Chapter 4, we investigate the generalized spin chain with multispin interactions. The finite-size scaling is used to study the quantum criticality. We also consider a topological way to characterize the system by using winding number [47, 63]. The competing effect between the interactions leads to complex phases which can be labelled with winding numbers.

In topological systems, there are edge modes when the system has open boundaries. These edge modes are localized at the ends of lattice. A famous example of edge modes is the Majorana fermions in the Kitaev model [64]. In the Chapter 5, we consider a quenched proposal to study the long-time steady state of the system. The steady state can be captured by diagonal ensemble [65,54]. We study the probability distribution and the fidelity of the quenched Aubry-André-Harper model.

With the development of topological materials, many systems can be constructed to observe topological effects. In Chapter 6, we consider the circuit-QED system to simulate Chern insulators by manipulating the couplings between neighboring resonators. The topological invariant can be inferred from the scattering coefficient.

## Chapter 2

## Artificial Gauge Fields with Cold Atoms

### 2.1 Vector Potential

The nineteenth century is a critical era for the development of physics. Faraday's electromagnetic induction opens the door for physicists to explore fundamental properties of electronic and magnetic fields. Maxwell's mathematical formulation provides a theoretical foundation for the experimental phenomena. As Einstein noted, "The escape from this unsatisfactory situation by the electric field theory of Faraday and Maxwell represents probably the most profound transformation of the foundations of physics since Newton's time." Even with the great success of Maxwell's formulae, there are still debates on some of the subtle aspects of the electromagnetic field theory. The most intriguing one is the vector potential [66]. For the first half of twentieth century, most of the textbooks regard the vector potential as mathematical gimmick for the calculation of the magnetic field without any physical meaning whatsoever. The physics behind the magnetic vector potential was only given a firm foundation by Aharonov and Bohm in 1959.

After Einstein's formulation of special and general relativity, there was an attempt to extend the electromagnetic field to gravitational theory. The first development in this direction was proposed by Hermann Weyl, who was intrigued by the idea of parallel transport of a vector in Riemannian geometry. He posed the question that if the parallel transport of a vector after going around a closed loop in space-time does not return to its original direction, the same could happen for its length. His ultimate purpose was to incorporate electromagnetic field to gravitation field. However, this idea was not successful. If it was true, as Einstein said, "the length of a common ruler would depend
on its history". After the birth of quantum mechanics, Weyl reconsidered the problem by including square root of -1 . As a result, the gauge transformation gives rise a phase. Therefore, the gauge invariance is actually "phase invariance" and the gauge field should be called "phase field" [67]. In other words, Weyl's theory is a theory of electromagnetism in quantum mechanics. The gauge theory gives a structure that captures both gravitation and electromagnetic field. If one reconsider Einstein's question, a further curiosity may arise: is the phase measurable? The answer is affirmative [68]. This is nowadays known as the Aharonov-Bohm (AB) effect.

Charged particles in a magnetic field can produce interesting physics. For example, in 2D electronic gases, quantum Hall effect is realized by applying magnetic field. The Lagrangian for a charged particle of mass $m$ charge $q$ moving in an eletromagnetic field is

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} m\left(\frac{d \boldsymbol{r}}{d t}\right)^{2}+q\left(\boldsymbol{A} \frac{d \boldsymbol{r}}{d t}-W\right) \tag{2.1}
\end{equation*}
$$

where $d \boldsymbol{r} / d t$ is velocity. $\boldsymbol{A}$ and $W$ are vector potential (gauge field) and scalar potential, respectively. Using the standard result of electromagnetic theory, one can always find a scalar potential $W$ and gauge field $\boldsymbol{A}$, functions of $\boldsymbol{r}$ and $t$ such that

$$
\begin{array}{r}
\boldsymbol{B}=\boldsymbol{\nabla} \times \boldsymbol{A}, \\
\boldsymbol{E}=-W-\frac{\partial \boldsymbol{A}}{\partial t} . \tag{2.2}
\end{array}
$$

The equation of motion becomes

$$
\begin{equation*}
m \ddot{\boldsymbol{r}}=q(\boldsymbol{E}+\boldsymbol{v} \times \boldsymbol{B}) . \tag{2.3}
\end{equation*}
$$

The fields $\boldsymbol{E}$ and $\boldsymbol{B}$ are invariant under gauge tranformations

$$
\begin{align*}
W \rightarrow W^{\prime} & =W-\frac{\partial \chi}{\partial t}  \tag{2.4}\\
\boldsymbol{A} \rightarrow \boldsymbol{A}^{\prime} & =\boldsymbol{A}+\boldsymbol{\nabla} \chi \tag{2.5}
\end{align*}
$$

The equation of motion Eq. (2.3) is gauge invariant. The Hamiltonian is

$$
\begin{equation*}
H=\boldsymbol{p} \boldsymbol{v}-\mathcal{L} \tag{2.6}
\end{equation*}
$$

with canonical momentum

$$
\begin{equation*}
\boldsymbol{p}=\frac{\partial \mathcal{L}}{\partial \dot{\boldsymbol{r}}}=m \dot{\boldsymbol{r}}+q \boldsymbol{A} \tag{2.7}
\end{equation*}
$$

So

$$
\begin{equation*}
H=\frac{(\boldsymbol{p}-q \boldsymbol{A})^{2}}{2 m}+q W . \tag{2.8}
\end{equation*}
$$

In quantum mechanics, the Schrödinger equation describing charged particle in electromagnetic field is

$$
\begin{equation*}
i \hbar \frac{\partial \psi(\boldsymbol{r}, t)}{\partial t}=\frac{1}{2 m}(-i \hbar \boldsymbol{\nabla}-q \boldsymbol{A}(\boldsymbol{r}))^{2} \psi(\boldsymbol{r}, t) \tag{2.9}
\end{equation*}
$$

One can make a gauge transformation to the wavefunction, i.e., $\psi \rightarrow \psi^{\prime}$

$$
\begin{equation*}
\psi^{\prime}=U \psi=e^{i q \chi(\boldsymbol{r}, t) / \hbar} \psi \tag{2.10}
\end{equation*}
$$

and the vector potential $\boldsymbol{A}(\boldsymbol{r}) \rightarrow \boldsymbol{A}^{\prime}(\boldsymbol{r})=\boldsymbol{A}(\boldsymbol{r})+\boldsymbol{\nabla} \chi(\boldsymbol{r})$. These two wavefunctions are both eigenfunctions of the system under the gauge transformation.

To see the topological properties of the system, one can solve the Schrödinger equation, which is

$$
\begin{equation*}
\frac{(p-q \boldsymbol{A})^{2}}{2 m} \psi=E \psi \tag{2.11}
\end{equation*}
$$

The solution of above equation is $\psi=e^{\frac{i q}{\hbar} \int \boldsymbol{A} \cdot d l} \psi_{0} . \psi_{0}$ is the wavefunction for free particle. Now, $\psi^{\prime}$ and $\psi$ is not related by gauge transformation, because the phase factor is path integral dependent. This phase factor is sometimes called the Dirac nonintegrable phase factor. It is however the reason for AB effect.

### 2.2 Aharonov-Bohm Effect

The study of many electromagnetic effects involves the interplay of electric and magnetic fields $\left(F_{\mu \nu}\right)$. The vector potential $\boldsymbol{A}$ and the scalar potential $W=A_{0}$ were not given much attention prior to the discovery of AB effect. In quantum mechanics, $F_{\mu \nu}$ alone are not enough to describe the physics and $A_{\mu}=\left(\boldsymbol{A}, A_{0}\right)$ are often needed to invoke the main physics. One such example is the Aharonov-Bohm effect.

In 1959, Aharonov and Bohm proposed an experimental setup to verify the existence of gauge field [59]. For simplicity, we assume that the solenoid is infinitesimally small and the flux in the solenoid is $\Phi$. We can choose

$$
\begin{equation*}
\boldsymbol{A}(\boldsymbol{r})=\left(-\frac{y \Phi}{2 \pi r^{2}}, \frac{x \Phi}{2 \pi r^{2}}, 0\right), A_{0}=0 \tag{2.12}
\end{equation*}
$$

such that $\boldsymbol{\nabla} \times \boldsymbol{A}=0$ and $\int(\boldsymbol{\nabla} \times \boldsymbol{A}) \cdot d \boldsymbol{S}=\Phi$. Even though the flux is zero outside the


Figure 2.1: Aharonov-Bohm effect for electrons.
solenoid, the vector potential is not zero. In classical mechanics, the dynamics of charged particles does not make difference in the region of vanishing $\boldsymbol{B}$ field.

The electrons going through the region accumulate phases depending on their paths. As shown in Fig. 2.1 there are two paths $P_{1}$ and $P_{2}$ for electrons to reach the screen. Their wavefunctions are $\psi_{1}\left(\boldsymbol{r}_{1}\right)$ and $\psi_{2}\left(\boldsymbol{r}_{2}\right)$, respectively. Therefore, the wavefunction at the screen is

$$
\begin{align*}
\psi \sim \psi_{1}\left(\boldsymbol{r}_{1}\right)+\psi_{2}\left(\boldsymbol{r}_{2}\right) & =e^{\frac{i q}{\hbar} \int_{P_{1}} \boldsymbol{A} \cdot d l} \psi_{1}^{0}+e^{\frac{i q}{\hbar} \int_{P_{2}} \boldsymbol{A} \cdot d l} \psi_{2}^{0} \\
& =e^{\frac{i q}{\hbar} \int_{P_{1}} \boldsymbol{A} \cdot d l}\left(\psi_{1}^{0}+e^{i 2 \pi \alpha} \psi_{2}^{0}\right), \tag{2.13}
\end{align*}
$$

where $\psi_{1}^{0}$ and $\psi_{2}^{0}$ represent the wavefunctions of electrons free from the flux in the solenoid. $2 \pi \alpha$ is the phase difference between the two paths which is related to the flux in the solenoid. We can calculate the probability for electrons arriving at the screen

$$
\begin{equation*}
|\psi|^{2}=\left|\psi_{1}^{0}\right|^{2}+\left|\psi_{2}^{0}\right|^{2}+\left(\psi_{1}^{0}\right)^{*} \psi_{2}^{0} e^{i 2 \pi \alpha}+\psi_{1}^{0}\left(\psi_{2}^{0}\right)^{*} e^{-i 2 \pi \alpha} . \tag{2.14}
\end{equation*}
$$

The intensity of the electrons is affected by the relative phase between electrons from two paths. And the interference pattern can reveal the phase difference.

### 2.3 Artificial Gauge Fields

There are numerous effects and phenomena in other fields of physics which are related to magnetic field. In condensed matter physics, the famous examples are quantum Hall
effects, topological insulators, superconductors and semimetal [69, 70]. However, these effects can only be achieved with charged particles, like electrons. Recent developments in quantum computation and quantum optics have led to some advancement in the study of neutral particles such as neutral atoms, photons. As a toolbox for quantum simulation, cold atoms are required to possess effective magnetic fields to simulate dynamics of charged particles. In the seminal paper by Wilczek and Zee [57], they point out that "gauge fields appear in a very natural way in ordinary quantum mechanical problems, whose initial formulation has no apparent relationship to gauge fields". In their paper, even simple atomic systems can exhibit gauge structure.

One of the main purposes of generating artificial gauge fields is to investigate the quantum Hall effects in neutral particles. Due to the charge neutrality, an external magnetic field cannot be used to achieve breaking of time reversal symmetry. The effective magnetic field has to be synthesized. In 1996, inspired by Berry's phase which is produced from parameter-dependent adiabatic evolution, R. Dum and M. Olshanii suggested a method using atom-laser interaction to create the gauge field [58]. The internal states of atoms make it possible to realize artificial gauge field. The close analogy with the AB effect implies that appropriate controlled position-dependent Hamiltonian for neutral particle can simulate gauge field and magnetic field. Since then a lot of proposals have been suggested $[6,7,71]$. The simplest setup is a two-level atom. For two-electron atoms, such as ytterbium and alkaline-earth atoms, the long-lived two-level state exists and the spontaneous emission processes can be ignored. The position-dependent Hamiltonian can be created from the spatial variation of the Raman coupling and a position-dependent laser-atom detuning. In the following, we are going to show how the artificial gauge field can be yielded. For detailed illustration, several review articles are suggested [60, 72, 73].

### 2.3.1 Adiabatic Evolution Approach

In 1984, Michael Berry found that if a quantum state evolves adiabatically along a path, then a phase can develop [56]. This phase is robust and does not rely on local property but on the global structure of evolution path. Later, people realize that this geometric robustness could be applied to the quantum logic gates. Such quantum gates can be protected from quantum errors coming from unknown environment noises. Therefore, it is a promising scheme to realize quantum computation [74, 75, 76]. In addition to the overall phase factor of an evolution process, one can find the instantaneous "gauge field" in the dynamics of the adiabatically evolved quantum system. Indeed, in some
textbooks, Berry's phase is interpreted as the "flux" of "magnetic field" and is connected to the vector potential in the Schrödinger equation [77].

### 2.3.1.1 Abelian Artificial Gauge Fields

We first discuss the generic way to produce Abelian gauge fields. The laser-driven atom can be a setup to generate artificial gauge field [58]. We confine ourself to the single particle case in order to understand the basic idea without bothering about the interactions between atoms. There are two types of degree-of-freedom in the laser-driven atom. One is the motion of atom which can be characterized by position operator $\hat{\boldsymbol{r}}$ and momentum operator $\hat{\boldsymbol{p}}=-i \hbar \nabla_{r}$. The second one is the internal state space. The internal quantum states can be coupled to electromagnetic fields via dipole interaction. For simplicity, we consider a two-level system as shown in Fig. 3.19(a). The atom is illuminated by a single frequency laser with detuning $\Delta$ between their frequencies. The corresponding Hamiltonian describing the laser-atom interaction can be expressed as

$$
H_{2 l}=\frac{\hbar}{2}\left(\begin{array}{cc}
\Delta & \Omega^{*}  \tag{2.15}\\
\Omega & -\Delta
\end{array}\right)
$$

where $\Omega$ is the Rabi frequency and $\Delta$ is the detuning between atom and laser frequencies. After defining the parameters $\epsilon=\sqrt{\Delta^{2}+|\Omega|^{2}}, \cos \vartheta=\Delta / \epsilon, \sin \vartheta=|\Omega| / \epsilon, \Omega=|\Omega| e^{-i \tau}$, we get the Hamiltonian

$$
H_{2 l}=\frac{\hbar \epsilon}{2}\left(\begin{array}{cc}
\cos \vartheta & e^{i \tau} \sin \vartheta  \tag{2.16}\\
e^{-i \tau} \sin \vartheta & -\cos \vartheta
\end{array}\right) .
$$

The total Hamiltonian is

$$
\begin{equation*}
H_{\mathrm{tot}}=\left(\frac{\hat{\boldsymbol{p}}^{2}}{2 m}+V\right) \hat{\boldsymbol{I}}+H_{2 l}, \tag{2.17}
\end{equation*}
$$

where $V$ is the potential for atom. $\hat{\boldsymbol{I}}$ is the identity operator in the internal state space. We assume that the potential $V$ acts on the particle in such a way that it is independent of its internal state. In Fig. 3.19(b) the state evolution is represented by the path on the Bloch sphere. The dynamics of the system can be mapped to points on the sphere. The eigenstates of internal Hamiltonian Eq. (2.16) is written as $\left|\chi_{1}\right\rangle$ and $\left|\chi_{2}\right\rangle$, which are

$$
\begin{equation*}
\left|\chi_{1}\right\rangle=\binom{-e^{i \tau} \sin \frac{\vartheta}{2}}{\cos \frac{\vartheta}{2}}, \tag{2.18}
\end{equation*}
$$
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Figure 2.2: Energy level with atom-laser interaction (a) and Bloch sphere (b) for the two level system.

$$
\begin{equation*}
\left|\chi_{2}\right\rangle=\binom{\cos \frac{\vartheta}{2}}{e^{-i \tau} \sin \frac{\vartheta}{2}}, \tag{2.19}
\end{equation*}
$$

corresponding to ground and excited states with eigenenergies $-\frac{\hbar \epsilon}{2}$ and $\frac{\hbar \epsilon}{2}$, respectively.
One can have the wavefunction of the system in terms of this adiabatic basis

$$
\begin{equation*}
|\Psi(\boldsymbol{r}, t)\rangle=\sum_{j=1,2} \psi_{j}(\boldsymbol{r}, t)\left|\chi_{j}(\boldsymbol{r})\right\rangle, \tag{2.20}
\end{equation*}
$$

where $\psi_{j}(\boldsymbol{r}, t)$ is the wave function for the center-of-mass motion of the atom in the internal state $\left|\chi_{j}(\boldsymbol{r})\right\rangle$. We assume that the internal states are robust to the velocity of the particle, which means that the system remains in the eigenstates. Acting the momentum operator on the state Eq. (2.20) leads to

$$
\begin{equation*}
\hat{\boldsymbol{p}}|\Psi\rangle=\sum_{j, l=1}^{2}\left[\left(\delta_{j, l} \hat{\boldsymbol{p}}-\boldsymbol{A}_{j l}\right) \psi_{l}\right]\left|\chi_{j}\right\rangle, \tag{2.21}
\end{equation*}
$$

with the artificial gauge field $\boldsymbol{A}_{j l}(\boldsymbol{r})=i \hbar\left\langle\chi_{j}\right| \boldsymbol{\nabla}\left|\chi_{l}\right\rangle$. So $\boldsymbol{A}_{12}(\boldsymbol{r})$ is actually the connection between $\left|\chi_{1}\right\rangle$ and $\left|\chi_{2}\right\rangle$. To see how the artificial gauge field can be produced from the laser driving, we assume that the internal state is in the ground state, i.e., $\psi_{2}=0$.

$$
\begin{equation*}
\hat{\boldsymbol{p}}|\Psi\rangle=\left(\hat{\boldsymbol{p}}-\boldsymbol{A}_{11}\right) \psi_{1}\left|\chi_{1}\right\rangle-\boldsymbol{A}_{21} \psi_{1}\left|\chi_{2}\right\rangle . \tag{2.22}
\end{equation*}
$$

By projecting to the $\left|\chi_{1}\right\rangle$, we arrive at an effective Hamiltonian

$$
\begin{equation*}
H_{\mathrm{eff}}=\frac{\left(\hat{\boldsymbol{p}}-\boldsymbol{A}_{11}\right)^{2}}{2 m}+W+V-\frac{\hbar \epsilon}{2} \tag{2.23}
\end{equation*}
$$

with $\boldsymbol{A}_{11}=i \hbar\left\langle\chi_{1}\right| \boldsymbol{\nabla}\left|\chi_{1}\right\rangle=\frac{\hbar}{2}(1-\cos \vartheta) \boldsymbol{\nabla} \tau$ and scalar potential $\left.W=\frac{\hbar^{2}}{2 m}\left|\left\langle\chi_{2}\right| \boldsymbol{\nabla}\right| \chi_{1}\right\rangle\left.\right|^{2}$. The scalar potential can be regarded as the kinetic energy with atomic micro-motion created by quantum fluctuations of the radiative force [78]. The state-dependent scalar potential is not very interesting because one can use other ways, such as Stark shift, to create such potential. However, the artificial gauge field is quite nontrivial because it simulates the effective magnetic field for neutral atoms. The effective magnetic field for the ground state $\left|\chi_{1}\right\rangle$ is

$$
\begin{equation*}
\boldsymbol{B}=\boldsymbol{\nabla} \times \boldsymbol{A}_{11}=-\frac{\hbar}{2} \boldsymbol{\nabla}(\cos \vartheta) \times \boldsymbol{\nabla} \tau \tag{2.24}
\end{equation*}
$$

$\vartheta$ is related to both magnitude of Rabi frequency and detuning. $\tau$ is the phase of Rabi frequency. They are usually space-dependent quantities. By manipulating $\vartheta$ and $\tau$, it is possible to obtain the effective magnetic field. This is the illustration for artificial gauge field with two-level atom. It requires the atom in the adiabatic eigenstate. For the $\Lambda$-type atom, as shown in Fig. 2.3(a), one can realize the effective two-level system with large detuning. Such three-level system can be described as

$$
\begin{equation*}
H_{\Lambda}=\hbar\left(\omega_{1}-\omega_{2}\right)\left|g_{2}\right\rangle\left\langle g_{2}\right|+\hbar \omega_{1}|e\rangle\langle e|+\left(\frac{\hbar}{2} \Omega_{1} e^{-i \omega_{L 1} t}|e\rangle\left\langle g_{1}\right|+\frac{\hbar}{2} \Omega_{2} e^{-i \omega_{L 2} t}|e\rangle\left\langle g_{2}\right|+h . c .\right) \tag{2.25}
\end{equation*}
$$

After making a rotating frame transformation with

$$
U=\left(\begin{array}{ccc}
\frac{\delta_{1}-\delta_{2}}{2} & 0 & 0  \tag{2.26}\\
0 & \omega_{1}-\omega_{2}-\frac{\delta_{1}-\delta_{2}}{2} & 0 \\
0 & 0 & \omega_{1}-\frac{\delta_{1}+\delta_{2}}{2}
\end{array}\right)
$$

the Hamiltonian can be changed as

$$
\begin{align*}
H_{\text {rot }} & =U H_{3 l} U^{\dagger}-i \hbar U \frac{\partial}{\partial t} U^{\dagger} \\
& =\hbar\left(\begin{array}{ccc}
-\frac{\delta_{1}-\delta_{2}}{2} & 0 & \frac{\Omega_{1}^{*}}{2} \\
0 & \frac{\delta_{1}-\delta_{2}}{2} & \frac{\Omega_{2}^{*}}{2} \\
\frac{\Omega_{1}}{2} & \frac{\Omega_{2}}{2} & \frac{\delta_{1}+\delta_{2}}{2}
\end{array}\right) \tag{2.27}
\end{align*}
$$



Figure 2.3: The atom-laser interaction with (a) $\Lambda$-type and (b) M-type schemes.
with $\delta_{1}=\omega_{1}-\omega_{L 1}$ and $\delta_{2}=\omega_{2}-\omega_{L 2}$. If the detuning of the excited state $|e\rangle$ is quite large such that $\frac{\left|\delta_{1}+\delta_{2}\right|}{2} \gg \frac{\left|\delta_{1}-\delta_{2}\right|}{2}, \frac{\left|\Omega_{1}\right|}{2}, \frac{\left|\Omega_{2}\right|}{2}$, the dynamics of the excited state $|e\rangle$ can be ignored. Therefore, one can get the effective Hamiltonian for the lowest two states

$$
H_{\Lambda}^{(\mathrm{eff})}=-\hbar\left(\begin{array}{cc}
\frac{\delta_{1}-\delta_{2}}{2}+\frac{\left|\Omega_{1}\right|^{2}}{2\left(\delta_{1}+\delta_{2}\right)} & \frac{\Omega_{1}^{*} \Omega_{2}}{2\left(\delta_{1}+\delta_{2}\right)}  \tag{2.28}\\
\frac{\Omega_{1} \Omega_{2}^{*}}{2\left(\delta_{1}+\delta_{2}\right)} & -\frac{\delta_{1}-\delta_{2}}{2}+\frac{\left|\Omega_{2}\right|^{2}}{2\left(\delta_{1}+\delta_{2}\right)}
\end{array}\right)
$$

The effective two-level system is similar to Eq. (2.15) with effective Rabi frequency in the off-diagonal part of Eq. (2.28). The effective Rabi frequency between the two ground states $\left|g_{1}\right\rangle$ and $\left|g_{2}\right\rangle$ is generated from the two-photon process. Recently, the experiments based on M-type scheme (see Fig. 2.3(b)) have been realized [79, 80]. A ${ }^{87} \mathrm{Rb}$ BEC is trapped in the $F=1$ ground state with two Raman laser beams with momenta $\boldsymbol{k}_{1}$ and $\boldsymbol{k}_{2}$. The energy levels are shifted by applying a magnetic field. As a result, the levels $\left|m_{F}= \pm 1\right\rangle$ are displaced with respect to $\left|m_{F}=0\right\rangle$ and the two laser beams couple three states with detunings $\pm \delta$. From above discussion for $\Lambda$-type levels, one can get the effective Hamiltonian for the M-type system

$$
H_{\mathrm{M}}=\frac{\hbar}{2}\left(\begin{array}{ccc}
-2 \delta & \tilde{\Omega}^{*} & 0  \tag{2.29}\\
\tilde{\Omega} & 0 & \tilde{\Omega}^{*} \\
0 & \tilde{\Omega} & 2 \delta
\end{array}\right)
$$



Figure 2.4: (a) Atom-laser interaction for tripod levels and (b) the corresponding eigenenergies.
with $\tilde{\Omega}=|\tilde{\Omega}| e^{-i \tilde{\tau}}$ and $\tilde{\tau}=\left(\boldsymbol{k}_{1}-\boldsymbol{k}_{2}\right) \boldsymbol{r}$. The ground state is

$$
\begin{equation*}
\left|\chi_{g}\right\rangle=e^{i \tilde{\tau}} \cos ^{2} \frac{\vartheta}{2}|-1\rangle-\frac{\sin \vartheta}{\sqrt{2}}|0\rangle+e^{-i \tilde{\tau}} \sin ^{2} \frac{\vartheta}{2}|+1\rangle, \tag{2.30}
\end{equation*}
$$

where $\vartheta=\arctan \frac{|\tilde{\Omega}|}{\sqrt{2} \delta}$. The artificial gauge field is $\boldsymbol{A}=i \hbar\left\langle\chi_{g}\right| \boldsymbol{\nabla}\left|\chi_{g}\right\rangle=-\hbar\left(\boldsymbol{k}_{1}-\boldsymbol{k}_{2}\right) \cos \vartheta$. Therefore, the two-photon process with non-zero momentum exchange yields the artificial gauge field.

### 2.3.1.2 Non-Abelian Gauge Fields

We have analyzed the artificial gauge field for the ground eigenstate. This belongs to the Abelian case. If more eigenstates are considered, one can have different artificial gauge fields and effective magnetic fields. They can be used to simulate spin Hall effect [81] and pseudospin-dependent Stern-Gerlach effects [82].

Following the adiabatic approach, one can employ a degenerate multiple-level structure $[57,83]$ to create non-Abelian gauge fields. An example with degenerate eigenstates is shown in Fig. 2.4. (a) is the tripod level with three degenerate ground states. They are coupled to the excited state. With such atom-laser interaction, there exist degenerate eigenstates which are separated from other states, as shown in Fig. 2.4(b). It is realized by Wilczek and Zee that such degenerate eigenstates generalize Berry's phase from Abelian to non-Abelian [57]. And the non-Abelian gauge fields can be simulated in such degenerate systems. Here, we consider a general situation with multiple degenerate eigenstates.

And the full quantum state can be written as $|\tilde{\Psi}(\boldsymbol{r}, t)\rangle=\sum_{j=1}^{N} \tilde{\psi}_{j}(\boldsymbol{r}, t)\left|\tilde{\chi}_{j}(\boldsymbol{r})\right\rangle$. We assume that there are $q$ degenerate eigenstates, i.e., $\left\{\left|\tilde{\chi}_{1}(\boldsymbol{r})\right\rangle,\left|\tilde{\chi}_{2}(\boldsymbol{r})\right\rangle, \ldots,\left|\tilde{\chi}_{q}(\boldsymbol{r})\right\rangle\right\}$. Similar to the effective Hamiltonian for one eigenstate (see Eq. (2.23)), the effective Hamiltonian for $q$ degenerate eigenstates is

$$
\begin{equation*}
H_{\mathrm{NA}}=\frac{(\hat{\boldsymbol{p}}-\tilde{\boldsymbol{A}})^{2}}{2 m}+\tilde{W}+V \hat{\boldsymbol{I}}_{q}+\varepsilon \tag{2.31}
\end{equation*}
$$

where $\hat{\boldsymbol{I}}_{q}$ is the identity operator in the space of $q$ degenerate eigenstates. $\varepsilon$ is a diagonal matrix of eigenenergies $\varepsilon_{j}(j=1, \ldots, q) . \tilde{\boldsymbol{A}}$ and $\tilde{W}$ are $q \times q$ matrices with elements

$$
\begin{align*}
\tilde{\boldsymbol{A}}_{i, j} & =i \hbar\left\langle\tilde{\chi}_{i} \mid \boldsymbol{\nabla} \tilde{\chi}_{j}\right\rangle \\
\tilde{W}_{i, j} & =\frac{1}{2 m} \sum_{l=q+1}^{N} \tilde{\boldsymbol{A}}_{i, l} \cdot \tilde{\boldsymbol{A}}_{l, j} \\
& =\frac{\hbar^{2}}{2 m}\left(\left\langle\boldsymbol{\nabla} \tilde{\chi}_{i} \mid \boldsymbol{\nabla} \tilde{\chi}_{j}\right\rangle+\sum_{k=1}^{q}\left\langle\tilde{\chi}_{i} \mid \nabla \tilde{\chi}_{k}\right\rangle\left\langle\tilde{\chi}_{k} \mid \boldsymbol{\nabla} \tilde{\chi}_{j}\right\rangle\right), \tag{2.32}
\end{align*}
$$

with $i, j \in\{1, \ldots, q\}$. Here, we use $\nabla|\tilde{\chi}\rangle=|\nabla \tilde{\chi}\rangle$. The effective magnetic field $\boldsymbol{B}$ can be expressed as $B_{i}=\frac{1}{2} \epsilon_{i k l} F_{k l}$ with

$$
\begin{equation*}
F_{k l}=\partial_{k} \tilde{A}_{l}-\partial_{l} \tilde{A}_{k}-\frac{i}{\hbar}\left[\tilde{A}_{k}, \tilde{A}_{l}\right] . \tag{2.33}
\end{equation*}
$$

The term $\frac{1}{2} \epsilon_{i k l}\left[\tilde{A}_{k}, \tilde{A}_{l}\right]$ is not necessary vanishing, for the vector components of $\tilde{\boldsymbol{A}}$ do not commute in general. Therefore, when degenerate eigenstates appear in the system, effective non-Abelian artificial gauge fields and magnetic fields can be created.

### 2.3.2 Laser-Assisted Tunneling in Optical Lattice

In the last twenty years or so, cold atoms in optical lattices have made tremendous progress. The periodicity of optical lattices makes it possible to study physical models originally developed in condensed matter physics. For example, in the pioneering work of D. Jaksch et al., the Bose-Hubbard model which exhibits a quantum phase transition between superfluid and Mott insulator is suggested [5]. This work has motivated much progress in the techniques in optical lattice. Thanks to the flexibility in the control with some parameters such as lattice depth and spacing, the optical lattice can be tuned or switched off at will during the experiment. Further more, the optical potentials can be adjusted, modifying the geometry and dimensionality of the lattice, and forming patterns
such as triangular lattice [84] and Kagome lattice [85]. These advantages make it a promising experimental platform to mimick solid-state systems.

Another development in recent years is the quantum Hall effect in solid state physics. The intrinsic symmetries, like time reversal symmetry, particle-hole symmetry and chiral symmetry, have given rise to systems exhibiting topological properties. To simulate quantum Hall physics with neutral atoms in optical lattice, the first step is to generate artificial magnetic field. The artificial gauge field can be produced by laser-induced complex hopping parameters in optical lattice [86, 87, 88, 6, 3, 71].

In an optical lattice, the tunnelling of cold atoms between two neighbor sites is determined by the overlap between two wavefunctions. In a deep potential well, because of the negligible overlap between them, tunnleing is unlikely. As the potential decreases, the kinetic energy makes it possible to tunnel to neighbor sites. To effectively describe the system, a tight-binding approximation is usually assumed. The dynamics of ultracold dilute gas of bosonic atoms in 3D optical lattice can be described by a Bose-Hubbard model [5]

$$
\begin{array}{r}
H=\int d^{3} \boldsymbol{r} \psi^{\dagger}(\boldsymbol{r})\left(-\frac{\hat{\boldsymbol{p}}^{2}}{2 m}+V_{0}(\boldsymbol{r})\right) \psi(\boldsymbol{r}) \\
+\frac{1}{2} \frac{4 \pi a_{s} \hbar^{2}}{m} \int d^{3} \boldsymbol{r} \psi^{\dagger}(\boldsymbol{r}) \psi^{\dagger}(\boldsymbol{r}) \psi(\boldsymbol{r}) \psi(\boldsymbol{r}) \tag{2.34}
\end{array}
$$

where $\psi(\boldsymbol{r})$ is a boson field operator for atoms in a given internal atomic state. $V_{0}(\boldsymbol{r})$ is the optical lattice potential and $a_{s}$ is the s-wave scattering length. To simplify the above Hamiltonian, one should employ the Wannier functions which constitute an orthogonal and normalized set of wave functions. They are maximally localized to individual lattice sites. In periodic lattices, Wannier functions are a unitary transformation of the Bloch functions and are formally an equivalent representation to describe the system. Expanding the field operators in the Wannier basis and keeping only the lowest vibrational states(i.e., s orbitals), $\psi(\boldsymbol{r})=\sum_{i} b_{i} w\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right)$, the Hamiltonian Eq. (2.34) can be rewritten as a Bose-Hubbard model

$$
\begin{equation*}
H=-J \sum_{\langle i, j\rangle} \hat{b}_{i}^{\dagger} \hat{b}_{j}-\sum_{i} \mu_{i} \hat{n}_{i}+\frac{U}{2} \sum_{i} \hat{n}_{i}\left(\hat{n}_{i}-1\right) \tag{2.35}
\end{equation*}
$$

with $J=\int d^{3} \boldsymbol{r} \omega^{*}\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right)\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{0}(\boldsymbol{r})\right) \omega\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right)$ being the tunneling matrix element between adjacent sites. $\langle i, j\rangle$ denotes summation over all neighbor lattice sites $i$ and $j$. $\hat{b}_{i}$ and $\hat{b}_{i}^{\dagger}$ are bosonic annihilation and creation operators such that $\hat{n}_{i}=b_{i}^{\dagger} b_{i}$ is the number


Figure 2.5: (a) Laser-assisted hopping in 2D square lattice. (b) is the direction-dependent hopping.
operator of atoms in the lattice site $i . \hat{b}_{i}$ and $\hat{b}_{i}^{\dagger}$ obey the canonical commutation relations $\left[\hat{b}_{i}, \hat{b}_{j}^{\dagger}\right]=\delta_{i j}$. The model is described by the tunneling amplitude $J$, the chemical potential $\mu$ and the on-site interaction $U$ which can be attractive $(U<0)$ or repulsive $U>0$. The phase diagram is known to possess the Mott-insulator phase $(U \gg J)$ and the superfluid phase $(U \ll J)$.

In the following discussion, we consider the non-interacting atom approximation, i.e., $U=0$. To control the hopping, laser-induced tunnelling is introduced [5, 89]. As shown in Ref. [6], this method can be used to create artificial gauge fields in optical lattice. We assume that we have a 3D optical lattice where the tunneling in $z$ direction is turned off and the lattice has the spacing $d_{x}=\lambda / 4\left(d_{y}=\lambda / 2\right)$ in the $x$ and $y$ directions. In the $x$ direction, the two states $|g\rangle$ and $|e\rangle$ have different potentials if their polarizabilities are opposite. By choosing this kind of polarizabilities, one can have state-dependent optical potential. In Fig. 2.5(a), we show state-dependent 2D optical lattice where the blue box is shown in (b), which illustrates the tilted optical potential in the $x$ direction. Two running-wave beams $R_{1}$ and $R_{2}$ with Rabi frequencies $\Omega_{1}$ and $\Omega_{2}$ propagate along -y, which can resonantly drive transitions between $|g\rangle$ and $|e\rangle$ at tilted potentials. Thanks to the different optical potentials felt by $|g\rangle$ and $|e\rangle$, one can drive atoms along specific directions. For example, driving $|g\rangle$ at site $n$ with $\Omega_{1}$ laser will make the atom hopping to $|e\rangle$ at site $n+1$. But if we use $\Omega_{2}$, the atom will be driven to $|e\rangle$ at site $n-1$. In experiment, this tilted potential can be experimentally realized by putting the lattice in static electric field or by accelerating the lattice.

The tunneling between two neighbor sites located at $\boldsymbol{r}_{g}=(n, m)$ and $\boldsymbol{r}_{e}=\boldsymbol{r}_{g}+\boldsymbol{b}_{1}=$ $(n+1, m)$ can be calculated as

$$
\begin{equation*}
J_{e g}^{(x)} e^{i \boldsymbol{k} \cdot \boldsymbol{r}_{g}}=e^{i \boldsymbol{k} \cdot \boldsymbol{r}_{g}} \frac{\hbar \Omega}{2} \int w_{e}^{*}\left(\boldsymbol{r}-\boldsymbol{b}_{1}\right) e^{i \boldsymbol{k} \cdot \boldsymbol{r}} w_{g}(\boldsymbol{r}) d^{2} \boldsymbol{r} \tag{2.36}
\end{equation*}
$$

where $w_{g(e)}(\boldsymbol{r})$ are Wannier functions for corresponding states and $\boldsymbol{b}_{1}=\lambda / 4 \hat{\boldsymbol{x}}$. We can see that the laser induced tunnelings between two neighbor sites $|e\rangle_{n}$ and $|g\rangle_{n \pm 1}$ contain phase factors. Because of the factor $e^{i \boldsymbol{k} \cdot \boldsymbol{r}}$, the integral is nonzero when $2 \pi /|\boldsymbol{k}|$ is of the order of the lattice spacing. This laser driving transition is much stronger than $J$, so the tunnelings along x direction are dominated by $J_{e g}^{(x)}$. Assume that $J_{e g}^{(x)}=J_{x}$ for $\Omega_{1}$ and $\Omega_{2}$. Therefore, the final Hamiltonian is

$$
\begin{align*}
H= & -J_{x} \sum_{n, m}\left(e^{i 2 \pi \alpha m} \hat{c}_{2 n+1, m}^{\dagger} \hat{c}_{2 n, m}+e^{i 2 \pi \alpha m} \hat{c}_{2 n+1, m}^{\dagger} \hat{c}_{2(n+1), m}+\text { h.c. }\right) \\
& -J_{y} \sum_{n, m}\left(\hat{c}_{n, m \pm 1}^{\dagger} \hat{c}_{n, m}+\text { h.c. }\right), \tag{2.37}
\end{align*}
$$

where $\alpha=\frac{k_{y} \lambda}{4 \pi}$, which can be tuned by adjusting the angle between laser beam and the z-axis.

To realize such experiment, cold atoms with long lifetime for excited state should be considered. For example, atoms with two electrons in the outermost shell, i.e., ytterbium and alkaline-earth atoms, have a spin-singlet ground state and a long-lived spin triplet excited state. Further more, in order to avoid excitations to higher-lying motional Bloch band, the Rabi frequency $\Omega$ should be small compared to the energy gap between ground and first excited bands.

### 2.4 Artificial Gauge Fields by Laguerre-Gauss Laser Modes

In 1992, Allen et al. found that laser beams with angular momentum could be experimentally realized. These laser beams have helical phase fronts and so have an azimuthal component to the Poynting vector, which results in angular momentum along the beam travelling axis. The applications of orbit angular momentum of laser light include Hall effects [90, 91], cooling of rotational motion [92], measuring superfluid fraction [93]. It provides a useful tool for quantum information processing and quantum simulation. For
example, creation of artificial gauge fields using laser with angular momentum is studied in wide literature [61, 94, 95, 96, 91, 97].

Laguerre-Gauss (LG) modes are those modes with nonzero intrinsic orbital angular momenta. They form a complete and orthogonal basis from which an arbitrary field distribution can de described. LG modes can be produced by using computer generated holograms [98] or spatial light modulator [99]. LG laser has been shown to trap cold atoms in a ring structure potential [100]. And recently, many works have shown circulating currents with the similar ring structure [93, 101, 102]. Interestingly, one can also use LG laser to create ring-shaped optical lattice (RSOL) [61, 103]. In Ref. [61], RSOL is obtained by interfering a LG beam and a plane wave. Another method [103] to create RSOL is to use two LG modes with different azimuthal indices. The spatial structure of the intensity distribution can be manipulated by changing the detuning between laser frequency and atomic resonance frequency. RSOL make it ideal for studying persistent currents in a geometry with periodic boundary conditions. It stimulates many potential applications, such as quantum engine [104], superfluid qubits [105, 106], and atomtronics [107].

With the help of the laser-driven-hopping in lattice, we will show that one can naturally create artificial gauge fields in this RSOL. This LG laser-driven proposal is different from those for atoms cloud [94, 95, 96, 97] where Berry's approach is used. Here we employ LG-laser-assisted tunneling to produce artificial gauge field in ring lattice or square lattice. Using this LG-laser-assisted method, one can detect Abelian and non-Abelian artificial gauge fields by interference patterns. As shown in Fig. 2.6(a), the LG laser is applied perpendicular to the lattice. The amplitude of the LG laser resonant to the $|g\rangle-|e\rangle$ transition reads

$$
\begin{equation*}
E(\mathbf{r})=E f_{p l}(r) e^{i l \varphi} e^{i(\omega t-k z)} \tag{2.38}
\end{equation*}
$$

where $f_{p l}(r)=(-1)^{p} \sqrt{\frac{2 p!}{\pi(p+|l|)!}}{ }^{|l|+2} L_{p}^{|l|} e^{-\xi^{2}}, \xi=\frac{\sqrt{2} r}{r_{\mathrm{w}}}, r_{\mathrm{w}}$ is the waist of the beam, and $L_{p}^{|l|}$ are the Laguerre functions [61]. For an $N_{S} \times N_{S} 2 \mathrm{D}$ lattice, we choose $r_{\mathrm{w}}=N_{S} a / 2$. The cylindrical coordinate $(r, \varphi, z)$ is chosen that the longitudinal axis $z$ is along the propagation direction of the LG laser, and the labels $p$ and $l$ represent the radial and azimuthal indices, respectively. In Fig. 2.6(a) and (b), we show LG-laser-assisted tunneling in square lattice in $x y$ plane. This method is quite similar to the one used in the experiment of forming toroidal BEC [101] where atoms can be confined and guided by the LG laser. We would like to note that apart from the typical square lattice system which


Figure 2.6: Schematic diagram for generating strongly localized effective Abelian and non-Abelian gauge fields with cold atoms trapped in square (a), (b) and ring (c) lattices. (d) and (e) are two schemes to generate Abelian and non-Abelian artificial gauge fields.
can be created by the interference of counter-propagating laser beams at the "anti-magic" wavelength, a ring lattice in (c) can be created by interfering an off-resonant LG laser and a plane wave with wavelength chosen to be at the "anti-magic" wavelength [61]. At this stage, the lattice depth is set to be very large such that the tunneling of atoms is strongly suppressed. As shown in Fig. 2.6(d), resonant LG lasers are applied to drive transitions between the $|g\rangle$ and $|e\rangle$ states, leading to atomic hoppings along a loop as shown in Fig. 2.6(b). Different values of $l$ correspond to different accumulated phase when atoms move around the loop. We consider $l=1$ and $l=0$ lasers here. For the former with $l=1$, it is found that the accumulated phase is $\pi$, which resembles a system where an Abelian magnetic field is applied to the atoms. For the latter with $l=0$, the accumulated phase is 0 , thus emulating a system with a zero magnetic field applied to the atoms. Moreover, when considering two sub-states in each $|g\rangle$ and $|e\rangle$ levels, which is shown in Fig. 2.6(e), $\mathrm{SU}(2)$ field can be generated by employing two LG lasers with $l=0$ and $l=1$ to drive transitions between different sub-states.

We first consider a Hamiltonian describing atoms with only one sub-state in each $|g\rangle$ and $|e\rangle$ levels as

$$
\begin{equation*}
H=\sum_{s=g, e} \int d \mathbf{r} \psi_{s}^{\dagger}(\mathbf{r})\left[\frac{\hat{\mathbf{p}}^{2}}{2 m}+\eta_{s} V(\mathbf{r})\right] \psi_{s}(\mathbf{r})-\int d \mathbf{r}\left[d_{e g} E(\mathbf{r})^{*} e^{i \omega t} \psi_{e}^{\dagger}(\mathbf{r}) \psi_{g}(\mathbf{r})+h . c .\right] . \tag{2.39}
\end{equation*}
$$

The three terms in turn give the kinetic energy, the lattice potential, the laser-assisted
transition, respectively. The state-dependent sign of the lattice potential $V(r)$ is denoted by $\eta_{g}=+$ and $\eta_{e}=-$, due to the lattice lasers at the "anti-magic" wavelength. The dipole moment of the $|g\rangle-|e\rangle$ transition is denoted by $d_{e g}$.

We choose a lattice potential $V$ that is minimized at sites $\mathcal{G}=\{$ open-circle sites $\}$ and maximized at sites $\mathcal{E}=\{$ solid-circle sites $\}$ (see Fig. 2.6). In the presence of a deep lattice potential, $\psi_{s}^{\dagger}(\mathbf{r})$ can be expressed by Wannier functions in the lowest band as $\psi_{g(e)}^{\dagger}(\mathbf{r}) \simeq \sum_{j \in \mathcal{G}(\mathcal{E})} a_{j}^{\dagger} \omega^{*}\left(\mathbf{r}-\mathbf{r}_{\mathbf{j}}\right)$. In the numerical simulation, we approximate the Wannier functions to be Gaussion functions. Here, we have assumed that the lattice potential is symmetric for the $|g\rangle$ and $|e\rangle$ states. The Hamiltonian then reduces to a tight-binding model as

$$
\begin{equation*}
H=-\sum_{\langle i, j\rangle}\left(J_{i, j} \hat{a}_{i}^{\dagger} \hat{a}_{j}+h . c .\right)+\sum_{i} \epsilon_{i} \hat{a}_{i}^{\dagger} \hat{a}_{i} . \tag{2.40}
\end{equation*}
$$

Here, the chemical potential $\epsilon_{i}$ is not relevant in terms of the gauge fields, so we treat it as uniform by tuning the lattice potential. For the first hopping term, $\langle i, j\rangle$ denotes two nearest-neighbor (NN) sites that one is in the set $\mathcal{G}$ while the other is in the set $\mathcal{E}$, between which the tunnelling is induced by the LG laser and has a strength

$$
\begin{equation*}
J_{i, j}=d_{e g} E \int d \mathbf{r} \omega^{*}\left(\mathbf{r}-\mathbf{r}_{i}\right) f_{p l}(r) e^{-i l \varphi} e^{i k z} \omega\left(\mathbf{r}-\mathbf{r}_{j}\right) \tag{2.41}
\end{equation*}
$$

where $i \in \mathcal{G}$ and $j \in \mathcal{E}$.
A natural property of the laser with a non-zero orbital angular momentum is a position-dependent phase. Since the laser is applied perpendicular to the lattice, the phase of $J_{i, j}$ will only depend on the azimuthal angle $\varphi$, as shown in Eq. (2.41). The phase of $J_{i, j}$ can be estimated as $J_{i, j} \propto e^{-i l \varphi}$ with $\varphi$ the azimuthal angle of the midpoint between two adjacent sites $i \in \mathcal{G}$ and $j \in \mathcal{E}$. We would like to remark that the sign of the phase depends on the tunneling direction, where for $i \in \mathcal{E}$ and $j \in \mathcal{G}, J_{i, j} \propto e^{i l \varphi}$. Due to the vortex of the LG laser, the accumulated phase for atoms moving around a loop enclosing or excluding the laser centre are different. As a simplified illustration, we consider a centre cell of the square lattice [blue square in the centre of Fig. 2.6(b)]. Here, we assume that the laser centre coincides with the centre of this cell. As a foursite circle, $\mathcal{G}$ and $\mathcal{E}$ sites appear alternatively. Without the loss of generality, we assume $\varphi=0$ along the upward direction in Fig. 2.6(b). Then, for a particle moving in a counterclockwise direction, it undergoes tunneling with phases $0, \frac{l \pi}{2},-l \pi$, and $\frac{3 l \pi}{2}$ in the four links, respectively. As a result, the accumulated phase around the centre cell is given by


Figure 2.7: Numerically calculated net flux for each cell on a 2 D square lattice.
$0+\frac{l \pi}{2}-l \pi+\frac{3 l \pi}{2}=l \pi$. By choosing an odd $l$, the accumulated phase is nontrivial, giving a non-zero gauge field within the centre cell. In the following, we focus on the case with $l=1$ for the generation of an Abelian gauge field. As a comparison, a laser with $l=0$ will give a zero accumulated phase and therefore correspond to a zero gauge field. On the other hand, for a cell far away from the laser centre [green square in Fig. 2.6(b)], the accumulated phase is always zero for any $l$, which means that a non-zero gauge field is strongly localized inside the centre cell for $l=1$, resembling a very thin solenoid. As an illustration, we consider a cell centred around $\mathbf{r}_{0}$. The laser centre is set to be the origin of the system. The coordinates of each site belonging to the cell is $\mathbf{r}=\mathbf{r}_{0}+\delta \mathbf{r}$, which gives the arimuthal angle

$$
\begin{equation*}
\varphi=\arctan \left(\frac{y}{x}\right) \simeq \varphi_{0}+\frac{\cos \varphi_{0} \delta y-\sin \varphi_{0} \delta x}{r_{0}} \tag{2.42}
\end{equation*}
$$

provided $r_{0} \gg a$. Here $\varphi_{0}$ is the azimuthal angle of $r_{0}$, and $a$ is the lattice constant. With $\delta x, \delta y= \pm \frac{a}{2}$, the accumulated phase is zero for a cell away from the laser centre.

Numerical simulation for the accumulated flux $\phi_{i j}$ is shown in Fig. 2.7, where an $l=1 \mathrm{LG}$ laser drives the tunnelling of atoms along a loop enclosing the lattice centre that coincides with the laser centre. The flux is defined as $\phi_{i, j}=\arg \left(J_{i, j}\right)-\arg \left(J_{i, j+1}\right)+$ $\arg \left(J_{i+1, j+1}\right)-\arg \left(J_{i+1, j}\right)$, where the tunneling strength $J_{i, j}$ is given in Eq. (2.41). As shown in Fig. 2.7, the gauge field is non-zero within only a few cells around the centre. We would like to remark that even if the centre of the laser is slightly shifted from that of the lattice, it will not affect the results significantly, although some small fluctuations may appear around the solenoid. In a similar way, an LG laser drives tunnelling of atoms which are trapped in a ring lattice. For an $l=1$ laser, the accumulated phase along the


Figure 2.8: The time evolution of particle distributions for particles hopping around a loop formed by LG beams in a ring with $N_{\mathrm{L}}=100$ sites under a zero gauge field (a), an Abelian $\mathrm{U}(1)$ field (b), or a non-Abelian $\mathrm{SU}(2)$ field ((c) and (d)).
ring is $\pi$. It is straightforward to extend to the $\mathrm{SU}(2)$ case, where $\psi_{s}$ becomes a $2 \times 1$ column matrix to include the two sub-states $\left|g_{1}\right\rangle$ and $\left|g_{2}\right\rangle\left(\left|e_{1}\right\rangle\right.$ and $\left.\left|e_{2}\right\rangle\right)$ in $|g\rangle(|e\rangle)$ level [see Fig. 2.6(e)]. Two laser beams with $l=0$ and $l=1$ are employed to drive $\left|g_{1}\right\rangle-\left|e_{2}\right\rangle$ and $\left|g_{2}\right\rangle-\left|e_{1}\right\rangle$ transitions, respectively. To give a unitary hopping matrix for two spins, we should choose $l=0$ and $l=1$ lasers with the same amplitude to drive the spinflipping transitions. It is satisfied when we apply an LG mode with $p=0, l=1$, and a superposition of two LG modes with $p=0, l=0$ and $p=1, l=0$. The non-Abelian tunneling matrix is then given by

$$
\hat{J}_{i j}=\left(\begin{array}{cc}
0 & \left|J_{i j}\right|  \tag{2.43}\\
J_{i j} & 0
\end{array}\right)
$$

where $J_{i j}$ is given in Eq. (2.41).
For a 1D ring-shaped optical lattice as illustrated in Fig. 2.6(c), numerical simulations for spatial distributions of particle numbers are plotted in Fig. 2.8, where the particle numbers are shown as a percentage of the total number in the initially prepared BEC. We have chosen the lattice site number as $N_{\mathrm{L}}=100$ and the time period $T$ as 600 in unit of $E_{R} / \hbar$, where $E_{R}$ is the recoil energy and the typical hopping is $J \simeq 0.05 E_{R}$. With $E_{R} / \hbar=2 \pi \times 900 \mathrm{~Hz}$, the time scale is approximately in the range of 100 ms . Distinctly different interference pattens can be seen around $x=N_{\mathrm{L}} / 2$ site for particles experiencing


Figure 2.9: The time evolution of particle distributions for particles hopping around a loop formed by LG beams in a 2D square lattice with $40 \times 40$ sites.
a zero magnetic field as shown in (a), an Abelian $U(1)$ gauge field as shown in (b), and a non-Abelian $\mathrm{SU}(2)$ gauge field as shown in (c)-(d). The interference fringes are closely related to the phase in our scheme. For an LG laser with $l=1$, the accumulated phase along the circle is $\pi$. Since the atoms move along left or right path, the atoms from different paths will possess a different phase factor at the opposite site, giving a destructive interference. For an LG laser with $l=0$, the phase is always zero, which resembles the system with particles moving in the absence of any gauge field. The atoms evolving along two different paths will possess the same phase factor at the opposite site, and the interference is destructive. The reason for the two subfigures in the $\operatorname{SU}(2)$ case is that two effective spins are involved in the $\mathrm{SU}(2)$ field. We plot an effective charge wave density (the sum of densities of the two effective spins) in (c) and an effective spin wave density (the difference of densities of the two effective spins) in (d), respectively. At the $N_{\mathrm{L}} / 2$ site, a destructive (constructive) interference is always seen in (b) [(a)]. Two components appear with one colored red and the other blue, where the constructive interference occurs for one type (red).

For the 2D square lattice case as illustrated in Fig. 2.6(b), we can also prepare the initial state by loading a BEC around one plaquette. At one side, evolve the system, and detect the particle distributions at the opposite side. The initial state as shown in Fig. 2.9(a) is prepared with particles occupying a small area around $x=N_{S} / 2, y=N_{S} / 4$ with $N_{S}=40$. Such an initial state can be achieved as a ground state of the system with
two lasers $l=0$ and $l=1$ switched on. After the initial state is prepared, we switch off the $l=0$ and $l=1$ lasers and turn on the following discussed corresponding LG beams at time $t=0$ to drive the time evolution. For the $\mathrm{U}(1)$ Abelian field case as shown in Fig. 2.9(b), we turn on an $l=1$ laser as illustrated in Fig. 2.6(d), and for the non-Abelian $\mathrm{SU}(2)$ field case as shown in Fig. 2.9 (c)-(d), we turn on two orthogonally polarized $l=0$ and $l=1$ lasers as illustrated in Fig. 2.6(e). Numerical simulations with time show that the angular momentum imparted by the LG beams results in a circular distributions of atoms. The particle number distribution at the opposite side of the circle from the initially prepared site again shows clear destructive interference in the case of the Abelian gauge field - the signature of the AB effect. As a concrete example, screenshots at time $t=4000 \hbar / E_{R}$ are given in Fig. 2.9 (b)-(d). The effect is similar to the ring geometry case.

## Chapter 3

## Topological Phases in One Dimensional Optical Lattice

Gauge fields are pivotal in our understanding of physics at all scales. At the highest energy scales known, the microscopic universe is governed by particles interacting with each other through the exchange of gauge bosons. At the largest length scales, our Universe is ruled by gravity, whose gauge structure suggests the existence of a particle called the graviton that mediates the gravitational force. At the mesoscopic scale, solidstate systems are subjected to gauge fields of different nature: materials can be immersed in external electromagnetic fields, but they can also feature emerging gauge fields in their low-energy description.

### 3.1 Su-Schrieffer-Heeger Model

In 1979, W.P. Su, J.R. Schrieffer, and A.J. Heeger gave the theoretical explanation for the soliton formation in long-chain polyenes [108]. Polyacetylene, $(\mathrm{CH})_{x}$, is a simple linear polymer formed as a chain of CH groups, as shown in Fig. 3.1. The separations between neighbor carbon atoms are around $1 \AA$. In polyacetylene, the uniform array of carbon atoms is unstable. In fact, equilibrium is achieved only after the atoms shift from the equally spaced positions. This mechanism is known for Peierls distortion.
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Figure 3.1: The dimerized trans-polyacetylene.

### 3.1.1 Peierls Distortion

The polyacetylene can be described as

$$
\begin{equation*}
H_{S S H}=H_{\pi}+H_{p h}+H_{\pi-p h} . \tag{3.1}
\end{equation*}
$$

$H_{\pi}$ represents the hopping of $\pi$ electrons along the chain without spin flip. $H_{p h}$ is the phonon Hamiltonian of the lattice. And $H_{\pi-p h}$ describes the interactions between electrons and phonons. The Hamiltonian for the free electron is

$$
\begin{equation*}
H_{\pi}=-t_{0} \sum_{n, s}\left(\hat{c}_{n+1, s}^{\dagger} \hat{c}_{n, s}+\hat{c}_{n, s}^{\dagger} \hat{c}_{n+1, s}\right), \tag{3.2}
\end{equation*}
$$

where $\hat{c}_{n, s}^{\dagger}$ and $\hat{c}_{n, s}$ describe the creation and annihilation of $\pi$ electrons along the chain without spin flip. $t_{0}$ is the hopping amplitude for equally spaced crystal and $s$ labels the spin orientation. The phonon Hamiltonian is

$$
\begin{equation*}
H_{p h}=\sum_{n} \frac{p_{n}^{2}}{2 m}+\frac{K}{2}\left(u_{n+1}-u_{n}\right)^{2}, \tag{3.3}
\end{equation*}
$$



Figure 3.2: Energy band structures for electrons hopping in the crystal with (a) equal space and (b) unequal spaces.
where $m$ is the mass of one unit of the chain, $u_{n}$ is the displacement of the $n$th unit from its equilibrium position and $p_{n}$ is the momentum conjugate to $u_{n}$. $K$ represents an effective spring constant describing a harmonic approximation to the bond energy. The $\pi$-electron-phonon interaction is given by

$$
\begin{equation*}
H_{\pi-p h}=\alpha \sum_{n, s}\left(u_{n+1}-u_{n}\right)\left(\hat{c}_{n+1, s}^{\dagger} \hat{c}_{n, s}+\hat{c}_{n, s}^{\dagger} \hat{c}_{n+1, s}\right) \tag{3.4}
\end{equation*}
$$

Here the linear terms in $u_{n}$ is justified for the weak coupling.
Assuming that $m \rightarrow \infty$, one can treat the motion of the nuclei in a classical way. The dynamics of electrons is influenced by the coupling to phonons of the crystal. Because the electron-phonon coupling is invariant under spatial translations $2 m a, m= \pm 1, \pm 2, \ldots$, the Brillouin zone is reduced to $-\frac{\pi}{2 a}<k<\frac{\pi}{2 a}$ and the energy band splits into two bands which are called valence and conduction bands as shown in Fig. 3.2(b). This band splitting effect is produced by the spontaneous symmetry-breaking of the translation symmetry. The ground state is spontaneously distorted to form a charge-density wave with $\left\langle u_{n}\right\rangle \neq 0$. To see how this spontaneous symmetry-breaking take places, we should find out the ground energy of the system. With the spatial translation invariance of 2 ma , the $u_{n}$ s are constrained: $u_{n} \rightarrow\left\langle u_{n}\right\rangle=(-1)^{n} \delta . \delta$ can be regarded as the phonon field produced from crystal distortion. Therefore, the Hamiltonian Eq. (3.1) can be rewritten
as

$$
\begin{equation*}
H_{S S H}(\delta)=-\sum_{n, s}\left[t_{0}+(-1)^{n} 2 \alpha \delta\right]\left(\hat{c}_{n+1, s}^{\dagger} \hat{c}_{n, s}+\hat{c}_{n, s}^{\dagger} \hat{c}_{n+1, s}\right)+2 N K \delta^{2} . \tag{3.5}
\end{equation*}
$$

for a chain of $N$ monomers in a crystal. Under the periodic boundary condition, one can make Fourier transformations in the reduced Brillouin zone

$$
\begin{equation*}
\hat{c}_{k s-}=\frac{1}{\sqrt{N}} \sum_{n, s} e^{-i k n a} \hat{c}_{n s}, \quad \hat{c}_{k s+}=-i \frac{1}{\sqrt{N}} \sum_{n, s} e^{-i k n a}(-1)^{n} \hat{c}_{n s} . \tag{3.6}
\end{equation*}
$$

for valence and conduction bands, respectively. After these transformations, the Hamiltonian reads

$$
\begin{equation*}
H_{S S H}(\delta)=\sum_{k, s}\left[\varepsilon_{k}\left(\hat{c}_{k s+}^{\dagger} \hat{c}_{k s+}-\hat{c}_{k s-}^{\dagger} \hat{c}_{k s-}\right)+\Delta_{k}\left(\hat{c}_{k s+}^{\dagger} \hat{c}_{k s-}+\hat{c}_{k s-}^{\dagger} \hat{c}_{k s+}\right)\right]+2 N K \delta^{2} . \tag{3.7}
\end{equation*}
$$

where $\Delta_{k}=4 a \delta \sin k a, \varepsilon_{k}=2 t_{0} \cos k a$. Finally, $H_{S S H}(\delta)$ can be diagonalized by making a Bogoliubov transformation:

$$
\begin{aligned}
& \hat{a}_{k s-}=\alpha_{k} \hat{c}_{k s-}-\beta_{k} \hat{c}_{k s+}, \\
& \hat{a}_{k s+}=\beta_{k} \hat{c}_{k s-}+\alpha_{k} \hat{c}_{k s+},
\end{aligned}
$$

with $\left|\alpha_{k}\right|^{2}+\left|\beta_{k}\right|^{2}=1$. Then we can get

$$
\begin{equation*}
H_{S S H}(\delta)=\sum_{k, s} E_{k}\left(\hat{n}_{k s+}-\hat{n}_{k s-}\right)+2 N K \delta^{2}, \tag{3.8}
\end{equation*}
$$

where $E_{k}=\left(\varepsilon_{k}^{2}+\Delta_{k}^{2}\right)^{1 / 2}$ and

$$
\begin{aligned}
\alpha_{k} & =\sqrt{\frac{1+\varepsilon_{k} / E_{k}}{2}} \\
\beta_{k} & =\sqrt{\frac{1-\varepsilon_{k} / E_{k}}{2}} \operatorname{sgn}\left(\Delta_{k}\right) .
\end{aligned}
$$

In the half-filled case, the total energy of the system is

$$
\begin{equation*}
E_{0}(\delta)=-\frac{4 N t_{0}}{\pi} \int_{0}^{\pi / 2}\left[1-\left(1-z^{2}\right) \sin ^{2} x\right]^{1 / 2} d x \tag{3.9}
\end{equation*}
$$



Figure 3.3: The total energy $E_{0}$ as a function of $\delta$.
with $z=2 \alpha \delta / t_{0}$. For small $\delta$

$$
\begin{equation*}
\frac{E_{0}(\delta)}{N} \approx-4 \frac{t_{0}}{\pi}-\frac{2 t_{0}}{\pi}\left[\ln \left(\frac{4}{z}\right)-\frac{1}{2}\right] z^{2}+K \frac{t_{0}^{2} z^{2}}{2 \alpha^{2}} . \tag{3.10}
\end{equation*}
$$

As $|z| \rightarrow 0$, the logarithmic term dominates and $E_{0}$ has a maximum at $\delta=0$, which is consistent with Peierls theorem. For an assumed energy gap of $2 \Delta=1.4 \mathrm{eV}$ and parameters $\alpha=4.1 \mathrm{eV} / \AA, K=21 \mathrm{eV} / \AA^{2}$, and $t_{0}=2.5 \mathrm{eV}$, we can find the minimum energy mean-field distortion to be at $\delta_{0} \approx 0.04 \AA$. As shown in Fig. 3.3, the two minima at $\delta=+\left|\delta_{0}\right|$ and $\delta=-\left|\delta_{0}\right|$ correspond to different phases A and B (Fig. 3.1(a) and (b)). The symmetric point at $\delta=0$ is unstable. The symmetry breaking will lead to the system in either vacuum A or B , or both. For the first two cases, the phonon fields are constant, i.e., $\pm\left|\delta_{0}\right|$. If both A and B coexist in the crystal, then a boundary excitation can be yielded which is know as soliton [109]. The soliton continuously connects the phonon fields in both vacua. In Fig. 3.4, there are two constant phonon fields $\pm\left|\delta_{0}\right|$ corresponding to $A$ and $B$ phases. There are also two solitons $\pm \delta_{s}$ surviving at the boundary between A and B. In Fig. 3.1(c), one soliton is created at the interface. The phonon field of the soliton interpolates from B to A. In polyacetylene, the solitons are domain walls that separate regions with different vacua.

The dimerized chain shown above is natural in crystal. This effect is called Peierls instability or Peierls distortion. This is first pointed out by R. E. Peierl [110]. It states that a 1 D equally spaced chain with one electron per ion is unstable. The distortion makes ions moves closer to one neighbor but further away from the other neighbor. In this way, the chain is formed alternately by long bonds and short bonds. The original


Figure 3.4: The two constant fields $\pm\left|\delta_{0}\right|$ correspond to two vacua A and B , respectively. The two kink fields $\pm \delta_{s}$ interpolate between A and B .
single band for equally spaced chain changes to separated two bands (see Fig. 3.2).

### 3.1.2 Topological Edge States

The soliton at the interface represents the topological difference between A and B. There also exist topological states at the lattices in Fig. 3.1(a) and (b). To visualize the topological states, we consider the SSH model in the real space. The SSH Hamiltonian can simply written as

$$
\begin{equation*}
H_{s s h}=\sum_{n} J_{1} \hat{a}_{n}^{\dagger} \hat{b}_{n}+J_{2} \hat{b}_{n}^{\dagger} \hat{a}_{n+1}+h . c . \tag{3.11}
\end{equation*}
$$

where $\hat{a}_{n}^{\dagger}\left(\hat{b}_{n}^{\dagger}\right)$ and $\hat{a}_{n}\left(\hat{b}_{n}\right)$ are the creation and annihilation operators of particles on $\mathrm{A}(\mathrm{B})$ sublattice at the unit cell $j$. In this model, each unit cell is composed of two subsites, $A$ and $B$. In general, the hopping terms in the unit cell $J_{1}$ and between neighbor cells $J_{2}$ are different. This enables the two band structure. Here, we assume $J_{1}=1-\cos \varphi_{\lambda}, J_{2}=$
$1+\cos \varphi_{\lambda}$. The above Hamiltonian can be written as

$$
\begin{align*}
H_{s s h}= & \sum_{n=1}^{N}\left(\begin{array}{ll}
\hat{a}_{n}^{\dagger} & \hat{b}_{n}^{\dagger}
\end{array}\right)\left(\begin{array}{cc}
0 & J_{1} \\
J_{1} & 0
\end{array}\right)\binom{\hat{a}_{n}}{\hat{b}_{n}}+\left(\begin{array}{cc}
\hat{a}_{n+1}^{\dagger} & \hat{b}_{n+1}^{\dagger}
\end{array}\right)\left(\begin{array}{cc}
0 & J_{2} \\
0 & 0
\end{array}\right)\binom{\hat{a}_{n}}{\hat{b}_{n}} \\
& +\left(\begin{array}{ll}
\hat{a}_{n}^{\dagger} & \hat{b}_{n}^{\dagger}
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
J_{2} & 0
\end{array}\right)\binom{\hat{a}_{n+1}}{\hat{b}_{n+1}} \\
= & \sum_{n=1}^{N} \mathcal{M} \Psi_{n}^{\dagger} \Psi_{n}+\mathcal{T}^{\dagger} \Psi_{n+1}^{\dagger} \Psi_{n}+\mathcal{T} \Psi_{n}^{\dagger} \Psi_{n+1}, \tag{3.12}
\end{align*}
$$

with

$$
\mathcal{M}=\left(\begin{array}{cc}
0 & J_{1} \\
J_{1} & 0
\end{array}\right), \mathcal{T}=\left(\begin{array}{cc}
0 & 0 \\
J_{2} & 0
\end{array}\right)
$$

We make an ansatz for the edge state $\psi=\sum_{n} \lambda^{n} \xi$, where $\xi$ is a 2 component spinor.

$$
\begin{equation*}
H_{s s h} \psi=E \psi . \tag{3.13}
\end{equation*}
$$

From the above equation, we can have

$$
\begin{equation*}
\left(\mathcal{M}+\lambda \mathcal{T}^{\dagger}+\lambda^{-1} \mathcal{T}\right) \xi=E \xi \tag{3.14}
\end{equation*}
$$

with $E=0$ for edge state.

$$
\mathcal{M}+\lambda \mathcal{T}^{\dagger}+\lambda^{-1} \mathcal{T}=\left(\begin{array}{cc}
0 & J_{1}+J_{2} \lambda  \tag{3.15}\\
J_{1}+J_{2} \lambda^{-1} & 0
\end{array}\right)
$$

To solve Eq. (3.14), we should find appropriate $\lambda$ for $\operatorname{Det}\left(\mathcal{M}+\lambda \mathcal{T}^{\dagger}+\lambda^{-1} \mathcal{T}\right)=0$. Then we have

$$
\begin{equation*}
J_{1} J_{2} \lambda^{2}+\left(J_{1}^{2}+J_{2}^{2}\right) \lambda+J_{1} J_{2}=0 \tag{3.16}
\end{equation*}
$$

with two solutions for $\lambda$ : $\lambda_{1}=-\frac{J_{1}}{J_{2}}, \lambda_{2}=-\frac{J_{2}}{J_{1}}$. The wavefunction of edge state should decay along the lattice, so $|\lambda|<1$. From this result we can know, when $\left|J_{1}\right|<\left|J_{2}\right|$, $\left|\lambda_{1}\right|<1$; otherwise, $\left|\lambda_{2}\right|<1$. This means that no matter $\left|J_{1}\right|<\left|J_{2}\right|$ or $\left|J_{1}\right|>\left|J_{2}\right|$, there are edge states at $E=0$. This corresponds to the lattice in Fig. 3.5(a). There are no topological phase transitions in the lattice. However, the situation is different for (b). As $\left|J_{1}\right|<\left|J_{2}\right|$, there are degenerate edge states which localize at left and right ends of the lattice. But, if $\left|J_{1}\right|>\left|J_{2}\right|$, no edge states appear in the spectrum gap. Therefore, the lattice is in a non-topological phase.


Figure 3.5: Lattice structure and the corresponding spectrum of SSH model.

### 3.2 Topological Quantum Number in Periodic Lattice

It is well known that a geometric phase is acquired by a slowly moving particle traversing adiabatically through a closed evolution path with a Hamiltonian governed by pathdependent parameters. If the system starts with one of the eigenstates of the system, the adiabatical evolution ensures that the system remains in the particular eigenstate of the system. The Berry's phase depends only on the geometry of the state space of the evolution path, and it is different from the phase arising from dynamical process.

In periodic lattice, the parameter space is naturally defined by the Brillouin zone where Berry's phase can be defined. In 1982, D.J. Thouless et al. showed that Hall conductivity of 2D electronic gas in periodic lattice is quantized [111]. Later, it was found that the Hall conductivity is actually related to the Berry's phase defined in the Brillouin zone of 2D periodic lattice [112, 113]. In 1989, J. Zak found that Berry's phase of electron moving in an inversion symmetric crystal is quantized [19]. This quantized Berry's phase is thereafter called Zak phase. In this section, we discuss Zak phase in the SSH model.

### 3.2.1 Berry's Phase in Periodic Lattice

It is well known from Bloch's theorem that periodic systems exhibit energy band structures. Within the independent particle approximation, the Hamiltonian for a particle in a crystal is

$$
\begin{equation*}
H=\frac{\hat{\boldsymbol{p}}^{2}}{2 m}+V(\boldsymbol{r}), \tag{3.17}
\end{equation*}
$$

where $V(\boldsymbol{r}+\boldsymbol{a})=V(\boldsymbol{r})$ is the periodic potential with $\boldsymbol{a}$ the Bravais lattice vector. According to the Bloch's theorem, the eigenstates of the above Hamiltonian satisfy the boundary condition

$$
\begin{equation*}
\psi_{n \boldsymbol{k}}(\boldsymbol{r}+\boldsymbol{a})=e^{i \boldsymbol{k} \cdot \boldsymbol{a}} \psi_{n \boldsymbol{k}}(\boldsymbol{r}) . \tag{3.18}
\end{equation*}
$$

where $n$ is the band index, $\hbar \boldsymbol{k}$ is the crystal momentum. Eq. (3.18) means that the Bloch functions $\psi_{n \boldsymbol{k}}(\boldsymbol{r})$ obey $\boldsymbol{k}$-dependent boundary conditions. In order to define Berry's phase, one should require parameter-independent boundary conditions which means that all the eigenstates reside in the same Hilbert space. In order to do this, we should make a transformation to the Hamiltonian and eigenstates. The eigenstates can be written as $\psi_{n \boldsymbol{k}}(\boldsymbol{r})=e^{i \boldsymbol{k} \cdot \boldsymbol{r}} u_{n \boldsymbol{k}}(\boldsymbol{r})$. Now the transformed eigentates $u_{n \boldsymbol{k}}(\boldsymbol{r})$ satisfy the periodic boundary conditions

$$
\begin{equation*}
u_{n \boldsymbol{k}}(\boldsymbol{r}+\boldsymbol{a})=u_{n \boldsymbol{k}}(\boldsymbol{r}) \tag{3.19}
\end{equation*}
$$

And the transformed Hamiltonian becomes

$$
\begin{equation*}
H(\boldsymbol{k})=e^{-i \boldsymbol{k} \cdot \boldsymbol{r}} H e^{i \boldsymbol{k} \cdot \boldsymbol{r}}=\frac{(\hat{\boldsymbol{p}}+\hbar \boldsymbol{k})^{2}}{2 m}+V(\boldsymbol{r}) . \tag{3.20}
\end{equation*}
$$

In this way, we have the Hamiltonian $H(\boldsymbol{k})$ and corresponding eigenstates $\left|u_{n}(\boldsymbol{k})\right\rangle$. This Hamiltonian identifies the Brillouin zone as a parameter space where $\boldsymbol{k}$ and $\boldsymbol{k}+\boldsymbol{G}$ denote the same point ( $\boldsymbol{G}$ is the reciprocal lattice vector). By making the phase choice such that $\left|\psi_{n}(\boldsymbol{k})\right\rangle=\left|\psi_{n}(\boldsymbol{k}+\boldsymbol{G})\right\rangle$ and considering Eq. (3.18) and Eq. (3.19), $\left|u_{n}(\boldsymbol{k})\right\rangle$ and $\left|u_{n}(\boldsymbol{k}+\boldsymbol{G})\right\rangle$ follow the phase relation

$$
\begin{equation*}
u_{n \boldsymbol{k}}(\boldsymbol{r})=e^{i \boldsymbol{G} \cdot \boldsymbol{r}} u_{n \boldsymbol{k}+\boldsymbol{G}}(\boldsymbol{r}) . \tag{3.21}
\end{equation*}
$$

This gauge choice is called the periodic gauge [114]. Berry's phase is found to be

$$
\begin{equation*}
\gamma_{n}=\oint_{\mathcal{C}} d \boldsymbol{k} \cdot\left\langle u_{n}(\boldsymbol{k})\right| i \boldsymbol{\nabla}_{\boldsymbol{k}}\left|u_{n}(\boldsymbol{k})\right\rangle . \tag{3.22}
\end{equation*}
$$

### 3.2.2 Zak Phase of SSH Model

In artificial materials, dimerized lattice is easy to be created. There are many systems have realized such dimerized structure, like optical and waveguide lattices [115, 116, 24]. In optical lattice, lasers with different frequencies can be employed to yield superlattice for cold atoms [117]. In Fig. 3.6, we show the optical superlattice realized in experiment which simulates the SSH model. The system is described by Eq. (3.11). In the last section, we have discussed the topological edge state of SSH model in real space. In this section, we study Zak phase of SSH model in the crystal momentum space. By performing


Figure 3.6: The sketch for superlattice. $J_{1,2}$ are the hopping amplitudes of cold atoms between neighbor potential wells.
the Fourier transformations,

$$
\begin{align*}
& \hat{a}_{n}=\frac{1}{\sqrt{N}} \sum_{k} e^{i k \cdot n d} \hat{a}_{k} \\
& \hat{b}_{n}=\frac{1}{\sqrt{N}} \sum_{k} e^{i k \cdot\left(n+\frac{1}{2}\right) d} \hat{b}_{k} \tag{3.23}
\end{align*}
$$

where $N$ is the number of the unit cells in the lattice, we can get

$$
\begin{equation*}
H_{s s h}=-\sum_{k}\left(\hat{a}_{k}^{\dagger}, \hat{b}_{k}^{\dagger}\right) H_{s s h}(k)\binom{\hat{a}_{k}}{\hat{b}_{k}}, \tag{3.24}
\end{equation*}
$$

with $H_{\text {ssh }}(k)=\boldsymbol{h}_{k} \cdot \boldsymbol{\sigma}, \boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right) . \boldsymbol{h}_{k}=\left(\left(J_{1}+J_{2}\right) \cos \frac{k d}{2},\left(J_{2}-J_{1}\right) \sin \frac{k d}{2}, 0\right)$. One can solve the Schrödinger equation to get the two-component spinor eigenstates as

$$
\begin{equation*}
\mathbf{u}_{ \pm, k}=\binom{\alpha_{ \pm, k}}{\beta_{ \pm, k}}=\frac{1}{\sqrt{2}}\binom{\mp 1}{e^{-i \theta_{k}}} \tag{3.25}
\end{equation*}
$$

where $\theta_{k}=\arctan \frac{h_{k}^{y}}{h_{k}^{x}}=\arctan \frac{\left(J_{1}-J_{2}\right) \sin \left(\frac{k d}{2}\right)}{\left(J_{1}+J_{2}\right) \cos \left(\frac{k d}{2}\right)}$. The difference between $J_{1}$ and $J_{2}$ then induces a gap for the Bloch waves that leads to nontrivial topology. This nontrivial topology has a correspondence in real space, i.e., edge modes. With this two eigenvectors,
we can define Zak phase in the Brillouin zone as

$$
\begin{equation*}
\varphi_{Z a k}=i \int_{-G / 2}^{G / 2}\left(\alpha_{k}^{*} \partial_{k} \alpha_{k}+\beta_{k}^{*} \partial_{k} \beta_{k}\right) d k . \tag{3.26}
\end{equation*}
$$

Therefore, we can find that $\varphi_{Z a k,-}=\varphi_{Z a k,+}=\pi / 2$ for $J_{1}>J_{2}$ and $\varphi_{Z a k,-}=\varphi_{Z a k,+}=$ $-\pi / 2$ for $J_{1}<J_{2}$. This two Zak phases for different lattice configurations represent the topological difference between them. It is protected by the intrinsic chiral symmetry of the system. We can change the parameters $J_{1}$ and $J_{2}$ such that the configuration of the lattice can be manipulated. When $J_{1}=J_{2}$, the bandgap between up and low bands closes. In this situation, it returns to single band of homogeneous lattice. The difference between the Zak phases of ground bands for lattices $J_{1}>J_{2}$ and $J_{1}<J_{2}$ is $\pi$. This indicates the topological transition between different phases of SSH lattice. By choosing a different Fourier transformations comparing to Eq. (3.24), Zak phases can be 0 and $\pi$ [118].

Berry's phase in solids [119] can be revealed by magneto-oscillatory effects which have been realized in graphene systems [120, 121]. However, the direct observation of Berry's phase is quite challenging in electronic systems. Adiabatic evolution in the crystal momentum space typically acquires dynamical phase. In general, to distinguish Berry's phase from the dynamical phase is a difficult task. However, Zak phase can be simulated in many interesting systems, such as optical superlattice [117, 13], photonic crystal [25, 27]. Direct measurement of Berry's phase has been reported in optical superlattice using a combination of Bloch oscillation and Ramsey interferometry [117]. One can also measure the reflection phase to indicate Zak phase in 1D photonic crystal [25].

### 3.2.3 Physical Observable Corresponding to Zak Phase

In topological systems, the topological invariants usually correspond to some physical observables. For example, in 2D electron gases, the Hall conductivity is related to the Chern number [111]. In 1993, King-Smith and Vanderbilt pointed out that Zak phase is related to macroscopic polarization in crystalline dielectrics [21].

Without loss of generality, we suppose that the time-varying potential depends on a set of parameters $\mathbf{R}(t)$. The Schödinger equation for the time-dependent wave function $|\psi(t)\rangle$ is

$$
\begin{equation*}
i \hbar \partial_{t}|\psi(t)\rangle=H(t)|\psi(t)\rangle . \tag{3.27}
\end{equation*}
$$

Suppose that $|n(t)\rangle$ are instantaneous eigenvectors of $H(t)$, so

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{n} e^{-i \int_{0}^{t} d t^{\prime} E_{n}\left(t^{\prime}\right) / \hbar} a_{n}(t)|n(t)\rangle . \tag{3.28}
\end{equation*}
$$

Substitute the above equation to the Eq. (3.27) and we have

$$
\begin{equation*}
\dot{a}_{n}(t)=-\sum_{m} a_{m}(t)\langle n(t)| \partial_{t}|m(t)\rangle e^{-i \int_{0}^{t} d t^{\prime}\left(E_{m}\left(t^{\prime}\right)-E_{n}\left(t^{\prime}\right)\right) / \hbar} \tag{3.29}
\end{equation*}
$$

Under the parallel transport condition, i.e.,

$$
\begin{equation*}
\langle n(t)| \partial_{t}|n(t)\rangle=\dot{\mathbf{R}}(t)\langle n(t)| \frac{\partial}{\partial \mathbf{R}}|n(t)\rangle=0 . \tag{3.30}
\end{equation*}
$$

We denote the wave functions satisfying above condition as $|\tilde{n}\rangle$. If the time evolution is adiabatic, i.e., $\dot{\mathbf{R}}(t)=0$, we have $\dot{a}_{n}(t)=$ to zeroth order. To first-order correction, for $m \neq n$,

$$
\begin{equation*}
\partial_{t} a_{m}(t)=-\langle\tilde{m}| \partial_{t}|\tilde{n}\rangle e^{-i \int_{0}^{t} d t^{\prime}\left(E_{n}\left(t^{\prime}\right)-E_{m}\left(t^{\prime}\right)\right) / \hbar} . \tag{3.31}
\end{equation*}
$$

After integrating above equation by parts, one has

$$
\begin{equation*}
a_{m}=-i \hbar \frac{\langle\tilde{m}| \partial_{t}|\tilde{n}\rangle}{E_{n}-E_{m}} e^{-i \int_{0}^{t} d t^{\prime}\left(E_{n}\left(t^{\prime}\right)-E_{m}\left(t^{\prime}\right)\right) / \hbar} \tag{3.32}
\end{equation*}
$$

Finally, to first order, the wavefunction is

$$
\begin{equation*}
|\psi(t)\rangle=e^{-i \int_{0}^{t} d t^{\prime} E_{n}\left(t^{\prime}\right) / \hbar}\left(|\tilde{n}\rangle-i \hbar \sum_{m \neq n} \frac{\langle\tilde{m}| \partial_{t}|\tilde{n}\rangle}{E_{n}-E_{m}}|\tilde{m}\rangle\right) . \tag{3.33}
\end{equation*}
$$

We now consider a slowly varying time-periodic potential which satisfies $H(t+T)=$ $H(t)$. We discuss the problem by considering the eigenstates $\left\{\left|u_{n}(k, t)\right\rangle\right.$ of $H(k, t)$ (see Eq. (3.20)). Therefore, from Eq. (3.33) the wave function is given as

$$
\begin{equation*}
\left|u_{n}\right\rangle-i \hbar \sum_{m \neq n} \frac{\left|u_{m}\right\rangle\left\langle u_{m}\right| \partial / \partial t\left|u_{n}\right\rangle}{E_{n}-E_{m}} . \tag{3.34}
\end{equation*}
$$

Now we also want to know the velocity of particle. From Heisenberg equation we can get that $\boldsymbol{v}=\dot{\boldsymbol{r}}=(i / \hbar)[H, \boldsymbol{r}]$. Here in the $k$ representation as defined in Eq. (3.20), we can
have

$$
\begin{align*}
\boldsymbol{v}(\boldsymbol{k}) & =\frac{i}{\hbar} e^{-i \boldsymbol{k} \boldsymbol{r}}[H, \boldsymbol{r}] e^{i \boldsymbol{k} \boldsymbol{r}} \\
& =\frac{1}{\hbar} \frac{\partial H}{\partial k} \tag{3.35}
\end{align*}
$$

where we use $\boldsymbol{r}=i \partial / \partial \boldsymbol{k}$. The average velocity for a given $k$ is

$$
\begin{equation*}
v_{n}(k)=\frac{1}{\hbar} \frac{\partial E_{n}(k)}{\partial k}-i \sum_{m \neq n}\left(\frac{\left\langle u_{n}\right| \partial H / \partial k\left|u_{m}\right\rangle\left\langle u_{m}\right| \partial / \partial t\left|u_{n}\right\rangle}{E_{n}-E_{m}}-\text { c.c. }\right) \tag{3.36}
\end{equation*}
$$

where c.c. represents the complex conjugate. To simplify above equation, we have

$$
\begin{align*}
\left\langle u_{n}\right| \frac{\partial H(k)}{\partial k}\left|u_{m}\right\rangle & =\left\langle u_{n}\right| \frac{\partial \sum_{l} E_{l}\left|u_{l}\right\rangle\left\langle u_{l}\right|}{\partial k}\left|u_{m}\right\rangle \\
& =\sum_{l}\left(\frac{\partial E_{l}}{\partial k}\left\langle u_{n} \mid u_{l}\right\rangle\left\langle u_{l} \mid u_{m}\right\rangle+E_{l}\left\langle u_{n}\right| \frac{\partial\left|u_{l}\right\rangle}{\partial k}\left\langle u_{l} \mid u_{m}\right\rangle+E_{l}\left\langle u_{n} \mid u_{l}\right\rangle \frac{\partial\left\langle u_{l}\right|}{\partial k}\left|u_{m}\right\rangle\right) \\
& =\left(E_{m}-E_{n}\right)\left\langle u_{n}\right| \frac{\partial}{\partial k}\left|u_{m}\right\rangle \tag{3.37}
\end{align*}
$$

Thus, the average velocity is

$$
\begin{equation*}
v_{n}(k)=\frac{1}{\hbar} \frac{\partial E_{n}(k)}{\partial k}-i\left(\left\langle\left.\frac{\partial u_{n}}{\partial k} \right\rvert\, \frac{\partial u_{n}}{\partial t}\right\rangle-c . c .\right) . \tag{3.38}
\end{equation*}
$$

The second term is just the Berry curvature $\Omega_{k t}^{n}$ defined in the time-momentum space. So $v_{n}(k)=\frac{1}{\hbar} \frac{\partial E_{n}(k)}{\partial k}-\Omega_{k t}^{n}$. The current of the system can be derived by taking integration over the Brilouin zone. In such situation, only the second term in Eq. (3.38) is nonzero. The induced adiabatic current is given by

$$
\begin{equation*}
j_{c}=-\frac{1}{2 \pi} \sum_{n} \int_{B . Z .} d k \Omega_{k t}^{n} . \tag{3.39}
\end{equation*}
$$

The sum is taken over the filled bands. With the above result, the polarization difference in crystalline solids [21] is

$$
\begin{align*}
\Delta P & =-e \int_{0}^{T} d t j_{c} \\
& =\frac{e}{2 \pi} \sum_{n} \int_{0}^{T} d t \int_{B . Z .} d k \Omega_{k t}^{n} \tag{3.40}
\end{align*}
$$

With this, King-Smith and Vanderbilt defined the electric polarization of crystalline solid as $P=-e q_{n}$. So Zak phase, adiabatic pump and polarization have close relation. Recently, the particle pumping is realized in many groups with cold atoms in optical lattices [12, 14].

### 3.3 Extended SSH Model

We have studied the SSH model in the dimerized lattice and the Zak phase. SSH lattice has only two energy bands. And the topological phase transition takes place when the bandgap closes. To investigate more general situations, we would like to consider the system with higher energy bands. A simple extension to SSH model is to allow for more subsites in every unit cell. We here discuss the extended SSH model with four sublattices.

### 3.3.1 Three-Band Model: Aharonov-Bohm Cage

Generalizing the dimerized lattice to more complex superlattice is nontrivial. As shown in Fig. 3.7(a), we consider a 1D optical lattice with three subsites $A, B, C$ in a cell. This lattice is topologically nontrivial. It can produce fractional charges which are related to the symmetry and topology of the system [122, 123]. Here we show that the next-nearest-neighbor (NNN) hopping can lead to interesting effect. In Fig. 3.7(a), $J_{1}$ and $J_{2}$ are the NN tunnelings for $c_{n-1}$ and $a_{n}, a_{n}$ and $b_{n}$, respectively. They are tuned by the potential height between the wells. The tunneling between $b_{n}$ and $c_{n}$ is vanishing because of large height between them. However, the long-range hopping can be engineered via laser-assisted tunneling which is used to generate artificial gauge field [88, 71]. $J_{3}$ is the NNN hopping from $b_{n-1}$ to $a_{n}$, and $J_{4}$ is the one from $a_{n}$ and $c_{n}$. Because of the laser driving, $J_{3}$ and $J_{4}$ contain phase factors. Fig. 3.7(b) shows the equivalent structure of the long-range hopping driven lattice. This rhombic lattice has been studied in photonic lattice $[124,125]$. It can be reduced to SSH model. For example, when $J_{1}=J_{4}=0$, it is SSH lattice for the upper branch. If $J_{2}=J_{3}=0$, SSH lattice is formed for the lower branch. For general situation, there are loops in the lattice.

The Hamiltonian of this system can be written as

$$
\begin{align*}
H= & \sum_{n} J_{1} \hat{a}_{n}^{\dagger} \hat{c}_{n-1}+J_{2} \hat{b}_{n}^{\dagger} \hat{a}_{n}+J_{3} \hat{a}_{n}^{\dagger} \hat{b}_{n-1}+J_{4} \hat{c}_{n}^{\dagger} \hat{a}_{n}+\text { h.c. } \\
& +\Delta_{a} \hat{a}_{n}^{\dagger} \hat{a}_{n}+\Delta_{b} \hat{b}_{n}^{\dagger} \hat{b}_{n}+\Delta_{c} \hat{c}_{n}^{\dagger} \hat{c}_{n} . \tag{3.41}
\end{align*}
$$


(a)

(b)

Figure 3.7: The equivalence between (a) long-range hopping of three-band extended SSH model and (b) rhombic lattice.
where $\hat{\alpha}_{n}^{\dagger}$ and $\hat{\alpha}_{n}$ are operators for creating and annihilating atoms at the $n$th cell of subsites $\alpha$ with $\alpha=a, b, c . \Delta_{\alpha}$ are the chemical potential of these subsites. We can employ the artificial gauge field from Raman transition process to study flat band in 1D optical lattice.

The dynamical equations can be written as

$$
\begin{align*}
i \dot{a}_{n} & =\Delta_{a} a_{n}+J_{1} c_{n-1}+J_{3} b_{n-1}+J_{2}^{*} b_{n}+J_{4}^{*} c_{n}, \\
i \dot{b}_{n} & =\Delta_{b} b_{n}+J_{2} a_{n}+J_{3}^{*} a_{n+1}, \\
i \dot{c}_{n} & =\Delta_{c} c_{n}+J_{1}^{*} a_{n+1}+J_{4} a_{n} . \tag{3.42}
\end{align*}
$$

The solutions for above equations have plane wave form, i.e., $a_{n}=a(t) e^{i k n}, b_{n}=b(t) e^{i k n}$, $c_{n}=c(t) e^{i k n}$. Therefore, we can rewrite the equations as

$$
\begin{align*}
i \dot{a}(t) & =\Delta_{a} a(t)+\left(J_{1} e^{-i k}+J_{4}^{*}\right) c(t)+\left(J_{3} e^{-i k}+J_{2}^{*}\right) b(t), \\
i \dot{b}(t) & =\Delta_{b} b(t)+\left(J_{2}+J_{3}^{*} e^{i k}\right) a(t) \\
i \ddot{c}(t) & =\Delta_{c} c(t)+\left(J_{4}+J_{1}^{*} e^{i k}\right) a(t) . \tag{3.43}
\end{align*}
$$



Figure 3.8: Energy bands with (a) $\theta=0$ and (b) $\theta=\pi$ in rhombic lattice. (c) denotes the localized eigenstate for the flat band in (a). (d) represents the localized eigenstates for flat bands with $E= \pm 2$ in (b). Other parameters are $J_{1}=J_{2}=J_{3}=J_{4}=1, \phi=0$.

Assume $a(t), b(t), c(t) \sim e^{i E t}$, we can get the equation

$$
\begin{align*}
\left(E+\Delta_{a}\right)\left(E+\Delta_{b}\right)\left(E+\Delta_{c}\right)= & \left(E+\Delta_{b}\right)\left[\left|J_{1}\right|^{2}+\left|J_{4}\right|^{2}+2\left|J_{1}\right|\left|J_{4}\right| \cos (\theta-k)\right] \\
& +\left(E+\Delta_{c}\right)\left[\left|J_{2}\right|^{2}+\left|J_{3}\right|^{2}+2\left|J_{2}\right|\left|J_{3}\right| \cos (\phi-k)\right] . \tag{3.44}
\end{align*}
$$

where we assume $J_{1} J_{4}=\left|J_{1}\right|\left|J_{4}\right| e^{i \theta}, J_{2} J_{3}=\left|J_{2}\right|\left|J_{3}\right| e^{i \phi}$. $\theta$ and $\phi$ is related to the artificial gauge fields in the optical lattice. To simplify the discussion, we consider the case with $\Delta_{a}=\Delta_{b}=\Delta_{c}=0$.

The band energies are: $0, \pm \sqrt{J_{1}^{2}+J_{2}^{2}+J_{3}^{2}+J_{4}^{2}+2 J_{1} J_{4} \cos (\theta-k)+2 J_{2} J_{3} \cos (\phi-k)}$. The dispersionless mode is localized state. The origin of such localized state is the effect of destructive interference. The other two modes are delocalized. The bandgap between up and low bands is

$$
\begin{equation*}
\Delta_{k}=2 \sqrt{P_{0}+2 P_{1} \cos (\eta-k)} \tag{3.45}
\end{equation*}
$$

where $P_{0}=J_{1}^{2}+J_{2}^{2}+J_{3}^{2}+J_{4}^{2}, P_{1}=\sqrt{J_{1}^{2} J_{4}^{2}+J_{2}^{2} J_{3}^{2}+2 J_{1} J_{2} J_{3} J_{4} \cos (\theta-\phi)}$ and $\eta=$ $\arccos \frac{A}{\sqrt{A^{2}+B^{2}}}$ with $A=\left|J_{1} J_{4}\right| \cos \theta+\left|J_{2} J_{3}\right| \cos \phi, B=\left|J_{1} J_{4}\right| \sin \theta+\left|J_{2} J_{3}\right| \sin \phi$. The bandgap closes when $\theta-\phi=0$ and $\left|J_{1}\right|=\left|J_{4}\right|,\left|J_{2}\right|=\left|J_{3}\right|$. And the critical momentum


Figure 3.9: Zak phase for (a) the lowest band and (b) the first excited band changing with $J_{2}$ and $J_{4} . J_{1}=J_{3}=3$ is assumed.
is $k_{c}=\theta+\pi$. The interesting result is the flat band $\lambda=0$ [126]. In Fig. 3.8(a) and (b), we present the energy bands for $\theta=0$ and $\theta=\pi$, respectively, with $J_{1}=J_{2}=J_{3}=J_{4}=$ $1, \phi=0$. Interestingly, when $\theta=0$, only the middle band is the flat band. However, when $\theta=\pi$, the three energy bands become flat. The eigenstates corresponding to the flat bands in (a) and (b) are localized. The localized eigenstates are shown in Fig. 3.8(c) and (d). This destructive interference effect is also known for Aharonov-Bohm cage and can be simulated with the artificial gauge field [127].

### 3.3.2 Four-Band Model

We consider the case of four sublattices in a unit cell

$$
\begin{align*}
H_{4 b}= & -\sum_{n}\left(J_{1} \hat{a}_{n}^{\dagger} \hat{b}_{n}+J_{2} \hat{b}_{n}^{\dagger} \hat{c}_{n}+J_{3} \hat{c}_{n}^{\dagger} \hat{d}_{n}+J_{4} \hat{d}_{n}^{\dagger} \hat{a}_{n+1}+\text { h.c. }\right) \\
& -\sum_{n}\left(\Delta_{1} \hat{a}_{n}^{\dagger} \hat{a}_{n}+\Delta_{2} \hat{b}_{n}^{\dagger} \hat{b}_{n}+\Delta_{2} \hat{c}_{n}^{\dagger} \hat{c}_{n}+\Delta_{1} \hat{d}_{n}^{\dagger} \hat{d}_{n}\right) . \tag{3.46}
\end{align*}
$$

$J_{i}$ are the hoppings between different subsites. $\Delta_{1}$ and $\Delta_{2}$ are the energy offsets or chemical potentials. The energy offset is chosen such that the unit cell is inversion


Figure 3.10: Zak phase for the lowest band (a) and the first excited band (b) changes with $J_{1}$ and $J_{4}$. Here $J_{2}=4$.
symmetric. With the periodic boundary conditions, we can make Fourier transformations

$$
\begin{align*}
& \hat{a}_{n}=\frac{1}{\sqrt{N}} \sum_{k} e^{i k n \tilde{d} \hat{d}_{k}} \\
& \hat{b}_{n}=\frac{1}{\sqrt{N}} \sum_{k} e^{i k(n \tilde{d}+\tilde{d} / 4)} \hat{b}_{k}, \\
& \hat{c}_{n}=\frac{1}{\sqrt{N}} \sum_{k} e^{i k(n \tilde{d}+\tilde{d} / 2)} \hat{c}_{k}, \\
& \hat{d}_{n}=\frac{1}{\sqrt{N}} \sum_{k} e^{i k(n \tilde{d}+3 \tilde{d} / 4)} \hat{d}_{k}, \tag{3.47}
\end{align*}
$$

where $\tilde{d}$ is the length of unit cell in the four-band lattice. Therefore, $H_{4 b}=\sum_{k} \Psi_{k}^{\dagger} H_{4 b}(k) \Psi_{k}$, with $\Psi_{k}=\left(\hat{a}_{k}, \hat{b}_{k}, \hat{c}_{k}, \hat{d}_{k}\right)^{T}$

$$
H_{4 b}(k)=-\left(\begin{array}{cccc}
\Delta_{1} & J_{1} e^{i \phi} & 0 & J_{4} e^{-i \phi}  \tag{3.48}\\
J_{1} e^{-i \phi} & \Delta_{2} & J_{2} e^{i \phi} & 0 \\
0 & J_{2} e^{-i \phi} & \Delta_{2} & J_{3} e^{i \phi} \\
J_{4} e^{i \phi} & 0 & J_{3} e^{-i \phi} & \Delta_{1}
\end{array}\right)
$$

with $\phi=k \tilde{d} / 4$.
We assume $\Delta_{1}=\Delta_{2}=0$ and study the influence of parameters $J_{1,2,3,4}$ to Zak phase. At first, we consider $J_{1}=J_{3}=C$ ( $C$ is a constant), $J_{2}$ and $J_{4}$ can be changed (as shown in Fig. 3.9). When $J_{2}=J_{4}$, the lowest band and the first excited band touch (red-dashed line in (a)). We see that Zak phase for the lowest band changes abruptly from $J_{2}>J_{4}$ to
$J_{2}<J_{4}$. The bandgap between the first excited band and the band above closes along the yellow-dotted line in (b). Therefore, Zak phase for the first excited band changes when it touches with upper or lower band. Then, we let $J_{1}, J_{3}, J_{4}$ be variables and $J_{2}$ is fixed. We assume $J_{1}=J_{3}$. From Fig. 3.10(a), Zak phase for the lowest band is independent of $J_{1}$. But for the second lowest band, Zak phase varies with $J_{1}$.

In Fig. 3.11, we consider the role of energy offset $\Delta_{1}, \Delta_{2}$. When $J_{1}$ and $J_{3}$ are very small, there is a critical value for $J_{2}$. Below that value, the lowest band has only one Zak phase in the whole range of $J_{4}$. As $J_{1}$ and $J_{3}$ increase, this critical value decreases. When $J_{1}$ and $J_{3}$ are large enough, there are two Zak phases in the whole range of $J_{2}$ (Fig. 3.11(b)). As $J_{1}$ and $J_{3}$ increase continuously, there is linear relationship at the boundary of two Zak phases between $J_{2}$ and $J_{4}$ (Fig. 3.11(c) and (d)).


Figure 3.11: Zak phase of the ground band with $\Delta_{1}=0, \Delta_{2}=2$ under different $J_{1}, J_{3}$. (a) $J_{1}=J_{3}=0.02$. (b) $J_{1}=J_{3}=1$. (a) $J_{1}=J_{3}=10$. (d) $J_{1}=J_{3}=100$.

### 3.3.3 Edge States and Topological Phase Transitions

The four-band extended SSH model Eq. (3.46) can be rewritten as

$$
\begin{equation*}
H_{4 b}=\sum_{n=1}^{N} \tilde{\mathcal{M}} \Psi_{n}^{\dagger} \Psi_{n}+\tilde{\mathcal{T}}^{\dagger} \Psi_{n+1}^{\dagger} \Psi_{n}+\tilde{\mathcal{T}} \Psi_{n}^{\dagger} \Psi_{n+1} \tag{3.49}
\end{equation*}
$$



Figure 3.12: Four-band extended SSH model with (a) and (b) two lattice structures. The corresponding band structures are shown in (c) and (d). $J_{1}=3-J_{4}, J_{2}=J_{3}=3$.
with $\Psi_{n}^{\dagger}=\left(\hat{a}_{n}^{\dagger}, \hat{b}_{n}^{\dagger}, \hat{c}_{n}^{\dagger}, \hat{d}_{n}^{\dagger}\right)$ and

$$
\tilde{\mathcal{M}}=\left(\begin{array}{cccc}
0 & J_{1} & 0 & 0 \\
J_{1} & 0 & J_{2} & 0 \\
0 & J_{2} & 0 & J_{3} \\
0 & 0 & J_{3} & 0
\end{array}\right), \tilde{\mathcal{T}}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
J_{4} & 0 & 0 & 0
\end{array}\right) .
$$

Following the procudure Eq. (3.13) and Eq. (3.14), in the open boundary conditions we have

$$
\begin{equation*}
J_{1} J_{2} J_{3} J_{4} \lambda^{2}-\left(J_{1}^{2} J_{3}^{2}+J_{2}^{2} J_{4}^{2}\right) \lambda+J_{1} J_{2} J_{3} J_{4}=0, \tag{3.50}
\end{equation*}
$$

with two solutions for $\lambda: \lambda_{1}=\frac{J_{1} J_{3}}{J_{2} J_{4}}, \lambda_{2}=\frac{J_{2} J_{4}}{J_{1} J_{3}}$. This corresponds to the lattice structure shown in Fig. 3.12(a). We can see that both $\left|J_{1} J_{3}\right|<\left|J_{2} J_{4}\right|$ and $\left|J_{1} J_{3}\right|>\left|J_{2} J_{4}\right|$ ensure edge states at $E=0$ (see the spectrum in (c)). For the lattice Fig. 3.12(b), only $\left|J_{1} J_{3}\right|<$ $\left|J_{2} J_{4}\right|$ makes the zero modes appear (as shown in (d)). For a general lattice, we can get the zero modes condition: $\prod_{i=\text { odd }} J_{i}=\prod_{j=\text { even }} J_{j}$.

In the four-band model, we consider four lattice structures: (I) $J_{1} \ll J_{2}=J_{3}=J_{4}$, (II) $J_{2} \ll J_{1}=J_{3}=J_{4}$, (III) $J_{3} \ll J_{1}=J_{2}=J_{4}$, and (IV) $J_{4} \ll J_{1}=J_{2}=J_{3}$, as shown in Fig. 3.13(a). The unit cells are chosen depending on the hopping parameters.


Figure 3.13: (a) Four different lattices depending on different choices of the unit cell. (b) Transitions between different lattice structures by changing NN hopping parameters (black lines) and NNN hopping parameters (red lines).

Fig. 3.13(b) represents the possible transitions between different lattice structures. The corresponding energy spectrums are plotted on Fig. 3.14. We can find that (II) has two degenerate edge states between the two lowest bands. For (I) and (III), there is one edge state between lowest two bands. The lattice of (IV) does not have edge state. Therefore, it is a topologically trivial lattice.

Now we discuss the transitions between different lattice structures. For the cases ((a)(d) in Fig. 3.14), changing in band structure makes the number of zero modes different. This is same to the claim of S . Ganeshan et al. that zero mode is a topological invariant in Aubry-André-Harper (AAH) model [128]. The hopping parameters in AAH model have definite forms. The variation in lattice structure only involves topological changing of two middle bands. Therefore, in the AAH model, zero modes can indicate topological phases. However, in the extended four-band SSH model, there are energy degeneracies between the lowest bands (see Fig. 3.14(e) and (f)). In (e), we set $J_{3}=3-J_{1}, J_{2}=J_{4}=3$ and let $J_{1}$ varies from 0 to 3 . The cases for $J_{1}=0$ and $J_{1}=3$ mirror symmetric. This can be seen from (I) and (III) in Fig. 3.13(a). The edge states at the ends of lattice are swapped when $J_{1}$ changes. For (f), the topological structures of the bands are different. The topological change does not involve zero modes, which signifies a different topological transition. Therefore, there are two kinds of topological transitions in this four-band lattice. This can be seen from the sum of Zak phases of the lowest two bands $\varphi_{\text {zak }}^{\text {sum }}$, as shown in Fig. 3.15. For the cases from (a) to (d) involving zero modes, the differences of $\varphi_{\text {zak }}^{\text {sum }}$ are $\pi$ around the phase transition point. However, for $(e)$ and $(f)$, they are $2 \pi$.

In this chapter, we discussed the Zak phases for bulk states (Bloch states) and topological edge states in closed boundary conditions and open boundary conditions, respectively.


Figure 3.14: Energy spectrum of the four-band extended SSH lattice with open boundary conditions. The hopping parameters are chosen as: (a) $J_{1}=3-J_{4}$, $J_{2}=J_{3}=3$, (b) $J_{2}=3-J_{1}, J_{3}=J_{4}=3$, (c) $J_{3}=3-J_{2}, J_{1}=J_{4}=3$, (d) $J_{4}=3-J_{3}, J_{1}=J_{2}=3$, (e) $J_{3}=3-J_{1}, J_{2}=J_{4}=3$, (f) $J_{4}=3-J_{2}, J_{1}=J_{3}=3$.


Figure 3.15: The sum of Zak phases for the lowest two bands corresponding to plots in Fig. 3.14. $J$ is the hopping for specific cases. (a)-(d) show that the change of $\varphi_{\text {zak }}^{\text {sum }}$ because of energy degeneracies between middle bands. (e) and (f) show the change of $\varphi_{\mathrm{zak}}^{\text {sum }}$ coming from energy degeneracies between lowest two band.

The Zak phase can be directly observed via guiding atoms adiabatically through Brillouin zone [117]. For the photonic crystal with the dimerized lattice structure, surface impedance of incident photons can be related to Zak phase [129]. Another way to reveal the relation between Zak phase and the transport of particle is studied by considering the decay in SSH lattice [28]. The first moment of the distribution of the dissipated particles, i.e., the average displacement, is found to be proportional to Zak phase. Recently, this effect has been realized in experiment [24]. For the extended SSH model, e.g., four-band model has also been discussed [130]. The topological phases in extended four-band SSH model are symmetry-protected [131]. The topological origin can be understood from the Majorana basis [128]. Because of the various topological phase transitions, it might be interesting to consider the topological pumping with the extended SSH model.

## Chapter 4

## Winding Number and Geometric Phase in Spin Chain

We have discussed quantized Berry's phase in inversion symmetric 1D periodic lattice in previous chapter. In this chapter, we study Berry's phase in spin- $1 / 2$ chain. The universal properties of phase transitions can be explored by geometric phase which was first proposed by S.L. Zhu in XY model [62]. He found that the derivative of geometric phase (DGP) with respect to external magnetic field diverges at critical points. And the finite-size scaling of DGP reveals the universality of phase transition. Such geometric phase is acquired by spin rotations. However, in the spin chain with periodic lattice, one can also find a Brillouin zone and geometric phase can be defined there. This geometric phase defined in Brillouin zone is proportional to winding number. Therefore, we use the winding number to characterize the topological invariant in the crystal momentum space. In this chapter, we focus on the spin chain with multispin interactions. Because of the multispin interactions, the ground states can have topological orders [132, 133]. It is also found that these systems can be topologically characterized [63, 47].

### 4.1 Winding Number in Generalized Ising Model

Highly entangled cluster states are useful resource for measurement-based quantum computation. Cluster states are defined as the unique state satisfying $C_{j}\left|\Psi_{C}\right\rangle=+1\left|\Psi_{C}\right\rangle$, where the stabilizer operators $C_{j}=\sigma_{j}^{x} \sigma_{j+1}^{z} \sigma_{j+2}^{x}$. The cluster state $|\Psi\rangle$ is a $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetry protected topological state. However, this symmetry can be broken under perturbation. When other interaction is introduced, the system exhibits phase transitions [134, 135, 132, 133]. We consider the generalized Ising model where cluster-like
interaction $[136,137]$ is included in the Hamiltonian,

$$
\begin{align*}
H_{G I}= & \sum_{j=-M}^{M} a\left(\frac{1+\gamma}{2} \sigma_{j}^{x} \sigma_{j+1}^{x}+\frac{1-\gamma}{2} \sigma_{j}^{y} \sigma_{j+1}^{y}\right)+g \sigma_{j}^{z} \\
& +b \sigma_{j}^{z}\left(\frac{1+\delta}{2} \sigma_{j-1}^{x} \sigma_{j+1}^{x}+\frac{1-\delta}{2} \sigma_{j-1}^{y} \sigma_{j+1}^{y}\right), \tag{4.1}
\end{align*}
$$

with periodic boundary condition, i.e., $\sigma_{N+1}^{\alpha}=\sigma_{1}^{\alpha} . \sigma_{j}^{\alpha}(\alpha=x, y, z)$ are Pauli matrixes at site $i$. $M$ is $N / 2((N-1) / 2)$ for N even (odd). The NN and inter-spin mediated NNN interactions in XY plane are controlled by anisotropy parameters $\gamma$ and $\delta$, respectively. $g$ is the external magnetic field along z axis. $a$ and $b$ denote the strength of interactions.

For the case of $b=0$, it is the XY model. This model has been studied in equilibrium and nonequilibrium dynamics $[55,53,62,54]$. When $a=-1, \gamma=1$, it is Ising model. For $|g|<1$, the system has two degenerate ferromagnetic ground states with spin polarized along $|\rightarrow\rangle$ or $|\leftarrow\rangle .|\rightarrow\rangle$ and $|\leftarrow\rangle$ are two eigenstates of $\sigma_{x}$. For $|g|>1$, the system is in the paramagnetic phase where the spins are polarized by $g .|g|=1$ is transition points between this two phases.

To investigate this model, one should simplify the Hamiltonian. As a standard procedure, one can use Jordan-Wigner transformation to map the spins to 1D spinless fermions with creation and annihilation operators $\hat{c}_{j}^{\dagger}, \hat{c}_{j}$,

$$
\begin{gather*}
\sigma_{j}^{x}=\prod_{l<j}\left(1-2 \hat{c}_{l}^{\dagger} \hat{c}_{l}\right)\left(\hat{c}_{j}+\hat{c}_{j}^{\dagger}\right),  \tag{4.2}\\
\sigma_{j}^{y}=-i \prod_{l<j}\left(1-2 \hat{c}_{l}^{\dagger} \hat{c}_{l}\right)\left(\hat{c}_{j}-\hat{c}_{j}^{\dagger}\right),  \tag{4.3}\\
\sigma_{j}^{z}=1-2 \hat{c}_{j}^{\dagger} \hat{c}_{j} \tag{4.4}
\end{gather*}
$$

with $\sigma_{l}^{ \pm}=\left(\sigma_{l}^{x} \pm i \sigma_{l}^{y}\right) / 2$. The operators $\hat{c}_{j}, \hat{c}_{j}^{\dagger}$ obey the canonical fermionic algebra,

$$
\begin{equation*}
\left\{\hat{c}_{j}, \hat{c}_{j^{\prime}}^{\dagger}\right\}=\delta_{j j^{\prime}},\left\{\hat{c}_{j}, \hat{c}_{j^{\prime}}\right\}=0,\left\{\hat{c}_{j}^{\dagger}, \hat{c}_{j^{\prime}}^{\dagger}\right\}=0 \tag{4.5}
\end{equation*}
$$

The coupled spins transform as

$$
\begin{align*}
\sigma_{j}^{x} \sigma_{j+1}^{x} & =\left(\hat{c}_{j}^{\dagger}-\hat{c}_{j}\right)\left(\hat{c}_{j+1}^{\dagger}+\hat{c}_{j+1}\right), \\
\sigma_{j}^{y} \sigma_{j+1}^{y} & =\left(\hat{c}_{j}^{\dagger}+\hat{c}_{j}\right)\left(-\hat{c}_{j+1}^{\dagger}+\hat{c}_{j+1}\right) . \tag{4.6}
\end{align*}
$$

In the fermionic representation,

$$
\begin{align*}
H_{G I} & =\sum_{j=-M}^{M}\left[a\left(\gamma \hat{c}_{j}^{\dagger} \hat{c}_{j+1}^{\dagger}+\hat{c}_{j}^{\dagger} \hat{c}_{j+1}+\text { h.c. }\right)+g\left(1-2 \hat{c}_{j}^{\dagger} \hat{c}_{j}\right)\right. \\
& \left.+b\left(\delta \delta_{j-1}^{\dagger} \hat{c}_{j+1}^{\dagger}+\hat{c}_{j-1}^{\dagger} \hat{c}_{j+1}+\text { h.c. }\right)\right] . \tag{4.7}
\end{align*}
$$

By Fourier transformation, $\hat{c}_{k}=\frac{1}{\sqrt{N}} \sum_{j} \hat{c}_{j} \exp (-i j k)$ with $k=-\pi, \ldots, \pi$, the Hamiltonian can be transformed to momentum space,

$$
\begin{align*}
H_{G I} & =\sum_{k} i(a \gamma \sin k+b \delta \sin 2 k)\left(\hat{c}_{k}^{\dagger} \hat{c}_{-k}^{\dagger}+\hat{c}_{k} \hat{c}_{-k}\right) \\
& +(a \cos k+b \cos 2 k-g)\left(\hat{c}_{k}^{\dagger} \hat{c}_{k}-\hat{c}_{-k} \hat{c}_{-k}^{\dagger}\right) . \tag{4.8}
\end{align*}
$$

We write the Hamiltonian in Nambu space $\Psi_{k}^{\dagger}=\left(\hat{c}_{k}^{\dagger}, \hat{c}_{-k}\right)$ as $H_{G I}=\sum_{k} \Psi_{k}^{\dagger} H_{G I}(k) \Psi_{k}$. Using the Anderson pseudospin $\mathbf{d}(k)$, the Hamiltonian can be expressed as $H_{G I}(k)=$ $\mathbf{d}(k) \cdot \boldsymbol{\sigma} \cdot \mathbf{d}(k)=h_{y} \hat{\mathbf{e}}_{y}+h_{z} \hat{\mathbf{e}}_{z}$ where $\hat{\mathbf{e}}_{y}, \hat{\mathbf{e}}_{z}$ are the unit vectors in $y, z$ directions. $h_{y}=$ $-(a \gamma \sin k+b \delta \sin 2 k), h_{z}=a \cos k+b \cos 2 k-g$.

After diagonalizing the Hamiltonian, we obtain

$$
\begin{equation*}
H_{G I}=\sum_{k} 2 \Lambda_{k}\left(\hat{\eta}_{k}^{\dagger} \hat{\eta}_{k}-\frac{1}{2}\right), \tag{4.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\Lambda_{k}=\left[(a \cos k+b \cos 2 k-g)^{2}+(a \gamma \sin k+b \delta \sin 2 k)^{2}\right]^{1 / 2}, \tag{4.10}
\end{equation*}
$$

and $\hat{\eta}_{k}=\hat{c}_{k} \cos \frac{\theta_{k}}{2}+i e^{-i 2 \phi} \hat{c}_{-k}^{\dagger} \sin \frac{\theta_{k}}{2} . \theta_{k}$ is defined as

$$
\begin{equation*}
\theta_{k}=\arctan \frac{(a \gamma \sin k+b \delta \sin 2 k)}{(a \cos k+b \cos 2 k-g))} . \tag{4.11}
\end{equation*}
$$

The topological structures in the parameter space $\left(h_{y}(k), h_{z}(k)\right)$ are shown in Fig.4.1. The topology can be changed as parameters of the Hamiltonian vary and phase transitions occur. To characterize the phase transition, one can define the winding number of $\theta_{k}$ as

$$
\begin{equation*}
W=\frac{1}{2 \pi} \int_{\text {B.Z. }} d \theta_{k} . \tag{4.12}
\end{equation*}
$$

Then the phase transition can be [47].

(a) $\begin{aligned} & >2 b, Y=1, \\ \delta & =1\end{aligned}$
(b) $\begin{aligned} a & =2 b, y=1 \text {, } \\ \delta & =1\end{aligned}$
(c) $\begin{aligned} & a<2 b, \gamma=1 \text {, } \\ & \delta=1\end{aligned}$

Figure 4.1: The variation of topology of the parameter space when the system changes.

### 4.2 Geometric Phase Generated by Spin Rotations

When $\gamma=0$, the Hamiltonian Eq. (4.1) has an additional $U(1)$ symmetry involving spin rotation in the $x y$ plane, which is broken with finite $\gamma$. Those systems with the broken symmetry constitute a continuous space with the identical spectrum. They are related by a unitary rotation of all the spins around the $z$-axis by angle [55]. By applying such rotation, nontrivial complex instantaneous eigenstates can be created and geometric property of the system can be studied in these states [55, 53, 62]. The rotating spin chain is described by

$$
\begin{align*}
H_{\phi}^{G I}= & \mathcal{R}^{\dagger} H_{G I} \mathcal{R} \\
= & \sum_{j=-M}^{M} a\left(\frac{1+\gamma}{2} \mathcal{R}^{\dagger} \sigma_{j}^{x} \sigma_{j+1}^{x} \mathcal{R}+\frac{1-\gamma}{2} \mathcal{R}^{\dagger} \sigma_{j}^{y} \sigma_{j+1}^{y} \mathcal{R}\right)+g \mathcal{R}^{\dagger} \sigma_{j}^{z} \mathcal{R} \\
& +b\left(\frac{1+\delta}{2} \mathcal{R}^{\dagger} \sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{x} \mathcal{R}+\frac{1-\delta}{2} \mathcal{R}^{\dagger} \sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{y} \mathcal{R}\right), \tag{4.13}
\end{align*}
$$

with $\mathcal{R}=\prod_{j=-M}^{M} e^{-i \phi_{j} \sigma_{j}^{z} / 2}$. The rotations of the coupled spins are

$$
\begin{align*}
\mathcal{R}^{\dagger} \sigma_{j}^{x} \sigma_{j+1}^{x} \mathcal{R}= & \cos \phi_{j} \cos \phi_{j+1} \sigma_{j}^{x} \sigma_{j+1}^{x}-\cos \phi_{j} \sin \phi_{j+1} \sigma_{j}^{x} \sigma_{j+1}^{y} \\
& -\sin \phi_{j} \cos \phi_{j+1} \sigma_{j}^{y} \sigma_{j+1}^{x}+\sin \phi_{j} \sin \phi_{j+1} \sigma_{j}^{y} \sigma_{j+1}^{y},  \tag{4.14}\\
\mathcal{R}^{\dagger} \sigma_{j}^{y} \sigma_{j+1}^{y} \mathcal{R}= & \cos \phi_{j} \cos \phi_{j+1} \sigma_{j}^{y} \sigma_{j+1}^{y}+\cos \phi_{j} \sin \phi_{j+1} \sigma_{j}^{y} \sigma_{j+1}^{x} \\
& +\sin \phi_{j} \cos \phi_{j+1} \sigma_{j}^{x} \sigma_{j+1}^{y}+\sin \phi_{j} \sin \phi_{j+1} \sigma_{j}^{x} \sigma_{j+1}^{x}, \tag{4.15}
\end{align*}
$$

$$
\begin{align*}
\mathcal{R}^{\dagger} \sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{x} \mathcal{R}= & \cos \phi_{j-1} \cos \phi_{j+1} \sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{x}-\cos \phi_{j-1} \sin \phi_{j+1} \sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{y} \\
& -\sin \phi_{j-1} \cos \phi_{j+1} \sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{x}+\sin \phi_{j-1} \sin \phi_{j+1} \sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{y}  \tag{4.16}\\
\mathcal{R}^{\dagger} \sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{y} \mathcal{R}= & \cos \phi_{j-1} \cos \phi_{j+1} \sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{y}+\cos \phi_{j-1} \sin \phi_{j+1} \sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{x} \\
& +\sin \phi_{j-1} \cos \phi_{j+1} \sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{y}+\sin \phi_{j-1} \sin \phi_{j+1} \sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{x} \tag{4.17}
\end{align*}
$$

and $\mathcal{R}^{\dagger} \sigma_{j}^{z} \mathcal{R}=\sigma_{j}^{z}$. Then the rotated Hamiltonian is

$$
\begin{align*}
H_{\phi}^{G I}= & -\frac{a}{2} \sum_{j}\left[\left(\cos \left(\phi_{j}-\phi_{j+1}\right)+\gamma \cos \left(\phi_{j}+\phi_{j+1}\right)\right) \sigma_{j}^{x} \sigma_{j+1}^{x}\right. \\
& +\left(\cos \left(\phi_{j}-\phi_{j+1}\right)-\gamma \cos \left(\phi_{j}+\phi_{j+1}\right)\right) \sigma_{j}^{y} \sigma_{j+1}^{y} \\
& +\left(\sin \left(\phi_{j}-\phi_{j+1}\right)-\gamma \sin \left(\phi_{j}+\phi_{j+1}\right)\right) \sigma_{j}^{x} \sigma_{j+1}^{y} \\
& \left.-\left(\sin \left(\phi_{j}-\phi_{j+1}\right)+\gamma \sin \left(\phi_{j}+\phi_{j+1}\right)\right) \sigma_{j}^{y} \sigma_{j+1}^{x}\right] \\
& -\frac{b}{2} \sum_{j}\left[\left(\cos \left(\phi_{j-1}-\phi_{j+1}\right)+\gamma \cos \left(\phi_{j-1}+\phi_{j+1}\right)\right) \sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{x}\right. \\
& +\left(\cos \left(\phi_{j-1}-\phi_{j+1}\right)-\gamma \cos \left(\phi_{j-1}+\phi_{j+1}\right)\right) \sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{y} \\
& +\left(\sin \left(\phi_{j-1}-\phi_{j+1}\right)-\gamma \sin \left(\phi_{j-1}+\phi_{j+1}\right)\right) \sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{y} \\
& \left.-\left(\sin \left(\phi_{j-1}-\phi_{j+1}\right)+\gamma \sin \left(\phi_{j-1}+\phi_{j+1}\right)\right) \sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{x}\right] \\
& +g \sum_{j} \sigma_{j}^{z} . \tag{4.18}
\end{align*}
$$

We assume that the spin rotating angle $\phi_{j}=\phi$ for every spin. Based on the transformations Eq. (4.6) and

$$
\begin{align*}
\sigma_{j}^{x} \sigma_{j+1}^{y} & =-i\left(\hat{c}_{j}^{\dagger}-\hat{c}_{j}\right)\left(-\hat{c}_{j+1}^{\dagger}+\hat{c}_{j+1}\right), \\
\sigma_{j}^{y} \sigma_{j+1}^{x} & =i\left(\hat{c}_{j}^{\dagger}+\hat{c}_{j}\right)\left(\hat{c}_{j+1}^{\dagger}+\hat{c}_{j+1}\right), \\
\sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{x} & =\left(\hat{c}_{j-1}^{\dagger}-\hat{c}_{j-1}\right)\left(\hat{c}_{j+1}^{\dagger}+\hat{c}_{j+1}\right), \\
\sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{y} & =-i\left(\hat{c}_{j-1}^{\dagger}-\hat{c}_{j-1}\right)\left(\hat{c}_{j+1}^{\dagger}-\hat{c}_{j+1}\right), \\
\sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{x} & =-i\left(\hat{c}_{j-1}^{\dagger}+\hat{c}_{j-1}\right)\left(\hat{c}_{j+1}^{\dagger}+\hat{c}_{j+1}\right), \\
\sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{y} & =-\left(\hat{c}_{j-1}^{\dagger}+\hat{c}_{j-1}\right)\left(\hat{c}_{j+1}^{\dagger}-\hat{c}_{j+1}\right), \tag{4.19}
\end{align*}
$$

we have

$$
\begin{align*}
H_{\phi}^{G I}= & \sum_{j=-M}^{M}\left[a\left(\gamma e^{-i 2 \phi} \hat{c}_{j}^{\dagger} \hat{c}_{j+1}^{\dagger}+\hat{c}_{j}^{\dagger} \hat{c}_{j+1}+\text { h.c. }\right)+g\left(1-2 \hat{c}_{j}^{\dagger} \hat{c}_{j}\right)\right. \\
& \left.+b\left(\delta e^{-i 2 \phi} \hat{c}_{j-1}^{\dagger} \hat{c}_{j+1}^{\dagger}+\hat{c}_{j-1}^{\dagger} \hat{c}_{j+1}+\text { h.c. }\right)\right] . \tag{4.20}
\end{align*}
$$

Using the Fourier transformation, $H_{\phi}^{G I}$ is transformed to momentum space as

$$
\begin{align*}
H_{\phi}^{G I}= & \sum_{k} i\left(a \gamma \sin k+b \delta \sin 2 k\left(e^{-i 2 \phi} \hat{c}_{k}^{\dagger} \hat{c}_{-k}^{\dagger}+e^{i 2 \phi} \hat{c}_{k} \hat{c}_{-k}\right)\right. \\
& +(a \cos k+b \cos 2 k-g)\left(\hat{c}_{k}^{\dagger} \hat{c}_{k}-\hat{c}_{-k} \hat{c}_{-k}^{\dagger}\right), \tag{4.21}
\end{align*}
$$

The eigenspectrum is as the same as Eq. (4.9). The ground state of $H_{\phi}^{G I}$ is

$$
\begin{equation*}
|\chi(\phi)\rangle=\prod_{k}\left(\cos \frac{\theta_{k}}{2}|0\rangle_{k}|0\rangle_{-k}-i e^{-i 2 \phi} \sin \frac{\theta_{k}}{2}|1\rangle_{k}|1\rangle_{-k}\right) \tag{4.22}
\end{equation*}
$$

The ground state $|\chi\rangle$ is a tensor product of states, each lying in the two-dimensional Hilbert space spanned by $|0\rangle_{k}|0\rangle_{-k}$ and $|1\rangle_{k}|1\rangle_{-k}$. The geometric phase

$$
\begin{align*}
\varphi & =\frac{i}{M} \int_{0}^{\pi}\langle\chi(\phi)| \partial_{\phi}|\chi(\phi)\rangle d \phi \\
& =\frac{\pi}{M} \sum_{k=0}^{\pi}\left(1-\cos \theta_{k}\right) . \tag{4.23}
\end{align*}
$$

We assume that $g$ is the control parameter. Thus, the phase of the system can be tuned by $g$. We can find three critical points for $g:-a+b, a+b, \frac{a^{2} \gamma^{2}-a^{2} \gamma \delta-2 b^{2} \delta^{2}}{2 b \delta^{2}}$ for this generalized Ising model. This phase diagram has been analysed in [134]. There, only one cluster term, i.e., $\sum_{j} \sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{x}$ is considered. The full phase diagram should be interesting when the other cluster-like terms, e.g., $\sum_{j} \sigma_{j-1}^{y} \sigma_{j}^{z} \sigma_{j+1}^{y}$, are considered.

In this section, we give some examples that illustrate the geometric phases and winding numbers. At first, we look at the simplest case, i.e., Ising model with $b=0, \delta=0, a=$ 1, $\gamma=1$ in Eq. (4.1). In Fig. 4.2 (a) and (b) we show the geometric phase and DGP. We can see that there are critical points at $|g|=1$. This critical behavior of geometric phase has been discussed for Ising model [62]. In (b), topology in parameter space $\left(h_{y}(\boldsymbol{k}), h_{z}(\boldsymbol{k})\right)$ are demonstrated for various phases. When $g$ goes across -1 , the topology goes from above horizontal axis to the one containing the original point. As $g$ changes continuously, there is a transition at $g=1$ where the original point leaves the topology. The winding


Figure 4.2: Geometric phase (a) and DGP (b) with the parameters $b=0, \delta=0, a=$ $1, \gamma=1$.
number changes as $0,1,0$ when $g$ varies from -2 to 2 .
With the cluster-like interactions, the phase structure becomes complex and interesting. For the generalized Ising model, one can have different topologies in the momentum space. In Fig. 4.3, we show the case with $b=1, \delta=1, a=1, \gamma=1$. We can see that there are four phases. When $g<-1$, the topology is above horizontal axis. As $-1<g<0$, the original point is in the center of two circles. When $0<g<1$, only the out circle contains the original point. Finally, if $g>1$, the original point goes out of the topology. We can find the derivative of geometric phase shows the critical points. Actually, these different phases correspond to different winding numbers which are $0,2,1,0$, respectively.

By manipulating the parameter $\delta$, one can have more topological features. In Fig. 4.4, we show the plots for $b=1, \delta=-0.7, a=1, \gamma=1$. This choice of these parameters gives an interesting structure as shown in Fig. 4.4(b). As $g$ changes from negative to positive values, the system goes through phases with the corresponding winding numbers $0,1,-1,0$. When we change $\delta$ to -1.5 , we get a different topology as shown in Fig. 4.5(b), where the winding number changes successively as $0,-2,-1,0$.

In these examples, the DGP shows the phase boundaries whenever the winding number changes. There are two kinds of ways that winding number varies across the critical regime. One is that the winding number difference is unity near the critical points. This kind of critical regime has been investigated [62]. Another one case is where the winding number difference is larger than 1 . The latter case is quite interesting. To characterize such phase transitions with large winding number difference, we use the finite-size scaling


Figure 4.3: Geometric phase (a) and DGP (b) with the parameters $b=1, \delta=1, a=$ $1, \gamma=1$.


Figure 4.4: Geometric phase (a) and DGP (b) with the parameters $b=1, \delta=-0.7, a=$ $1, \gamma=1$.


Figure 4.5: Geometric phase (a) and DGP (b) with the parameters $b=1, \delta=-1.5, a=$ $1, \gamma=1$.
of geometric phase to study the critical phenomena.

### 4.3 Floquet Driving Induced Multispin Interaction

The generalized Ising model Eq. (4.1) can be rewritten as

$$
\begin{align*}
H_{\mathrm{GIF}}= & \sum_{i=-M}^{M} \frac{a}{2}\left(\sigma_{j}^{x} \sigma_{j+1}^{x}+\sigma_{j}^{y} \sigma_{j+1}^{y}\right)+\frac{b}{2} \sigma_{i}^{z}\left(\sigma_{i-1}^{x} \sigma_{i+1}^{x}+\sigma_{i-1}^{y} \sigma_{i+1}^{y}\right) \\
& +\frac{c}{2}\left(\sigma_{j}^{x} \sigma_{j+1}^{x}-\sigma_{j}^{y} \sigma_{j+1}^{y}\right)+\frac{d}{2} \sigma_{i}^{z}\left(\sigma_{i-1}^{x} \sigma_{i+1}^{x}-\sigma_{i-1}^{y} \sigma_{i+1}^{y}\right)+g \sigma_{j}^{z} . \tag{4.24}
\end{align*}
$$

In the fermionic representation,

$$
\begin{align*}
H_{\mathrm{GIF}}= & \sum_{j=1}^{N}\left[\left(c \hat{c}_{j}^{\dagger} \hat{c}_{j+1}^{\dagger}+a \hat{c}_{j}^{\dagger} c_{j+1}+\text { h.c. }\right)+\left(d \hat{c}_{j-1}^{\dagger} \hat{c}_{j+1}^{\dagger}+b \hat{c}_{j-1}^{\dagger} \hat{c}_{j+1}+\text { h.c. }\right)\right] \\
& +g\left(1-2 \hat{c}_{j}^{\dagger} \hat{c}_{j}\right) . \tag{4.25}
\end{align*}
$$

For a system with periodic driving, $H(t+T)=H(t)$ where $T=2 \pi / \omega$ is the period of the driving, the Floquet theory can be applied. After using the Floquet state $\left|\psi_{\nu}(t)\right\rangle=$ $e^{-i \epsilon_{\nu} t}\left|\phi_{\nu}(t)\right\rangle$, one can have the Floquet equation,

$$
\begin{equation*}
H_{F}(t)\left|\phi_{\nu}(t)\right\rangle=\epsilon_{\nu}\left|\phi_{\nu}(t)\right\rangle . \tag{4.26}
\end{equation*}
$$

where $H_{F}(t)=H(t)-i \partial_{t}$ is the Floquet Hamiltonian. The Floquet modes are timeperiodic $\left|\phi_{\nu}(t+T)\right\rangle=\left|\phi_{\nu}(t)\right\rangle . \nu$ labels the band index. The quasienergies $\epsilon_{\nu}$ and Floquet states $\left|\psi_{\nu}(t)\right\rangle$ are only uniquely defined up to the gauge freedom $\epsilon^{\prime}=\epsilon_{\nu}+n \omega,\left|\phi^{\prime}\right\rangle=\left|\phi_{\nu+n}\right\rangle$. We fix the gauge by choosing within the first Floquet-Brillouin zone $-\omega / 2 \leq \epsilon_{\nu} \leq \omega / 2$.

And the Hamiltonian can be written as

$$
\begin{equation*}
H(t)=H_{0}+\delta H(t) \tag{4.27}
\end{equation*}
$$

To find the effective Hamiltonian of the system, we make a rotating frame transformation. The unitary operator can be defined as $U^{\dagger}(t)=e^{i \int_{0}^{t} d t^{\prime} \delta H\left(t^{\prime}\right)}$. And the Hamiltonian in the new frame is

$$
\begin{equation*}
\tilde{H}(t)=U^{\dagger}(t) H(t) U(t)-i U^{\dagger}(t) \dot{U}(t) \tag{4.28}
\end{equation*}
$$

and $\left|\tilde{\phi}_{\nu}(t)\right\rangle=U^{\dagger}(t)\left|\phi_{\nu}(t)\right\rangle$.
At first we consider to drive the term $\left(\sigma_{j}^{x} \sigma_{j+1}^{x}+\sigma_{j}^{y} \sigma_{j+1}^{y}\right)$ with $a=a_{0}+\frac{a_{1}}{2} \cos \omega t$, following the procedure [138], the effective Hamiltonian is

$$
\begin{align*}
\tilde{H}_{\mathrm{GIF} 1}^{\mathrm{eff}}= & \sum_{j=1}^{N} \frac{a_{0}}{2}\left(\sigma_{j}^{x} \sigma_{j+1}^{x}+\sigma_{j}^{y} \sigma_{j+1}^{y}\right) \\
& +\frac{b}{2}\left(\sigma_{j}^{x} \sigma_{j+1}^{z} \sigma_{j+2}^{x}+\sigma_{j}^{y} \sigma_{j+1}^{z} \sigma_{j+2}^{y}\right)+g \sigma_{j}^{z} \\
& +p_{0}\left(\sigma_{j}^{x} \sigma_{j}^{x}-\sigma_{j}^{y} \sigma_{j}^{y}\right) \\
& +\sum_{l=1,3, \ldots} p_{l}^{o}\left(a_{1}\right)\left(\sigma_{j}^{x} M_{j, l}^{z} \sigma_{j+l}^{x}-\sigma_{j}^{y} M_{j, l}^{z} \sigma_{j+l}^{y}\right) \\
& +\sum_{l=2,4, \ldots} p_{l}^{e}\left(a_{1}\right)\left(\sigma_{j}^{x} M_{j, l}^{z} \sigma_{j+l}^{x}-\sigma_{j}^{y} M_{j, l}^{z} \sigma_{j+l}^{y}\right), \tag{4.29}
\end{align*}
$$

with $M_{j, l}^{z}=\sigma_{j+1}^{z} \cdots \sigma_{j+l-1}^{z}$. Other parameters are

$$
\begin{align*}
& p_{0}=\frac{d}{2} \sum_{m=0}^{\infty} D_{m, m+1}, \\
& p_{l}^{o}=\frac{c}{2} \sum_{m=0}^{\infty}\left(D_{m, m+\frac{l+1}{2}}-D_{m, m-\frac{l-1}{2}}\right), \\
& p_{l}^{e}=\frac{d}{2} \sum_{m=0}^{\infty}\left(D_{m, m+\frac{l+2}{2}}-D_{m, m-\frac{l-2}{2}}\right), \tag{4.30}
\end{align*}
$$



Figure 4.6: Multispin interactions for (a) odd and (b) even $l$ as a function of $a_{1} / \omega$.
where $D_{m, r}=\frac{(-1)^{m}}{(m!)^{2}}\left(\frac{a_{1}}{4 \omega}\right)^{2 m}\binom{2 m}{r}$. In Eq. (4.29), the multispin interactions characterized by $p_{l}^{o}\left(a_{1}\right)$ and $p_{l}^{e}\left(a_{1}\right)$ are created. In Fig. 4.6 we show the $p_{l}^{o}$ and $p_{l}^{e}$ as a function of $a_{1} / \omega$. As the Floquet driving is weak, i.e., $a_{1} / \omega \ll 1$, only the terms $\left(\sigma_{j}^{x} \sigma_{j+1}^{x}-\sigma_{j}^{y} \sigma_{j+1}^{y}\right)$ and $\sigma_{i}^{z}\left(\sigma_{i-1}^{x} \sigma_{i+1}^{x}-\sigma_{i-1}^{y} \sigma_{i+1}^{y}\right)$ are kept. As it becomes large, multispin interactions take place.

If we drive $c=c_{0}+\frac{c_{1}}{2} \cos \omega t$, we can get the effective Hamiltonian as

$$
\begin{align*}
\tilde{H}_{\mathrm{GIF} 2}^{\mathrm{eff}}= & \sum_{j=1}^{N} \frac{c_{0}}{2}\left(\sigma_{j}^{x} \sigma_{j+1}^{x}-\sigma_{j}^{y} \sigma_{j+1}^{y}\right)+\frac{d}{2}\left(\sigma_{j}^{x} \sigma_{j+1}^{z} \sigma_{j+2}^{x}-\sigma_{j}^{y} \sigma_{j+1}^{z} \sigma_{j+2}^{y}\right)-h_{0} \sigma_{j}^{z} \\
& +\sum_{l=1,3, \ldots} h_{l}^{o}\left(c_{1}\right)\left(\sigma_{j}^{x} M_{j, l}^{z} \sigma_{j+l}^{x}+\sigma_{j}^{y} M_{j, l}^{z} \sigma_{j+l}^{y}\right) \\
& +\sum_{l=2,4, \ldots} h_{l}^{e}\left(c_{1}\right)\left(\sigma_{j}^{x} M_{j, l}^{z} \sigma_{j+l}^{x}+\sigma_{j}^{y} M_{j, l}^{z} \sigma_{j+l}^{y}\right), \tag{4.31}
\end{align*}
$$

with

$$
\begin{align*}
& h_{0}=\sum_{m=0}^{\infty} b C_{m, m-1}-g C_{m, m}, \\
& h_{l}^{o}=\sum_{m=0}^{\infty} \frac{a}{2}\left(C_{m, m-\frac{l-1}{2}}+C_{m, m-\frac{l+1}{2}}\right), \\
& h_{l}^{e}=\sum_{m=0}^{\infty} \frac{b}{2}\left(C_{m, m-\frac{l-2}{2}}+C_{m, m-\frac{l+2}{2}}\right)-g C_{m, m-\frac{l}{2}}, \tag{4.32}
\end{align*}
$$

where $C_{m, r}=\frac{(-1)^{2 m-r}}{(m!)^{2}}\left(\frac{c_{1}}{4 \omega}\right)^{2 m}\binom{2 m}{r}$. The difference between Eq. (4.29) and Eq. (4.31) is the effective multispin interactions.

### 4.4 Finite-size Scaling of Geometric Phase

Universality is essential for quantum phase transition. Near critical regime, correlation length becomes diverging and microscopic details are lost. To investigate the universal properties, many approaches are proposed to be able to characterize phase transition by finite-size scaling, e.g., entanglement [139, 140, 141], geometric phase [62], geometric tensor [142], Schmidt gap [143]. Zhu [62] suggested a finite-size scaling analysis of geometric phase to study phase transition in XY spin chain. The scaling behavior obeys universal characteristics of phase boundary in Ising university class. However, previous studies limit the models where phase transition occurs at critical momentum $k_{c}$ independent of the system parameters. Recent study by Lahtinen and Ardonne discussed criticalities at symmetry protected critical points in generalized cluster model where all $s o(N)_{1}$ critical points can be found [144]. At some symmetry protected points, the system has degeneracies at the critical momentum away from 0 or $\pi$. We are interested in the phase transitions and finite-size scaling behavior at these critical points.

### 4.4.1 Phase Diagram of Cluster-Ising Model

In the first section, we have discussed the generalized Ising model Eq. (4.1). In this section, we consider a model with multispin interactions, i.e., so-called cluster-Ising model

$$
\begin{equation*}
H_{C I}=-\sum_{j=1}^{N} \lambda \sigma_{j}^{x} M_{j, l}^{z} \sigma_{j+l}^{x}+a \sum_{j=1}^{N} \sigma_{j}^{y} \sigma_{j+1}^{y}+g \sum_{j=1}^{N} \sigma_{j}^{z}, \tag{4.33}
\end{equation*}
$$

The periodic boundary conditions are assumed. When $l=2, M_{j, l}^{z}$ is the cluster operator $C_{j}$. After Jordan-Wigner transformation and Fourier transformation, we can write the Hamiltonian $H_{C I}=\sum_{k} \Psi_{k}^{\dagger} H_{C I}(k) \Psi_{k}$, where $H_{C I}(k)=\tilde{\mathbf{d}}(k) \cdot \boldsymbol{\sigma} . \tilde{\mathbf{d}}(k)=\tilde{h}_{y} \hat{\mathbf{e}}_{y}+\tilde{h}_{z} \hat{\mathbf{e}}_{z}$ with $\tilde{h}_{y}=\lambda \sin k l+a \sin k, \tilde{h}_{z}=a \cos k-\lambda \cos k l-g$. The winding number can be calculated via $\tilde{\theta}_{k}=\arctan \frac{\lambda \sin k l+a \sin k}{a \cos k-\lambda \cos k l-g}$.

Table 4.1: Phase and winding number for interactions.

| Interaction | Phase | Winding number |
| :---: | :---: | :---: |
| $\pm \sum_{j} \sigma_{j}^{z}$ | P | 0 |
| $\pm \sum_{j} \sigma_{j}^{y} \sigma_{j+1}^{y}$ | $\mathrm{AFM}^{(\mathrm{Y})}, \mathrm{FM}^{(\mathrm{Y})}$ | +1 |
| $\pm \sum_{j} \sigma_{j}^{x} \sigma_{j+1}^{x}$ | $\mathrm{AFM}^{(\mathrm{X})}, \mathrm{FM}^{(\mathrm{X})}$ | -1 |
| $\pm \sum_{j} \sigma_{j}^{x} \mathcal{Z}_{j, l} \sigma_{j+l}^{x}$ | $C_{l}^{*}, C_{l}$ | $-l$ |

For $l=1, M_{j, l}^{z}=1$, and therefore the Hamiltonian defines the transverse Ising model with the well known antiferromagnet-paramagnet quantum phase transition in the Ising universality class. For $l=2$, Eq. (4.33) defines the so-called cluster-Ising model in an external magnetic field. Assuming periodic boundary conditions: $\sigma_{N+1}^{\alpha}=\sigma_{1}^{\alpha}$, the ground state of Eq. (4.33) for $a=g=0$ is a unique state known as cluster state [145]. Such state enjoys a non trivial global symmetry of the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ type. For open boundary conditions, the cluster state is fourfold degenerate. Such a degeneracy can be lifted only by resorting to operators in the Hamiltonians's symmetry algebra. In such a specific sense, the cluster ground state provides an example of quantum phase of matter with the so-called symmetry protected topological order. Remarkably, such a kind of order is preserved by the Ising interaction and the external field in Eq. (4.33) until quantum phase transitions occur into the system.

The winding numbers for the terms in the Hamiltonian are shown in Table 4.1. The winding number for the first term in Eq. (4.33) is $-l$. When $l=2$, the ground states of the first part of the Hamiltonian is cluster states or dual cluster states depending on the value of $\lambda$. The winding numbers for $\mathrm{AFM}^{(\mathrm{Y})}$ and $\mathrm{FM}^{(\mathrm{Y})}$ are both 1 . This means that we can not use the winding number to fully characterize all the phases. However, we know that if two phases can be adiabatically connected without going through degeneracy, they are the same phase. With this property, we can distinguish different phases even they have the same winding number. The high winding number from the first term makes the system nontrivial.

The cluster-Ising models enjoy non-trivial duality properties. In particular, our Hamiltonian Eq. (4.33) can be mapped to the class of models considered in Ref. [63]. The Hamiltonian for $l=3$ is

$$
\begin{equation*}
H_{G C 3}=-\sum_{j=1}^{N} \lambda \sigma_{j}^{x} \sigma_{j+1}^{z} \sigma_{j+2}^{z} \sigma_{j+3}^{x}+a \sum_{j=1}^{N} \sigma_{j}^{y} \sigma_{j+1}^{y}+g \sum_{j=1}^{N} \sigma_{j}^{z} . \tag{4.34}
\end{equation*}
$$

One can make a dual transformation

$$
\begin{align*}
\sigma_{j}^{z} & =\tau_{j}^{y} \tau_{j+1}^{y}, \\
\sigma_{j}^{x} \sigma_{j+1}^{x} & =\tau_{j+1}^{z}, \\
\sigma_{j}^{y} \sigma_{j+1}^{y} & =-\tau_{j}^{y} \tau_{j+1}^{z} \tau_{j+2}^{y}, \\
\sigma_{j-1}^{x} \sigma_{j}^{z} \sigma_{j+1}^{z} \sigma_{j+2}^{x} & =-\tau_{j}^{x} \tau_{j+1}^{z} \tau_{j+2}^{x} . \tag{4.35}
\end{align*}
$$

We can have


Figure 4.7: Phase diagram of cluster-Ising models. (a)-(f) are phase diagrams of the system for $l$ from 1 to 6 . We choose $\lambda=1$.

$$
\begin{equation*}
H_{C I 3}^{d u a l}=\lambda \sum_{j} \tau_{j}^{x} \tau_{j+1}^{z} \tau_{j+2}^{x}-a \sum_{j} \tau_{j}^{y} \tau_{j+1}^{z} \tau_{j+2}^{y}+g \sum_{j} \tau_{j}^{y} \tau_{j+1}^{y} . \tag{4.36}
\end{equation*}
$$

Since the construction of the phase diagram of the systems relies on energy properties, the phase diagrams are unaltered by duality.

Phase diagrams with $l$ from 1 to 6 are shown in Fig. 4.7((a)-(f)). Fig. 4.7(a) and (b) show the detailed phase diagram for $l=1$ and $l=2$ (see Ref. [63, 47]). The abbreviations mean different phases: paramagnetic (P), ferromagnetic (FM), antiferromagnetic (AFM), cluster (C). The superscript specifies the direction of the order. The cases $l>2$ were recently studied by Lahtinen and Ardonne [144]. For even $l((\mathrm{~b}),(\mathrm{d}),(\mathrm{f}))$, the Zeeman field is the control parameter. When $g>0$, phases with even integer winding numbers are generated. The Ising interaction $a$ tunes the ferromagnetic or antiferromagnetic phases. The roles of $g$ and $a$ are exchanged for odd $l((\mathrm{a}),(\mathrm{c}),(\mathrm{e}))$. Elaborating on the findings for $l=2$ [132], Lahtinen and Ardonne demonstrated that the criticality of the system is indeed characterized by the $s o(l+1)_{1}$ conformal field theory. The structure of the phase diagrams is related to the symmetry of $\left(h_{y}(k), h_{z}(k)\right)$. Such symmetry implies that for $l$ even, the phase diagram is symmetric $a \rightarrow-a$; for odd $l$, the symmetry is $g \rightarrow-g$. $\mathrm{FM}^{\alpha}$ or $\mathrm{AFM}^{\alpha}$ denotes ferromagnetic or antiferromagnetic order along the spin direction $\alpha$, respectively. The $C_{2}$ and $C_{2}^{*}$ cluster and dual cluster phases respectively, display a string order of the cluster state type with two Majorana modes at the edges of the system; such


Figure 4.8: Critical momentums for (a) $l=2$ and (b) $l=3$.
two phases are characterized by string order parameters with different spin polarizations at the edges [63]. Similarly, $C_{3}$ phases are cluster state phases with three Majorana modes at the edges of the system. $C_{3}$ and $C_{3}^{*}$ phases in (c) are distinguished from each other by the negative and positive Ising interaction $a$. The $C_{m}$ and $C_{m}^{*}$ phases with $m>2$ in Fig. 4.7 ((c)-(f)) are defined in with a similar logic. For even $l, C_{m}^{*}$ and $C_{m}$ cluster phases can be swapped by inversion of the Zeeman field $g$; for odd $l$, they can be transformed one another by swapping ferromagnetic and antiferromagnetic Ising exchange. The different phases $C_{m}$ with fixed $l$ in the different panels of Fig. 4.7 can be connected adiabatically. Namely a fixed phase $C_{m}$ of a given Hamiltonian $H_{l}$ evolves in to $C_{m}$ of $H_{l+1}$ under $H_{l, l+1}=(t-1) H_{l}+t H_{l+1}, t \in[0,1]$.

The winding numbers for the phases $\mathrm{P}, \mathrm{C}_{2}, \mathrm{FM}^{(\mathrm{Y})}, \mathrm{AFM}^{(\mathrm{Y})}, \mathrm{FM}^{(\mathrm{X})}, \mathrm{AFM}^{(\mathrm{X})}$ are $0,-2,1,1,-1,-1$, respectively. The generalized cluster states with winding number $-l$ are "broken" into phases characterized by lower winding numbers $(-(l-1), \ldots),-1$. There is a parity property for $l$ in the phase diagrams. Odd and even $l$ s have different structures of phase diagrams. This would suggest that the generalized cluster states for odd and even $l \mathrm{~s}$ have quite different properties.

The green-solid lines in Fig. 4.7 are in the $X Y$ universality class. For the blue-dotted (red-dashed) straight lines indicate Ising phase transitions. The $X Y$ and Ising transitions have a topological difference. The two phases separated by the $X Y$ line have winding number difference equals to 2 . However, for ground states separated by the Ising type transition, the winding number difference is 1 . Different from blue-dotted (red-dashed) lines, the green-solid lines have critical momentum depending on the parameters $a$ and $g$. In Figs. 4.8(a) and (b), the critical momentums are presented for $l=2$ and $l=3$, respectively.

In Fig. 4.9(a) the critical points are labeled and the energy bands are shown in (b). For


Figure 4.9: Phase diagram (a) for $l=2$ and (b) energy band structures of some critical points.
the critical points at $a=0$ or $g=0$, low-energy dispersions are linear ( $M_{0}, M_{2}, M_{3}, M_{4}$ ). However, for $M_{1}$ and $M_{5}$, the low-energy dispersions are quadratic. Actually the difference between the dispersions can lead to novel effects. Recent studies reveal a new kind of Weyl semimetal with quadratic double Weyl fermions arising from the spin-orbit coupling [146]. They show that the linear and quadratic dispersions have different chiral topological charges. Recent developments of topological materials in condensed matter physics show that energy band is a resource to analyse physical properties of the periodic system. Therefore, we want to study the difference between the linear and quadratic dispersions with finite-size scaling.

### 4.4.2 Scaling Behavior of Linear Dispersions

Now we discuss the scaling behavior of phase boundaries close to quantum phase transitions with $z=1$ (green-solid lines in Fig. 4.7). We present the scaling behavior in Fig. 4.10. The scaling ansatz for the (derivative of the) geometric phase is

$$
\begin{align*}
& \left.\frac{d \varphi}{d g}\right|_{g_{m}} \simeq \kappa_{1} \ln N+\text { const },  \tag{4.37}\\
& \frac{d \varphi}{d g} \simeq \kappa_{2} \ln \left|g-g_{c}\right|+\text { const }, \tag{4.38}
\end{align*}
$$

where $g_{c}$ is the critical value for infinite long spin chain, and $g_{m}$ marks the anomaly for the finite size system. According to the scaling ansatz, in the case of logarithmic singularities, the ratio $\left|\kappa_{2} / \kappa_{1}\right|$ is the exponent $\nu$ that governs the divergence of correlation length. We


Figure 4.10: Scaling behaviors for the transition line from $M_{3}$ to $M_{5}$ according to (a) Eq. (4.37) and (b) Eq. (4.38). (c) Scaling coefficient $\kappa_{1}$ for the green phase boundary in Fig. 4.7(b) with critical momentum $k_{c}$ changing from $\pi / 2$ to $\pi$. (d) represents $\kappa_{1}$ with $k_{c}$ changing from 0 to $\pi / 2$ for $l=3$.
note that the scaling behavior is related to the band structure at low energy. Now we look at the case with $l=2$. For the reason that the critical properties are found symmetric about $a=0$, we discuss the phase boundaries with $0<a<2$. In Fig. 4.10(c) we present the scaling coefficient $\kappa_{1}$ when the Ising interaction $a$ changes. We note that the scaling coefficient $\kappa_{1}$ changes smoothly along the XY critical lines (green-solid lines). This behavior arises because the band structure in the phase boundaries are characterized by the same topology. Specifically, in $M_{3}$ there are two degenerate points (or Dirac points) - see Fig. 4.9(c). As for $M_{4}$, there are three degenerate points in the band structure. Therefore, $M_{4}$ enjoys a so $(3)_{1}$ criticality rather than the $X Y$ one. Therefore, the scaling coefficients exhibit different discontinuity between $M_{4}$ and the XY type critical points as shown in Fig. 4.10.

As for topological quantum phase transitions, we first consider $l=2$. At $M_{0}$, the quantum phase transition between a paramagnet and a cluster phase occurs. Similarly, $M_{4}, M_{2}$ at $a= \pm 1$ are quantum multicritical points involving the cluster phase. We found that the same scaling behaviour is displayed in $M_{2}$ and $M_{4}$. The ratio $\left|\kappa_{2} / \kappa_{1}\right| \sim 1$ (see


Figure 4.11: The value of $F=\left[1-\exp \left(d \varphi / d g-d \varphi /\left.d g\right|_{g_{m}}\right)\right]$ as a function $N\left(g-g_{m}\right)$ for various lattice sizes, $N=100,200,500,1000$.

Eq. (4.37) and Eq. (4.38)). For $a=0$, phase transitions occur at $|g|=1$. As $|g|>1$, the ground state is a trivial insulator(P phase). However, if $|g|<1$, the ground state is a symmetry protected cluster phase. As expected by looking at the dispersion curves $M_{0}$ and $M_{3}$ share the same criticality. A similar finding holds for $M_{2}$ and $M_{4}$. The scaling coefficient $\kappa_{1}$ for $l=3$ is represented in Fig. 4.10(d). For multicritical points with multiple degeneracies in energy bands, the scaling coefficients are discontinuously connected to the neighboring critical points which share the same topologies of band structures.

Furthermore, by proper scaling and taking into account the distance of the extremum of geometric phase from the critical points, it is possible to make all the data for the value of $F=\left[1-\exp \left(d \varphi / d g-d \varphi /\left.d g\right|_{g_{m}}\right)\right]$ as a function of $N^{1 / \nu}\left(g-g_{m}\right)$ for different $N$ collapse onto a single curve [139, 62]. In (a), the curves for $a=0.1,0.2,0.3$ are shown. In (b), the curves for $a=0.7,1.1,1.7$ are presented.

### 4.4.3 Scaling Behavior of Quadratic Dispersions

In Fig. 4.7 there are a kind of critical points which are joint points between XY and Ising classes, i.e., $M_{1}$ and $M_{5}$ in (b). $M_{1}$ and $M_{5}$ are non-Lorentz-invariant critical points. These point have special energy band structure. In Fig. 4.9(b), we can see that the low energy dispersion is quadratic in $k$. The phase transition is characterized by the dynamical critical component $z=2$. And the phase transitions can not described by Lorentz-invariant conformal field theory. From numerical calculations, we find the scaling behaviors as shown in Fig. 4.12. At $M_{1}$ and $M_{5}$ the scaling ansatz in Eq. (4.37) and


Figure 4.12: Scaling behavior for the point $M_{5}$.

Eq. (4.38) changes to

$$
\begin{equation*}
\left.\ln \frac{d \varphi}{d g}\right|_{g_{m}} \simeq \tilde{\kappa}_{1} \ln N+\text { const } \tag{4.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\ln \frac{d \varphi}{d g} \simeq \tilde{\kappa}_{2} \ln \left|g-g_{c}\right|+\text { const } . \tag{4.40}
\end{equation*}
$$

Because of the quadratic dispersion, the scaling behaviors are found to be logarithmic. Fig. 4.12(a) and (b) show $\tilde{\kappa}_{1}$, and $\tilde{\kappa}_{2}$ being 1.999 and -0.492 , respectively. Close to critical points with quadratic dispersions for $l \geq 2$, we find a similar log scaling behavior. In Fig. 4.13 the low energy dispersions at $k_{c}=\pi$ are plotted around $a=2$. When the system is close to $a=2$, the dispersion has smaller slope, but still linear. When it reaches $a=2$, it becomes $k^{2}$ dispersion.

We have studied the phase diagrams and quantum criticalities of generalized clusterIsing models through the winding number and scaling properties of the geometric phase, respectively. The critical points with linear and quadratic low-energy dispersions obey


Figure 4.13: Dispersion curves around $k_{c}=\pi$ for various values of $a$.
different scaling ansatz. Specifically, the critical point with critical exponent $z=2$ shows anomalous logarithmic scaling behavior which is markedly different from that one with $z=1$, with linear dispersions. There is a close connection between topological phase transition, quantum criticality, energy band structure and geometric phase.

## Chapter 5

## Statistical Properties of Quenched Edge States

Recently, nonequilibrium physics has attracted a lot of interest in eigenstate thermalization hypothesis (ETH) which states that an isolated quantum many-body system would relax to a state well described by the standard statistical-mechanical prescription [147, 148]. Experiments, especially ultracold atoms [149, 150, 151, 152, 153], provide a flexible platform to perform nonequilibrium controlling. Quantum quench is one typical approach to drive systems from equilibrium state to non-equilibrium. Many systems have been considered: cold atoms [154], circuit-QED [50], quantum dots [155] and so forth. Even in topological systems, quantum quenches are shown to exhibit many interesting effects and applications, for instance, band tomography [156], dynamical phase transition (DPT) [157, 158], preservation of Chern number [159], by discussing the band properties. Response of edge states to quantum quench are also explored in open-boundary topological systems [159, 160]. In addition, edge modes with nonequilibrium dynamics has also been investigated, e.g., by discussing the scaling of topological defects [161, 162] and survival probability $[163,164]$.

In general, physical properties for nonequilibrium systems are manifested through some dynamical observables. Measures, like Loschmidt echo (LE) which is also known as the "return" probability, captures the fidelity of the system after a quantum quench. Moreover, LE is a useful technique that can characterize many phenomena, phase transition or DPT [52, 165], non-Markovianity [166], and the statistical work done in quench process [167]. In topological systems, LE is shown to indicate DPT via Fisher zeros [157]. However, many of these works explore the physics via dynamical observables. As noted in $[168,169]$, probability distributions in quantum quench are the essence of nonequilibrium
systems. Indeed, those dynamical observables extract information of systems, which can fully captured by probability distribution. In particular, the long-time behavior of the quenched system is described by the probability distribution.

### 5.1 Loschmidt Echo, Work, and Probability Distribution

Usually, LE is utilized to explore the dynamical behavior of a system. LE is a versatile technique and can be related to a lot of interesting effects, such as decoherence, phase transition and non-Markovianity. Loschmidt amplitude (LA) is defined as the overlap between the initial state and the final state,

$$
\begin{align*}
G(t) & =\left\langle\psi_{0}\right| e^{-i H_{1} t}\left|\psi_{0}\right\rangle \\
& =\sum_{n=1}^{2 N} P_{n} e^{-i E_{n} t}, \tag{5.1}
\end{align*}
$$

where $P_{n}=\left|\left\langle\psi_{0} \mid \Phi_{n}\right\rangle\right|^{2}$ and $\left|\psi_{0}\right\rangle$ is the initial state before quench, and $\left|\Phi_{n}\right\rangle$ are the $n$th instantaneous eigenstate of quenched Hamiltonian $H_{1}$. To physically quantify the dynamics, LE, i.e. $L(t)=|G(t)|^{2}$ is usually used. It is clear that LE can be understood as a "return" probability, and it is really an interference effect. The statistics of work done during the process of a quench is analyzed in Ref. [167]. This has motivated people to investigate the relation between probability distribution and physical properties in nonequilibrium systems [170, 171, 168, 172, 173].

Specifically, it has been found in Ref. [171] that the choice of the initial state is important. When the quenched term $H_{1}-H_{0}$, where $H_{0}, H_{1}$ are initial and quenched Hamiltonian in spin- $1 / 2$ systems, commutes with $H_{0}$, magnetic susceptibilities can be interpreted as cumulant of magnetization distribution of initial state. The choice of initial states can make the quench problem very different [174]. Usually, in equilibrium manybody systems, phase transitions are characterized by properties of low energy states. For topological systems, topological invariants change when bandgap closes, and correspondingly the number of edge modes changes. However, topological invariants are not merely reflected by the low energy characteristics of a system [117]. For the systems under quench with topological features, one of the edge states could be chosen as an initial state. As shown in $[159,160]$, responses of edge states to sudden quench are highly interesting. Depending on the quenches, the LE exhibits quite different dynamical behaviors. Here,
we study the problem in a different way. We consider the long-time properties of the quenched edge state.

### 5.2 Mixed State Description of Long-time Average of Quenched System

For a system $H_{0}$ with eigenstate $\left|\psi_{0}\right\rangle$, the quantum state when the system is suddenly quenched to a new Hamiltonian $H_{1}$ is

$$
\begin{align*}
|\Psi(t)\rangle & =e^{-i H_{1} t}\left|\psi_{0}\right\rangle \\
& =\sum_{n} e^{-i E_{n} t} C_{n}\left|\Phi_{n}\right\rangle \tag{5.2}
\end{align*}
$$

where $\left|\Phi_{n}\right\rangle$ and $E_{n}$ are eigenstates and eigenenergies of $H_{1}$ and $C_{n}=\left\langle\Phi_{n} \mid \psi_{0}\right\rangle$. An observable for the system after sudden quench can be written as

$$
\begin{align*}
O(t) & =\langle\Psi(t)| O|\Psi(t)\rangle \\
& =\sum_{n} P_{n}\left\langle\Phi_{n}\right| O\left|\Phi_{n}\right\rangle+\sum_{n \neq m} C_{n} C_{m}^{*} e^{-i E_{n m} t}\left\langle\Phi_{m}\right| O\left|\Phi_{n}\right\rangle \tag{5.3}
\end{align*}
$$

with $E_{n m}=E_{n}-E_{m}$ and $P_{n}=\left|C_{n}\right|^{2} . P_{n}$ is called probability distribution and is the $n$th diagonal element of density matrix $\rho(t)=|\Psi(t)\rangle\langle\Psi(t)|$. To characterize the steady state after relaxation, one can define long-time average of $O(t)$ as

$$
\begin{align*}
\bar{O} & =\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d t O(t) \\
& =\sum_{n} P_{n}\left\langle\Phi_{n}\right| O\left|\Phi_{n}\right\rangle+\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d t \sum_{n \neq m} C_{n} C_{m}^{*} e^{-i\left(E_{n m}\right) t}\left\langle\Phi_{m}\right| O\left|\Phi_{n}\right\rangle . \tag{5.4}
\end{align*}
$$

The average is taken over an integral multiple of the period. If no degeneracy appears, the second term is zero according to Riemann-Lebesgue lemma. We can write fidelity into two parts $O(t)=\bar{O}+\delta O(t)$ where $\delta O(t)$ denotes the fluctuation about the average. In some non-topological many-body systems [154, 54], the fluctuation part characterizes the nonequilibrium phenomenon. Even in topological systems, the dynamical properties show differences for various quenches [164].

Ergodic theorem guarantees the thermalization in isolated many-body systems in which it applies. In such systems, no matter what initial states are, the final states always
evolve to thermalized steady states. However, in integrable systems with its eigenstate being initial state, thermalization is not possible. However, the steady state can still be described by an ensemble, i.e., generalized Gibbs ensemble (GGE) [148]

$$
\begin{equation*}
\rho_{G}=\frac{e^{-\sum_{\alpha} \lambda_{\alpha} \mathcal{I}_{\alpha}}}{\operatorname{Tr}\left[e^{-\sum_{\alpha} \lambda_{\alpha} \mathcal{I}_{\alpha}}\right]}, \tag{5.5}
\end{equation*}
$$

where $\lambda_{\alpha}$ are Lagrange multipliers constraining the value of each conserved quantity $\mathcal{I}_{\alpha}$ in the postquench system, i.e., $\left\langle\psi_{0}\right| \mathcal{I}_{\alpha}\left|\psi_{0}\right\rangle=\operatorname{Tr}\left[\rho_{G} \mathcal{I}_{\alpha}\right]$. In our case, $\mathcal{I}_{\alpha}$ are number operators on the energy eigenstates of postquench system. $\rho_{G}$ is GGE ensemble established in studying the issue of thermalization of isolated systems and is actually the long-time steady state after sudden quench [148]. From Eq. (5.4) and Eq. (5.5), one can easily find that

$$
\begin{equation*}
\bar{O}=\operatorname{Tr}\left[\rho_{G} O\right] . \tag{5.6}
\end{equation*}
$$

The mixed state of the topological models continues to exhibit topological properties until the critical temperature [36]. One interesting question is: can the effective ensemble of the quenched system convey topological information? In the following, we explore the relation between the long-time steady state and the topology.

### 5.3 Aubry-André-Harper model

The AAH model is a 1D tight binding model [175, 176]. This 1D model can be used to realize topological particle pumping [177], and the relation to zero modes is also analyzed [128]. Moreover, the physics that happens in AAH model is related to other topological models in 1D, such as Kitaev chain, SSH model [128]. The AAH model can be described as

$$
\begin{align*}
H= & \sum_{i=1}^{N-1} t\left[1+\lambda \cos \left(2 \pi \beta i+\varphi_{\lambda}\right)\right] \hat{a}_{i+1}^{\dagger} \hat{a}_{i}+\text { h.c. } \\
& +\sum_{i=1}^{N} v \cos \left(2 \pi \beta i+\varphi_{v}\right) \hat{a}_{i}^{\dagger} \hat{a}_{i} . \tag{5.7}
\end{align*}
$$

When $\lambda=0$, it is called diagonal-AAH model and it is topologically trivial. This diagonal model has been used to analyze disorder and localization of Bose-Einstein condensate in quasiperiodic optical lattice [178]. However, if $\lambda$ is nonzero, the system is topologically nontrivial. AAH model can be mapped to its 2D ancestor model with $\varphi_{v}$ being the crystal


Figure 5.1: Energy spectrum with $\lambda=1, v=0, t=1$ (a). (b)-(d) probability distributions for three quenches from $\varphi_{\lambda}=0$ to $0.45 \pi, 0.5 \pi$, and $0.7 \pi$, respectively. Other parameters are.
momentum in the second dimension [179]. We consider a simple situation with $v=0$. The inhomogeneous hopping is tuned by the cosine modulation. $\beta=1 / m$ means $m$ sublattices in the unit cell. When $\beta=1 / 2$, it resembles SSH model as we have studied. Incommensurate lattice has also been studied in terms of Anderson localization in 1D system with BEC [178]. The recent studies find that quasicrystal with incommensurate ratio $\beta$ has the same topological origin as AAH model [23, 177].

For open boundary one-dimensional lattice, there are two edge modes appearing at the two ends, separated from each other. We first consider initial edge mode at zero energy, which means edge state degeneracy for infinite length of lattice. For simplicity, we let $t=1, \lambda=1, \beta=1 / 2$. The spectrum is plotted in Fig. 5.1(a). When $-\frac{\pi}{2}<\varphi_{\lambda}<\frac{\pi}{2}$ there are two edge modes appearing at two ends of the lattice. Assuming that the initial state is an edge state with $\varphi_{\lambda}=0$, then one can quench the system by changing $\varphi_{\lambda}$ to $0.45 \pi, 0.5 \pi, 0.7 \pi$ corresponding to (b)-(d), respectively. The probability distributions in (b)-(d) reveal that the ground band and excited band are symmetrically populated. This is imposed by the initial condition $\left\langle\Psi_{0}\right| H_{0}\left|\Psi_{0}\right\rangle=0$. For this reason, periodic revival occurs [164].

We next consider the general model with both diagonal and off-diagonal, with the off-


Figure 5.2: (a-c): spectrums for $\lambda=0.3,0,-0.3$. (d-f) probability distributions for quenches from $\lambda=0.3$ to $\lambda=0.05,0,-0.3$, respectively, with $\varphi_{v}=\pi / 2 . \quad v=1, \varphi_{\lambda}=$ $0, t=1, N=50$.
diagonal parameter $\lambda$ as the quenched variable. In Fig. 5.2(a)-(c), energy spectrums are shown with $\lambda=0.3,0,-0.3$, respectively. The system is initialized at $\lambda=0.3, \varphi_{v}=\pi / 2$ where the edge states at two ends are degenerate. Probability distributions in (d)-(f) represent quantum quench to $\lambda=0.05,0,-0.3$. As we see, distributions are symmetric along the energy axis for all cases. In Fig. 5.3, the system is chosen with lower edge mode at $\lambda=0.3, \varphi_{v}=0.2 \pi$, which is far from the degeneracy point. Fig. 5.3(a)-(c) show the quench from $\lambda=0.3$ to $\lambda=-0.3,0,0.05$, respectively. The unbalanced behavior shows the overlap between initial state and eigenstates of post-quenched system.

### 5.4 Fidelity and Entropy

An observable for the system after quench can be written as $O(t)=\langle\Psi(t)| O|\Psi(t)\rangle$, with $|\Psi(t)\rangle=\sum_{n} e^{-i E_{n} t}\left\langle\Phi_{n} \mid \psi_{0}\right\rangle\left|\Phi_{n}\right\rangle$. To capture the main dynamical behaviors of the system,


Figure 5.3: Probability distributions for different quenches. The initial edge state is chosen as one with lower energy at $\lambda=0.3, \varphi_{v}=0.2 \pi$. (a)-(c) correspond to the quenches $\lambda=-0.3,0,0.05$, respectively.
we choose fidelity [180] as an measurement, i.e.,

$$
\begin{align*}
F(t) & =\left\langle\psi_{0} \mid \Psi(t)\right\rangle\left\langle\Psi(t) \mid \psi_{0}\right\rangle \\
& =\left\langle\psi_{0}\right|\left(\sum_{n, m} e^{-i E_{n m} t}\left\langle\Phi_{n} \mid \psi_{0}\right\rangle\left\langle\psi_{0} \mid \Phi_{m}\right\rangle\left|\Phi_{n}\right\rangle\left\langle\Phi_{m}\right|\right)\left|\psi_{0}\right\rangle \\
& =\sum_{n, m} e^{-i E_{n m} t}\left\langle\psi_{0} \mid \Phi_{m}\right\rangle\left\langle\Phi_{m} \mid \psi_{0}\right\rangle\left\langle\psi_{0} \mid \Phi_{n}\right\rangle\left\langle\Phi_{n} \mid \psi_{0}\right\rangle \\
& =\sum_{n, m} e^{-i E_{n m} t} P_{m} P_{n}, \tag{5.8}
\end{align*}
$$

The dynamical survival probability of initial state shows differences for various quenches [164]. To explore deeper relation between topological quench and the response of system, the long-time steady state should be analyzed. The initial state is the edge mode which is labeled as $\mathrm{N} / 2$ from the lowest energy state. Long-time average of $F(t)$ is

$$
\begin{equation*}
\bar{F}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d t F(t) \tag{5.9}
\end{equation*}
$$

From Eq. (5.6), we have

$$
\begin{equation*}
\bar{F}=\operatorname{Tr}\left[\rho_{G}\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|\right] . \tag{5.10}
\end{equation*}
$$

As shown in Fig. 5.4(a), when quantum quench is done in the same phase, $\bar{F}$ has finite value. But, if the post-quenched system belongs to a different phase, it exhibits quite different behaviors: namely, $\bar{F}$ approaches zero if the system is quenched over the critical point. In Fig. 5.4(b) von Neumann entropy (VNE) $S(\rho)=-\operatorname{Tr}[\rho \ln \rho]$ is shown for $\rho_{G}$. Even though the probability distribution $P_{n}$ is quite different for $\varphi_{v}=0.5 \pi$ (Fig. 5.2(d))


Figure 5.4: Long-time average of fidelity (a) and von Neumann entropy (b), with $T=$ $1200, t=1, v=1, b=1 / 2, \varphi_{\lambda}=0, N=200$.
and $\varphi_{v}=0.2 \pi$ (Fig. 5.3(c)), VNE does not make so much difference.

## Chapter 6

## Detection of Topological Quantum Number in Circuit-QED System

In previous chapters, we have discussed the Aharonov-Bohm effects and topological phenomena with neutral atoms. In this chapter, we study the topological effects in periodic photonic systems. The photonic edge states and quantum Hall effect in photonic crystals have been studied by Haldane and Raghu [181] and also probed experimentally [182]. Recently, artificial gauge fields for photons are also investigated in many photonic systems [183, 184, 185, 186, 187]. Moreover, the photons in microwave frequency are proposed for simulating condensed matter effects [188, 189]. In particular, Koch et al. propose a special passive coupling element between microwave resonators [189]. As a result, the time-reversal symmetry can be broken and artificial gauge field is generated [189]. The use of passive coupling elements can avoid some of the challenges posed by dissipation. The experiments have realized artificial gauge field in circuit-QED systems recently [190].

At first, for electromagnetic waves, one can mimick topological features by fabricating periodic structures in photonic crystal [191, 182, 129] or coupled cavity array [192]. In particular, topological Floquet insulator can be realized in an array of evanescently coupled helical waveguides where the propagation coordinate $z$ acts as 'time' in experiment [193]. The graphene-like lattice is fabricated to simulate the topological effects in honeycomb lattice. In the photonic crystal, the properties of photons in the lattice can be tuned in various ways, e.g., external driving, interaction with atoms, cavity decay. The cavity decay is also exploited to observe the topological phase transitions [24]. Here, we focus on the circuit-QED lattice where microwave photons can hop between neighboring resonators/cavities with the mediation of atoms [194, 195]. The advantage for the atom-mediated hopping is that one can tune the atoms in such a way that topological


Figure 6.1: (a) The circuit diagram of two resonators and a flux qubit. (b) The energy levels and interactions with resonators.
properties of photons can be changed.
Before the discussion of photonic lattice, we first consider the quantum system with simple atom-photon interaction. In quantum optics, the interaction between atom and photon is a fundamental tool to engineer quantum state [196], cool resonator [197], etc. If several modes of photons are coupled to atoms, the effective interactions (linear and nonlinear) can be obtained, which are useful to study many-body physics for photons [198, 199]. In the following, we consider the atom-mediated two resonators which will be used to generate topological states in later sections. This simple quantum system has significant applications in quantum optics and quantum information processing, e.g., generating entanglement between resonators [200, 201], producing noninear photon hopping [202].

### 6.1 Atom-Mediated Two Resonators: Entangled States

The circuit-QED system is a nice setup to perform quantum optical effects and realize quantum information processing [203, 204]. The entanglement between resonators can be realized by coupling them to a three level superconducting artificial atom [205, 206]. The circuit of the system is shown in Fig. 6.1. The qubit we consider is the flux-type [207]. The energy levels of flux qubit can be tuned by the magnetic flux in the superconducting loop interrupted by Josephson junctions, which are marked by red and blue crosses in Fig. 6.1(a). The loop can be treated as a multilevel "atom". The transition elements between different levels can also be adjusted by magnetic flux. When the flux is properly tuned, cyclic transitions between three levels can be realized [208]. A control microwave field is applied to couple the levels $|1\rangle$ and $|3\rangle$ via the transmission line. In (b), the energy
levels of the "atom" are shown. Two resonators couple to the transitions $|1\rangle \leftrightarrow|2\rangle$ and $|2\rangle \leftrightarrow|3\rangle$, respectively. The Hamiltonians for the driven atom and the interaction between resonators and atoms are $H_{0}$ and $H_{1}$

$$
\begin{gather*}
H_{0}=\sum_{j=1}^{2} \nu_{j} \hat{a}_{j}^{\dagger} \hat{a}_{j}+\sum_{k=2}^{3} \omega_{k 1} \sigma_{k k}+\Omega\left(\sigma_{13} e^{i \nu_{3} t}+\sigma_{31} e^{-i \nu_{3} t}\right) .  \tag{6.1}\\
H_{1}=g_{1}\left(\hat{a}_{1}^{\dagger} \sigma_{12}+\hat{a}_{1} \sigma_{21}\right)+g_{2}\left(\hat{a}_{2}^{\dagger} \sigma_{23}+\hat{a}_{2} \sigma_{32}\right) . \tag{6.2}
\end{gather*}
$$

Here $\nu_{1,2}$ are the frequencies of the two harmonic oscillators. $\nu_{3}$ is the frequency of the microwave field. $\hat{a}_{j}^{\dagger}$ and $\hat{a}_{j}$ are creation and annihilation operators of the two oscillators, respectively. $\sigma_{j j}$ and $\sigma_{j k}(j \neq k, j, k=1,2,3)$ are projection operators and transition operators of the atom, respectively. $g_{1}$ and $g_{2}$ represent the atom-resonator interactions, and $\Omega$ is the Rabi frequency of the driven transition $|3\rangle \leftrightarrow|1\rangle$. In the rotating frame, the Hamiltonians change to

$$
\begin{equation*}
\tilde{H}_{0}=\Delta_{31} \sigma_{33}+\Omega\left(\sigma_{13}+\sigma_{31}\right) \tag{6.3}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{H}_{1}=g_{1}\left(\hat{a}_{1}^{\dagger} \sigma_{12} e^{-i \Delta_{21} t}+\hat{a}_{1} \sigma_{21} e^{i \Delta_{21} t}\right)+g_{2}\left[\hat{a}_{2}^{\dagger} \sigma_{23} e^{-i\left(\Delta_{32}-\Delta_{31}\right) t}+\hat{a}_{2} \sigma_{32} e^{i\left(\Delta_{32}-\Delta_{31}\right) t}\right] \tag{6.4}
\end{equation*}
$$

where $\Delta_{31}=\omega_{31}-\nu_{3}, \Delta_{32}=\omega_{32}-\nu_{2}, \Delta_{21}=\omega_{21}-\nu_{1} \omega_{j k}=\omega_{j}-\omega_{k}$ are frequency differences between three energy levels. After diagonalization of $\tilde{H}_{0}$ we obtain the dressed states which are superpositions of bare states
where we define $\cos \theta=\sqrt{\frac{1}{2}+\frac{\Delta}{2 d}}, \sin \theta=\sqrt{\frac{1}{2}-\frac{\Delta}{2 d}}, d=\sqrt{\Delta^{2}+4 \Omega^{2}}$ and $\Delta_{31}=\Delta$. The dressed states $|+\rangle$ and $|-\rangle$ have the eigenvalues $\lambda_{ \pm}=\frac{1}{2}(\Delta \pm d)$, respectively. In the eigenstates representation, $\tilde{H}_{0}=\lambda_{+} \sigma_{++}+\lambda_{-} \sigma_{--}$. Considering a unitary transformation $U^{\prime}=\exp \left(-i \tilde{H}_{0} t\right)$, the system is described by

$$
\begin{align*}
H_{\text {int }}= & g_{1} \hat{a}_{1}^{\dagger}\left[\sin \theta \sigma_{+2} e^{i\left(\lambda_{+}-\Delta_{21}\right) t}+\cos \theta \sigma_{-2} e^{i\left(\lambda_{-}-\Delta_{21}\right) t}\right]+g_{2} \hat{a}_{2}^{\dagger}\left[\cos \theta \sigma_{2+} e^{-i\left[\lambda_{+}+\left(\Delta_{32}-\Delta_{31}\right)\right] t}\right. \\
& \left.-\sin \theta \sigma_{2-} e^{-i\left[\lambda_{-}+\left(\Delta_{32}-\Delta_{31}\right)\right] t}\right]+ \text { h.c. } \tag{6.6}
\end{align*}
$$

Here we consider the three-photon resonance conditions, i.e., $\Delta_{21}=\Delta_{31}-\Delta_{32}$. By tuning Rabi sideband resonance $\lambda_{+}=\Delta_{21}$ and neglecting these fast oscillating terms, we can
obtain the reduced Hamiltonian as

$$
\begin{equation*}
H_{I}=\left(g_{1} \hat{a}_{1}^{\dagger} \sin \theta+g_{2} \hat{a}_{2} \cos \theta\right) \sigma_{+2}+\text { h.c. } \tag{6.7}
\end{equation*}
$$

Then we introduce a Bogoliubov transformation,

$$
\begin{align*}
& \hat{b}_{1}=\hat{a}_{1} \cosh r+\hat{a}_{2}^{\dagger} \sinh r, \\
& \hat{b}_{2}=\hat{a}_{2} \cosh r+\hat{a}_{1}^{\dagger} \sinh r, \tag{6.8}
\end{align*}
$$

where the squeezing parameter is defined as

$$
\begin{align*}
& r=\arctan \sqrt{\frac{d-\Delta}{d+\Delta}} \quad(\Delta>0),  \tag{6.9}\\
& r=\arctan \sqrt{\frac{d+\Delta}{d-\Delta}} \quad(\Delta<0) . \tag{6.10}
\end{align*}
$$

The Hamiltonian $H_{I}$ is written with the new operators $b_{1}$ and $b_{2}$ as

$$
\begin{align*}
& \tilde{H}_{I_{2}}=G\left(\hat{b}_{2} \sigma_{+2}+\hat{b}_{2}^{\dagger} \sigma_{2+}\right) \quad(\Delta>0),  \tag{6.11}\\
& \tilde{H}_{I_{1}}=G\left(\hat{b}_{1} \sigma_{2+}+\hat{b}_{1}^{\dagger} \sigma_{+2}\right) \quad(\Delta<0), \tag{6.12}
\end{align*}
$$

where the effective coupling constant $G=\sqrt{\left|g_{2}^{2} \cos \theta^{2}-g_{1}^{2} \sin \theta^{2}\right|}$. In the dressed states representation Eq. 6.5, the mater equation of the system is written as

$$
\begin{equation*}
\dot{\tilde{\rho}}=-i\left[\tilde{H}_{I}, \tilde{\rho}\right]+\mathcal{L}_{a} \tilde{\rho}+\mathcal{L}_{c} \tilde{\rho}, \tag{6.13}
\end{equation*}
$$

with

$$
\begin{align*}
\mathcal{L}_{a} \tilde{\rho}= & \sum_{m, n=+,-, 2}^{m \neq n} \frac{\Gamma_{m n}}{2}\left(2 \sigma_{n m} \tilde{\rho} \sigma_{m n}-\sigma_{m m} \tilde{\rho}-\tilde{\rho} \sigma_{m m}\right)-\sum_{k, j=+,-}^{k \neq j}\left[\frac{\Gamma_{1 l_{1 n}}^{k j}}{2}\left(2 \sigma_{2 k} \tilde{\rho} \sigma_{j 2}-\sigma_{j k} \tilde{\rho}-\tilde{\rho} \sigma_{j k}\right)\right. \\
& \left.-\Gamma_{2_{i n}}^{k j} \sigma_{k 2} \tilde{\rho} \sigma_{2 j}\right]+\Gamma_{p h_{1}}\left(\sigma_{++} \tilde{\rho} \sigma_{--}+\sigma_{--} \tilde{\rho} \sigma_{++}\right)+\frac{\Gamma_{p h_{2}}}{2}\left(2 \sigma_{p} \tilde{\rho} \sigma_{p}-\sigma_{p} \sigma_{p} \tilde{\rho}-\tilde{\rho} \sigma_{p} \sigma_{p}\right) \\
& +\sum_{l=+,-, 2} \frac{\Gamma_{l l}}{2}\left(2 \sigma_{l l} \tilde{\rho} \sigma_{l l}-\sigma_{l l} \tilde{\rho}-\tilde{\rho} \sigma_{l l}\right), \tag{6.14}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{L}_{c} \tilde{\rho}= & \frac{\kappa}{2}\left[\sum_{j=1}^{2}\left(N_{j}+1\right)\left(\hat{b}_{j} \tilde{\rho} \hat{\rho}_{j}^{\dagger}-\hat{b}_{j}^{\dagger} \hat{b}_{j} \tilde{\rho}\right)+N_{j}\left(\hat{b}_{j}^{\dagger} \tilde{\rho} \hat{b}_{j}-\tilde{\rho} \hat{b}_{j} \hat{b}_{j}^{\dagger}\right)\right] \\
& +\kappa M\left(\tilde{\rho} \hat{b}_{1} \hat{b}_{2}+\hat{b}_{1} \hat{b}_{2} \tilde{\rho}-\hat{b}_{1} \tilde{\rho} \hat{b}_{2}-\hat{b}_{2} \tilde{\rho} \hat{b}_{1}\right)+h . c ., \tag{6.15}
\end{align*}
$$

where $\sigma_{p}=\sigma_{++}-\sigma_{--}$. We assume that the decay rates of resonators are the same, i.e., $\kappa_{1}=\kappa_{2}=\kappa$. The parameters in the above expressions are

$$
\begin{align*}
\Gamma_{+-} & =\gamma_{31} \cos ^{4} \theta+\frac{\gamma_{33}}{4} \sin ^{2} 2 \theta \\
\Gamma_{-+} & =\gamma_{31} \sin ^{4} \theta+\frac{\gamma_{33}}{4} \sin ^{2} 2 \theta \\
\Gamma_{+2} & =\gamma_{32} \cos ^{2} \theta, \quad \Gamma_{-2}=\gamma_{32} \sin ^{2} \theta \\
\Gamma_{2+} & =\gamma_{21} \sin ^{2} \theta, \quad \Gamma_{2-}=\gamma_{21} \cos ^{2} \theta \\
\Gamma_{1_{i n}}^{+-} & =\Gamma_{1_{i n}}^{-+}=\frac{\gamma_{32}}{2} \sin 2 \theta \\
\Gamma_{2_{i n}}^{+-} & =\Gamma_{2_{i n}}^{-+}=\frac{\gamma_{21}}{2} \sin 2 \theta \\
\Gamma_{p h_{1}} & =\frac{\gamma_{33}}{4} \sin ^{2} 2 \theta, \quad \Gamma_{p h_{2}}=\frac{\gamma_{31}}{4} \sin ^{2} 2 \theta \\
\Gamma_{++} & =\gamma_{33} \cos ^{4} \theta, \Gamma_{--}=\gamma_{33} \sin ^{4} \theta, \Gamma_{22}=\gamma_{22} \\
N_{1} & =N_{2}=\sinh ^{2} r, \quad M=\sinh r \cosh r \tag{6.16}
\end{align*}
$$

in which the terms $\Gamma_{m n}(m, n=+,-, 2, m \neq n)$ describe the incoherent population transfer between different dressed states, $\Gamma_{1_{i n}}^{k j}$ and $\Gamma_{2_{i n}}^{k j}(k, j=+,-, k \neq j)$ represent the cross correlations between the incoherent process $| \pm\rangle \rightarrow|2\rangle$ and $|2\rangle \rightarrow| \pm\rangle, \Gamma_{p h_{j}}(j=1,2)$ and $\Gamma_{k k}(k=+,-, 2)$ are the phase damping terms, $N_{j}(j=1,2)$ and $M$ denote the atomic reservoir effects. $\gamma_{j k}(j \neq k)$ denote decays from states $|j\rangle$ to $|k\rangle . \gamma_{j j}$ are the dephasing rates for the states $|j\rangle$.

As an illustration, we consider the case $\Delta>0$ with the Hamiltonian Eq. 6.11. The reduced master equation $\tilde{\rho}_{c}^{\prime}$ of the modes $a_{1}$ and $a_{2}$ is

$$
\begin{align*}
\dot{\tilde{\rho}}_{c}^{\prime} & =A_{11}\left(\hat{a}_{1} \tilde{\rho}_{c}^{\prime} \hat{a}_{1}^{\dagger}-\hat{a}_{1}^{\dagger} \hat{a}_{1} \tilde{\rho}_{c}^{\prime}\right)+A_{22}\left(\hat{a}_{1}^{\dagger} \tilde{\rho}_{c}^{\prime} \hat{a}_{1}-\hat{a}_{1} \hat{a}_{1}^{\dagger} \tilde{\rho}_{c}^{\prime}\right) \\
& +B_{11}\left(\hat{a}_{2} \tilde{\rho}_{c}^{\prime} \hat{a}_{2}^{\dagger}-\hat{a}_{2}^{\dagger} \hat{a}_{2} \tilde{\rho}_{c}^{\prime}\right)+B_{22}\left(\hat{a}_{\dagger}^{\dagger} \tilde{\rho}_{c}^{\prime} \hat{a}_{2}-\hat{a}_{2} \hat{a}_{2}^{\dagger} \tilde{\rho}_{c}^{\prime}\right) \\
& +A_{12}\left(\hat{a}_{1} \tilde{\rho}_{c}^{\prime} \hat{a}_{2}-\hat{a}_{2} \hat{a}_{1} \tilde{\rho}_{c}^{\prime}\right)+A_{21}\left(\hat{a}_{\hat{\rho}}^{\dagger} \tilde{\rho}_{c} \hat{a}_{1}^{\dagger}-\hat{a}_{1}^{\dagger} \hat{a}_{2}^{\dagger} \tilde{\rho}_{c}^{\prime}\right) \\
& +B_{12}\left(\hat{a}_{1}^{\dagger} \tilde{\rho}_{c}^{\prime} \hat{a}_{2}^{\dagger}-\hat{a}_{a}^{\dagger} \hat{a}_{1}^{\dagger} \tilde{\rho}_{c}^{\prime}\right)+B_{21}\left(\hat{a}_{2} \tilde{\rho}_{c}^{\prime} \hat{a}_{1}-\hat{a}_{1} \hat{a}_{2}^{\prime} \tilde{\rho}_{c}^{\prime}\right) \\
& +\frac{\kappa}{2}\left(\hat{a}_{1} \tilde{\rho}_{c}^{\prime} \hat{a}_{1}^{\dagger}-\hat{a}_{1}^{\dagger} \hat{a}_{1} \tilde{\rho}_{c}^{\prime}\right)+\frac{\kappa}{2}\left(\hat{a}_{2} \tilde{\rho}_{c}^{\prime} \hat{a}_{2}^{\dagger}-\hat{a}_{2}^{\dagger} \hat{a}_{2} \tilde{\rho}_{c}^{\prime}\right)+\text { h.c. } \tag{6.17}
\end{align*}
$$

where the coefficients $A_{m n}$ and $B_{m n}(m, n=1,2)$ are given as

$$
\begin{align*}
A_{11} & =\frac{\kappa}{2} \alpha_{22} \sinh ^{2} r, \quad A_{22}=\frac{\kappa}{2} \alpha_{11} \sinh ^{2} r, \\
B_{11} & =\frac{\kappa}{2} \alpha_{11} \cosh ^{2} r, \quad B_{22}=\frac{\kappa}{2} \alpha_{22} \cosh ^{2} r, \\
A_{12} & =A_{21}=\frac{\kappa}{2} \alpha_{22} \sinh r \cosh r, \\
B_{12} & =B_{21}=\frac{\kappa}{2} \alpha_{11} \sinh r \cosh r . \tag{6.18}
\end{align*}
$$

From the master equation Eq. 6.17, the $c$-number quantum Langevin equations of the modes $a_{1}$ and $a_{2}$ are derived as

$$
\begin{align*}
\frac{d \alpha_{1}}{d t} & =-\left(\frac{\kappa}{2}-\zeta_{11}\right) \alpha_{1}+\zeta_{12} \alpha_{2}^{*}+f_{\alpha_{1}} \\
\frac{d \alpha_{2}}{d t} & =-\left(\frac{\kappa}{2}-\zeta_{22}\right) \alpha_{2}+\zeta_{21} \alpha_{1}^{*}+f_{\alpha_{2}} \tag{6.19}
\end{align*}
$$

where

$$
\begin{align*}
\zeta_{11} & =\frac{\kappa}{2}\left(\alpha_{11}^{*}-\alpha_{22}\right) \sinh ^{2} r, \quad \zeta_{12}=\frac{\kappa}{2}\left(\alpha_{11}^{*}-\alpha_{22}\right) \sinh r \cosh r, \\
\zeta_{21} & =\frac{\kappa}{2}\left(\alpha_{22}^{*}-\alpha_{11}\right) \sinh r \cosh r, \quad \zeta_{22}=\frac{\kappa}{2}\left(\alpha_{22}^{*}-\alpha_{11}\right) \cosh ^{2} r . \tag{6.20}
\end{align*}
$$

$f_{\alpha_{1}}$ and $f_{\alpha_{2}}$ are fluctuation forces of the modes with zero averages $\left\langle f_{\alpha_{j}}\right\rangle=0$ and correlation functions $\left\langle f_{x}(t) f_{y}\left(t^{\prime}\right)\right\rangle=2 D_{x y}^{\prime} \delta\left(t-t^{\prime}\right)$. The diffusion coefficients $2 D_{x y}^{\prime}$ can be calculated via the generalized Einstein relation and the nonzero diffusion coefficients are

$$
\begin{align*}
2 D_{\delta \alpha_{1}^{*} \delta \alpha_{1}}^{\prime} & =\frac{\kappa}{2}\left(\alpha_{11}^{*}+\alpha_{11}\right) \sinh ^{2} r, \\
2 D_{\delta \alpha_{2}^{*} \delta \alpha_{2}}^{\prime} & =\frac{\kappa}{2}\left(\alpha_{22}^{*}+\alpha_{22}\right) \cosh ^{2} r, \\
2 D_{\delta \alpha_{1} \delta \alpha_{2}}^{\prime} & =-\frac{\kappa}{2}\left(\alpha_{11}+\alpha_{22}\right) \sinh r \cosh r, \\
2 D_{\delta \alpha_{1}^{*} \delta \alpha_{2}^{*}}^{\prime} & =-\frac{\kappa}{2}\left(\alpha_{22}^{*}+\alpha_{22}^{*}\right) \sinh r \cosh r, \tag{6.21}
\end{align*}
$$

wherein $2 D_{x y}^{\prime}=2 D_{y x}^{\prime}$ and $2 D_{x^{*} y^{*}}^{\prime}=2 D_{x y}^{\prime *}$. Using the Duan's criterion [209], the variance sum $Q$ of the original modes $\hat{a}_{1,2}$ is expressed as

$$
\begin{equation*}
Q=2\left[1+\left\langle\delta \alpha_{1}^{*} \delta \alpha_{1}\right\rangle+\left\langle\delta \alpha_{2}^{*} \delta \alpha_{2}\right\rangle+\left\langle\delta \alpha_{1} \delta \alpha_{2}\right\rangle+\left\langle\delta \alpha_{1}^{*} \delta \alpha_{2}^{*}\right\rangle\right] . \tag{6.22}
\end{equation*}
$$

As shown in Fig. 6.2, the entanglement between two resonators is created when the


Figure 6.2: The variance sum $Q$ of the original modes for $\Delta>0$ as a function of the normalized detuning $\Delta / \Omega$. We choose $\kappa=0.1 \gamma ; g_{1}=g_{2}=\gamma ; \gamma_{31}=2 \gamma ; \gamma_{21}=0.2 \gamma ; \gamma_{33}=$ $\gamma_{22}=\gamma$.
detuning is chosen properly.

### 6.2 Topological Photonic State in Atom-Mediated Resonator Array

In this section, we come to the topic of topological states based on the atom-mediated resonators. There are various models that support topological states. One possibility is the optical ring microresonators where the spins are encoded by the clockwise and counter-clockwise modes [191, 210]. In superconducting circuits several models have been suggested [211, 212, 213, 214]. The model we consider here is composed of periodic cells of the atom-mediated transmission line resonator. The photon hopping between nearest neighbour resonators is tuned through the coupling capacitors and the connected flux qubits, as shown in Fig. 6.3. $a_{n}$ and $b_{n}$ represent two different resonators $a$ and $b$ at the $n$th unit cell. The minimal setup of this circuit has been used to create entanglement between two end resonators [201]. Here, we consider the periodic lattice of this circuit. The capacitively coupled resonator lattice is described by the SSH Hamiltonian

$$
\begin{equation*}
H_{0}=\sum_{n} J_{1} \hat{a}_{n}^{\dagger} \hat{b}_{n}+J_{2} \hat{a}_{n}^{\dagger} \hat{b}_{n-1}+\text { h.c. } \tag{6.23}
\end{equation*}
$$



Figure 6.3: Setup for the one-dimensional circuit-QED lattice. The cavity input-output process is employed to probe the edge state.
where $J_{1}$ and $J_{2}$ are the intra- and inter-cell hopping amplitudes. For the qubit-assisted hopping, we assume that the two resonators within the same unit cell are both coupled to the flux qubit $Q_{1}$, while the two resonators belonging to the two nearest-neighbour unit cells are both coupled with the flux qubit $Q_{2}$. The atom-mediated coupling provides an alternating parametric modulation on the hopping amplitudes and the chemical potentials. In the dispersive regime, when all the qubits are in the ground state, the coupling between the resonator and the qubit can be removed, leading to an effective transmission resonator lattice with photon hopping assisted by the connected qubits. Combined with the previous capacitively coupled resonator lattice, the total Hamiltonian of this cicuitQED lattice (in a rotating frame with respect to the external driving frequency $\omega_{d}$ and also in the interaction picture with respect to the qubit energy $\omega_{1,2}$ ) takes the form

$$
\begin{array}{r}
H=\sum_{n}\left(J_{1}-\frac{g_{1} g_{2}}{\Delta}\right) \hat{a}_{n}^{\dagger} \hat{b}_{n}+\left(J_{2}+\frac{g_{1} g_{2}}{\Delta}\right) \hat{a}_{n}^{\dagger} \hat{b}_{n-1}+h . c  \tag{6.24}\\
+\frac{g_{2}^{2}-g_{1}^{2}}{\Delta}\left(\hat{a}_{n}^{\dagger} \hat{a}_{n}-\hat{b}_{n}^{\dagger} \hat{b}_{n}\right)+\Delta_{c}\left(\hat{a}_{n}^{\dagger} \hat{a}_{n}+\hat{b}_{n}^{\dagger} \hat{b}_{n}\right),
\end{array}
$$

where $g_{1}$ and $g_{2}$ describe the coupling strengths between the qubit $Q_{1}\left(Q_{2}\right)$ and the resonators $a_{n}$ and $b_{n},\left(b_{n}\right.$ and $\left.a_{n+1}\right), \Delta=\omega_{1}-\omega_{d}=\omega_{d}-\omega_{2}$ is the detuning of the qubit energies, and $\Delta_{c}=\omega_{c}-\omega_{d}$ is the detuning of the resonator frequency. The qubit-assisted hopping and on-site modulation terms are introduced in order to map into the effective second dimension. To simulate the two-dimensional Chern insulator Hamiltonian [69, 70], we write the qubit-resonator coupling strengths in the above lattice Hamiltonian
in a parameter space as

$$
\begin{equation*}
g_{1}=g_{0} \sin (\theta / 2), g_{2}=g_{0} \cos (\theta / 2) \tag{6.25}
\end{equation*}
$$

where the mixing angle $\theta=2 \arctan \left(g_{1} / g_{2}\right)$ and $g_{0}=\sqrt{g_{1}^{2}+g_{2}^{2}}$. The parameter $\theta$ is determined by the ratio between the coupling strength $g_{1}$ and $g_{2}$. Note that the coupling strengths between the flux qubit and the resonators can be individually controlled through using superconducting quantum interferences (SQUIDs) devices and changing the external magnetic fluxes applied on the SQUIDs loops. Then $\theta$ can be engineered from 0 to $2 \pi$ for subsequent two dimensional mapping. Moreover, the topological feature demonstrated below in this model endows this system with topological protection, which allows our methods to be robust to practical deformations in the parameters engineering. By substituting the above equation into the total lattice Hamiltonian and further writing it in momentum space, one can get $H=\sum_{k} C_{k}^{\dagger} h(k) C_{k}$, where $C_{k}=\left(\hat{a}_{k}, \hat{b}_{k}\right)^{T}$. The momentum density has the following form

$$
\begin{equation*}
h(k)=h_{0}+h_{x} \sigma_{x}+h_{y} \sigma_{y}+h_{z} \sigma_{z}, \tag{6.26}
\end{equation*}
$$

where $h_{0}=\Delta_{c}$ and $\mathbf{h}=\left(h_{x}, h_{y}, h_{z}\right)=\left(2 J \cos k_{x}, 2 \delta \sin k_{x}-J_{e} \sin \theta \sin k_{x}, J_{e} \cos \theta\right)$ with $J=\left(J_{1}+J_{2}\right) / 2, \delta=\left(J_{1}-J_{2}\right) / 2$ and $J_{e}=g_{0}^{2} / \Delta . \sigma_{x, y, z}$ are the Pauli matrices spanned by $\hat{a}_{k}$ and $\hat{b}_{k}$. Now $\theta$ plays the role of the second dimension. This Hamiltonian can simulate two dimensional Chern insulator. The topological properties of present model are captured by the Chern number of the Bloch band and the edge state spectrum. By mapping the two-dimensional torus to a spherical surface, the Chern number of the occupied ground band can be expressed as

$$
\begin{equation*}
C=\frac{1}{4 \pi} \iint d k_{x} d \theta\left(\partial_{k_{x}} \hat{\mathbf{h}} \times \partial_{\theta} \hat{\mathbf{h}}\right) \cdot \hat{\mathbf{h}}, \tag{6.27}
\end{equation*}
$$

where the unit vector $\hat{\mathbf{h}}=\left(h_{x}, h_{y}, h_{z}\right) /|h|$ with $|h|=\sqrt{h_{x}^{2}+h_{y}^{2}+h_{z}^{2}}$. Through substituting $h_{x, y, z}$ into above formula and one can get the Chern number of the ground band as

$$
C= \begin{cases}1 & \text { if }-J_{e}<2 \delta<J_{e}  \tag{6.28}\\ 0 & \text { otherwise }\end{cases}
$$

One can change the hopping difference $\delta$ to engineer the photonic topological phase transition. It is also worth pointing out that, when the coupling strength $g_{2}=-g_{0} \cos (\theta / 2)$,


Figure 6.4: Energy spectrum of the lattice with (a) Chern number $C=1$ for $\delta=0$ and (b) Chern number $C=0$ for $\delta=0.6 J_{e}$. For the Chern insulator, there are two edge states at the in-gap energy denoted by the red dashed line. The inset shows the density distribution of the two edge states. The other parameter are chosen as $J=J_{e}$ and the lattice size $L=10$.
the ground state can be prepared as a Chern insulator with $C=-1$. According to the bulk-edge correspondence, the appearance of edge state is a hallmark of topological phase. In Fig. 6.4(a), we have plotted the edge state spectrum with various values of $\theta$. There exist one pair of in-gap states which correspond to edge states localized at left and right boundaries of the lattice. The density distributions for the edge states are plotted in the inset figure of Fig. 6.4(a). We also show the spectrum for the topological trivial situation in Fig. 6.4(b) with no edge state in the gap.

### 6.3 Chern Number of Photonic Lattice

Based on Laughlin's pumping argument [215], recent scattering theory of topological insulators shows that topological invariant can be described by the reflection matrices at the Fermi level [216]. The basic experimental setup is achieved by rolling a twodimensional topological system into a cylinder and threading it with a magnetic flux. For our one-dimensional photonic simulator, if we regard the left and right edges of the photonic lattice as the two ends of the cylinder, the periodic parameter $\theta$ as the external magnetic flux and the in-gap energy as the fermi level, our system can be naturally used to simulate the experimental setup in Laughlin's pumping argument and to test scattering theory of topological insulators. When the frequency of the incident photon towards one
edge is tuned into the in-gap energy and the external periodic parameter $\theta$ is tuned over one period, the pumping particle number per cycle can be expressed as

$$
\begin{equation*}
Q=\frac{1}{2 \pi i} \int_{0}^{2 \pi} d \theta \frac{d}{d \theta} \log r(\theta) \tag{6.29}
\end{equation*}
$$

where $r(\theta)$ is the reflection coefficient of the incident photon from one edge. In this way, based on scattering theory of topological insulators [216], the topological invariant can be characterized by the winding number of the reflection coefficient phase [217]. To further demonstrate this point, we model the total system in the scattering process into three parts: left lead, device and right lead. We use Green function to analytically derive the reflection coefficient from the left edge of the above one-dimensional lattice. In particular, the reflection coefficient from the left lead is calculated below. The total lattice Hamiltonian of the system is $H=H_{\mathrm{L}}+H_{\mathrm{LD}}+H_{\mathrm{D}}+H_{\mathrm{RD}}+H_{\mathrm{R}}$, where

$$
\begin{align*}
H_{\mathrm{D}}= & \sum_{n=1}^{L / 2}\left[\left(J_{1}-\frac{J_{e}}{2} \sin \theta\right) \hat{a}_{n}^{\dagger} \hat{b}_{n}+\left(J_{2}+\frac{J_{e}}{2} \sin \theta\right) \hat{b}_{n}^{\dagger} \hat{a}_{n+1}+\text { h.c. }\right] \\
& +\sum_{n=1}^{L / 2}\left[J_{e} \cos \theta\left(\hat{a}_{n}^{\dagger} \hat{a}_{n}-\hat{b}_{n}^{\dagger} \hat{b}_{n}\right)+\Delta_{c}\left(\hat{a}_{n}^{\dagger} \hat{a}_{n}+\hat{b}_{n}^{\dagger} \hat{b}_{n}\right)\right] \\
H_{\mathrm{L}}= & -\frac{J}{2} \sum_{i=-1}^{-\infty}\left(\hat{c}_{i+1}^{\dagger} \hat{c}_{i}+\text { h.c. }\right) \\
H_{\mathrm{R}}= & -\frac{J}{2} \sum_{i=L+1}^{\infty}\left(\hat{c}_{i+1}^{\dagger} \hat{c}_{i}+\text { h.c. }\right) \tag{6.30}
\end{align*}
$$

We assume the lattice sites of device $L$ is even. The tunnelings between leads and device are given by

$$
\begin{equation*}
H_{\mathrm{LD}}=-\frac{J}{2}\left(\hat{a}_{1}^{\dagger} \hat{c}_{0}+\text { h.c. }\right), H_{\mathrm{RD}}=-\frac{J}{2}\left(\hat{c}_{L+1}^{\dagger} \hat{b}_{L}+\text { h.c. }\right) \tag{6.31}
\end{equation*}
$$

In the basis $\left\{\cdots, \hat{c}_{-1}^{\dagger}, \hat{c}_{0}^{\dagger}, \hat{a}_{1}^{\dagger}, \hat{b}_{1}^{\dagger}, \cdots, \hat{a}_{L / 2}^{\dagger}, \hat{b}_{L / 2}^{\dagger}, \hat{c}_{L+1}^{\dagger}, \hat{c}_{L+2}^{\dagger}, \cdots\right\}$, we can formulate the Hamiltonian of the whole system as

$$
H=\left[\begin{array}{ccc}
H_{\mathrm{L}} & \tau_{\mathrm{L}} & 0  \tag{6.32}\\
\tau_{\mathrm{L}}^{\dagger} & H_{\mathrm{D}} & \tau_{\mathrm{R}} \\
0 & \tau_{\mathrm{R}}^{\dagger} & H_{\mathrm{R}}
\end{array}\right]
$$

where

$$
\begin{aligned}
& H_{\mathrm{L}}=\left[\begin{array}{cccc}
\cdots & \cdots & \cdots & \cdots \\
\cdots & 0 & -J / 2 & 0 \\
\cdots & -J / 2 & 0 & -J / 2 \\
\cdots & 0 & -J / 2 & 0
\end{array}\right]_{\infty \times \infty} \quad, H_{\mathrm{R}}=\left[\begin{array}{cccc}
0 & -J / 2 & 0 & \cdots \\
-J / 2 & 0 & -J / 2 & \cdots \\
0 & -J / 2 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right]_{\infty \times \infty}, \\
& \tau_{\mathrm{L}}=\left[\begin{array}{cccc}
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
-J / 2 & 0 & \cdots & 0
\end{array}\right]_{\infty \times L}, \tau_{\mathrm{R}}=\left[\begin{array}{cccc}
0 & 0 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots \\
-J / 2 & 0 & 0 & \cdots
\end{array}\right]_{L \times \infty}, \\
& H_{\mathrm{D}}=\left[\begin{array}{ccccc}
\Delta_{c}+J_{e} \cos \theta & J_{1}-\frac{J_{e}}{2} \sin \theta & 0 & 0 & \cdots \\
J_{1}-\frac{J_{e}}{2} \sin \theta & \Delta_{c}-J_{e} \cos \theta & J_{2}+\frac{J_{e}}{2} \sin \theta & 0 & \cdots \\
0 & J_{2}+\frac{J_{e}}{2} \sin \theta & \Delta_{c}+J_{e} \cos \theta & J_{1}-\frac{J_{e}}{2} \sin \theta & \cdots \\
0 & 0 & J_{1}-\frac{J_{e}}{2} \sin \theta & \Delta_{c}-J_{e} \cos \theta & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right]_{L \times L} .
\end{aligned}
$$

Then the Green function for the device is given by [218],

$$
\begin{equation*}
G_{\mathrm{D}}=\left[E \hat{\boldsymbol{I}}-H_{\mathrm{D}}-\Sigma_{\mathrm{L}}^{r}-\Sigma_{\mathrm{R}}^{r}\right]^{-1} \tag{6.33}
\end{equation*}
$$

where the self-energies of the leads are $\Sigma_{\mathrm{L}}^{r}=\tau_{\mathrm{L}}^{\dagger} g_{\mathrm{L}}^{r} \tau_{\mathrm{L}}$ and $\Sigma_{\mathrm{R}}^{r}=\tau_{\mathrm{R}} g_{\mathrm{R}}^{r} \tau_{\mathrm{R}}^{\dagger}$. The lead Green functions are

$$
\begin{equation*}
g_{\mathrm{L}}^{r}=\left[(E+i \eta) \hat{\boldsymbol{I}}-H_{\mathrm{L}}\right]^{-1}, g_{\mathrm{R}}^{r}=\left[(E+i \eta) \hat{\boldsymbol{I}}-H_{\mathrm{R}}\right]^{-1} . \tag{6.34}
\end{equation*}
$$

After some straightforward calculations, we find that the non-zero elements in the selfenergies are $\left[\Sigma_{\mathrm{L}}^{r}\right]_{11}=\frac{J^{2}}{4}\left[g_{\mathrm{L}}^{r}\right]_{\infty, \infty}$ and $\left[\Sigma_{\mathrm{R}}^{r}\right]_{L L}=\frac{J^{2}}{4}\left[g_{\mathrm{R}}^{r}\right]_{11}$, otherwise is zero. Due to the symmetrical configuration of the whole system, we note that $\left[\Sigma_{\mathrm{L}}^{r}\right]_{11}=\left[\Sigma_{\mathrm{R}}^{r}\right]_{L L}$. Furthermore, the dispersion relation of the semi-infinite lead is $E=-J \cos k$, the group velocity in the lead is $\nu_{\mathrm{L}}=\nu_{\mathrm{R}}=\frac{\partial E}{\partial k}=J \sin k$ and the self-energy of the lead is $\left[\Sigma_{\mathrm{L}}^{r}\right]_{11}=\left[\Sigma_{\mathrm{R}}^{r}\right]_{L L}=-\frac{J}{2} e^{i k a}$ [218]. Keeping $\nu_{L}>0$ and $\nu_{R}<0$ for the photon injecting from leads to device, we have
(assume $J>0$ from now on)

$$
\begin{gather*}
\nu_{\mathrm{L}}=\sqrt{J^{2}-E^{2}}, \Sigma_{\mathrm{L}}=\left[\Sigma_{\mathrm{L}}^{r}\right]_{11}=\frac{1}{2}\left(E-i \sqrt{J^{2}-E^{2}}\right), \\
\nu_{\mathrm{R}}=-\sqrt{J^{2}-E^{2}}, \Sigma_{\mathrm{R}}=\left[\Sigma_{\mathrm{R}}^{r}\right]_{L L}=\frac{1}{2}\left(E+i \sqrt{J^{2}-E^{2}}\right) . \tag{6.35}
\end{gather*}
$$

Therefore, the device Green function is

$$
G_{\mathrm{D}}=\left[\begin{array}{ccccc}
E_{L} & J_{\alpha} & 0 & 0 & 0  \tag{6.36}\\
J_{\alpha} & E-\Delta_{c}+J_{e} \cos \theta & J_{\beta} & 0 & 0 \\
0 & J_{\beta} & \cdots & \cdots & 0 \\
0 & 0 & \cdots & E-\Delta_{c}-J_{e} \cos \theta & J_{\alpha} \\
0 & 0 & 0 & J_{\alpha} & E_{R}
\end{array}\right]_{L \times L}
$$

with $E_{L}=E-\Delta_{c}-J_{e} \cos \theta-\Sigma_{L}, E_{R}=E-\Delta_{c}+J_{e} \cos \theta-\Sigma_{R}, J_{\alpha}=-J_{1}+\frac{J_{e}}{2} \sin \theta, J_{\beta}=$ $-J_{2}-\frac{J_{e}}{2} \sin \theta$. Via the continued fraction method and taking into account the periodic pattern of the matrix elements in $G_{\mathrm{D}}$, the closed form of $\left[G_{\mathrm{D}}\right]_{11}$ can be obtained,

$$
\begin{equation*}
\left[G_{\mathrm{D}}\right]_{11}^{-1}+\Sigma_{L}=E-\Delta_{c}-J_{e} \cos \theta-\frac{\left(J_{1}-\frac{J_{e}}{2} \sin \theta\right)^{2}}{E-\Delta_{c}+J_{e} \cos \theta-\frac{\left(J_{2}+\frac{J_{e}}{2} \sin \theta\right)^{2}}{\left[G_{\mathrm{D}}\right]_{11}^{-1}+\Sigma_{L}}} \tag{6.37}
\end{equation*}
$$

Solving this algebra equation we have

$$
\begin{equation*}
\left[G_{\mathrm{D}}\right]_{11}=-\frac{2\left(E_{p}+P_{1}\right)}{m_{1}-i m_{2}} \tag{6.38}
\end{equation*}
$$

where

$$
\begin{align*}
m_{1}= & J_{1}^{2}-J_{2}^{2}+\left(E_{p}+P_{1}\right)\left(\Delta_{c}+P_{1}\right)-\left(J_{1}+J_{2}\right) P_{2} \\
& -\sqrt{\left[E_{p}^{2}-\left(J_{1}+J_{2}\right)^{2}-P_{1}^{2}\right]\left[E_{p}^{2}-\left(P_{2}-J_{1}+J_{2}\right)^{2}-P_{1}^{2}\right]},  \tag{6.39}\\
m_{2}= & \left(E_{p}+P_{1}\right) \sqrt{J^{2}-\left(E_{p}+\Delta_{c}\right)^{2}},  \tag{6.40}\\
P_{1}= & J_{e} \cos \theta, P_{2}=J_{e} \sin \theta, \tag{6.41}
\end{align*}
$$

and $E_{p}=E-\Delta_{c}$ is the in-gap energy of our photonic system. Based on the FisherLee relation [219], $S_{n m}(E)=-\delta_{n m}+i \sqrt{\nu_{n} \nu_{m}}\left[G_{\mathrm{D}}\right]_{n m}$, where the scattering matrix is
$S=\left[\begin{array}{ll}r_{\mathrm{L}} & t_{\mathrm{R}} \\ t_{\mathrm{L}} & r_{\mathrm{R}}\end{array}\right]$. The reflection coefficient from the left lead is thus

$$
\begin{equation*}
r_{L}(\theta)=-1+i \sqrt{J^{2}-E^{2}}\left[G_{\mathrm{D}}\right]_{11} \tag{6.42}
\end{equation*}
$$

Therefore, through substituting Eq. (6.38) into Eq. (6.42), we find that

$$
\begin{equation*}
r_{L}(\theta)=-\frac{m_{1}+i m_{2}}{m_{1}-i m_{2}} . \tag{6.43}
\end{equation*}
$$

By substituting the above equation into Eq. (6.29), we get

$$
\begin{align*}
Q & =\frac{1}{2 \pi} \int_{0}^{2 \pi} d\left(\arctan \frac{m_{2}^{2}-m_{1}^{2}}{2 m_{1} m_{2}}\right) \\
& =\frac{1}{2}\left[\operatorname{sgn}\left(2 \delta+J_{e}\right)-\operatorname{sgn}\left(2 \delta-J_{e}\right)\right] \\
& =C \tag{6.44}
\end{align*}
$$

One finds that the winding number of the phase of the reflection coefficients is exactly equal to the topological invariant of this system.

### 6.4 Scattering Formulation of Topological Invariant

In this section, we show that the information regarding the photonic reflection coefficient can be probed spectroscopically using cavity input-output process. The photonic Chern insulator is then detected by counting the winding number of reflection coefficient phase. In contrast to fermi system, one can directly probe the edge state and its scattering feature in our photonic simulator. The reason is that bosonic photons can occupy one particular eigenstate at the same time. This could be done by externally driving the resonators with the driven frequency tuned as the eigenenergy of the lattice, then the corresponding eigenmode would be occupied with some weights. In the rotating frame with respect to the driving frequency, the driven Hamiltonian is $H_{d}=\sum_{n}\left(\Omega_{n a} \hat{a}_{n}^{\dagger}+\Omega_{n b} \hat{b}_{n}^{\dagger}\right)+h . c$, where $\Omega_{n a, n b}$ are the driven amplitudes in the $n$th unit cell. In the presence of dissipation, the expectation value of the cavity field $\hat{a}_{j}$ in steady state can be derived from the solution of the Lindblad master equation

$$
\begin{equation*}
\left\langle\dot{\hat{a}}_{j}\right\rangle=-i\left\langle\left[\hat{a}_{j}, H+H_{d}\right]\right\rangle+\kappa \sum_{n}\left\langle L\left[\hat{a}_{n}\right] \hat{a}_{j}\right\rangle, \tag{6.45}
\end{equation*}
$$

where the Lindblad term $L\left[\hat{a}_{n}\right] \hat{a}_{j}=\hat{a}_{n} \hat{a}_{j} \hat{a}_{n}^{\dagger}-\left\{\hat{a}_{n}^{\dagger} \hat{a}_{n}, \hat{a}_{j}\right\} / 2, \kappa$ is the cavity decay rate. In the new bases $\mathbf{a}=\left(\left\langle\hat{a}_{1}\right\rangle,\left\langle\hat{b}_{1}\right\rangle, \ldots,\left\langle\hat{a}_{n}\right\rangle,\left\langle\hat{b}_{n}\right\rangle\right)^{\mathrm{T}}$ and $\boldsymbol{\Omega}=\left(\Omega_{1 a}, \Omega_{1 b}, \ldots, \Omega_{n a}, \Omega_{n b}\right)^{\mathrm{T}}$ with Tr representing the transposition of matrix, based on the condition of the steady state solution $\left\langle\dot{\hat{a}}_{j}\right\rangle=0$, we can write the expectation value of the cavity fields in the steady state as

$$
\begin{equation*}
\mathbf{a}=-\left(\Delta_{c}+T-i \frac{\kappa}{2}\right)^{-1} \boldsymbol{\Omega}, \tag{6.46}
\end{equation*}
$$

where the elements of matrix $T$ are defined by $T_{n a, n b}=T_{n b, n a}=J_{1}-J_{e} \sin (\theta / 2)$, $T_{n a,(n-1) b}=T_{(n-1) b, n a}=J_{2}+J_{e} \sin (\theta / 2), T_{n a(b), n a(b)}= \pm J_{e} \cos \theta$.


Figure 6.5: The reflection coefficients from the left edge for topological (a) nontrivial and (b) trivial insulators.

To probe the edge states, we need to occupy this edge states firstly. We choose to excite the left edge state by external driving the leftmost resonator (see Fig. 6.3), with the driving microwave pulses chosen as $\boldsymbol{\Omega}=\left(\Omega_{1 a}, 0, \ldots, 0,0\right)^{\mathrm{T}}$ and driven frequency $\omega_{d}$ tuned to the in-gap energy. The reason is that the left edge state has maximal probability occupying the leftmost resonator. In contrast, if the middle and rightmost resonators are driven with same laser, the occupied probability of the left edge mode is very small, then there will almost be no resonant eigenmode and all the photons will finally decay into vacuum in the steady state. When the driven frequency is tuned as the bulk energy, the photons are extensively populated in the lattice, which satisfies the feature of Bloch bulk state. Therefore, the photonic edge state can be directly observed by measuring the corresponding average photon number in the steady state.

The detection of photonic reflection coefficient is naturally related to cavity inputoutput process [220]. Using input-output formalism, the reflected output photons $a_{1}^{\text {out }}$ from the left edge resonator is related to the input photon through $a_{1}^{\text {out }}=a_{1}^{\text {in }}+\sqrt{\kappa} a_{1}$,
where the input field $a_{1}^{i n}$ is related to the external driving by $\sqrt{\kappa} a_{1}^{i n}=i \Omega_{1 a}$ [221]. Using Eq. (6.46), the photonic reflection coefficient from the left edge is obtained as

$$
\begin{equation*}
r_{L}(\theta)=\frac{\left\langle a_{1}^{\text {out }}\right\rangle}{\left\langle a_{1}^{i n}\right\rangle}=1+i \kappa\left[\left(\Delta_{c}+T-i \frac{\kappa}{2}\right)^{-1}\right]_{11} . \tag{6.47}
\end{equation*}
$$

In Fig. 6.5(a) and (b), we plot the numerical results of reflection coefficients for photonic topological nontrivial (Chern number $C=1$ ) and trivial insulator (Chern number $C=0$ ). The lattice size is $L=10$, the driving amplitude $\Omega_{1 a}=0.1 J_{e}$ and the cavity decay rates $\kappa=0.1 J_{e}$ (solid), $0.7 J_{e}$ (dashed) and $1.5 J_{e}$ (dash-dotted). The results show that the winding number of the reflection coefficient phase of $r_{L}$ is 1 and 0 respectively, which yield the photonic topological invariants. This method also applies for the right edge case and the conclusion is same. We take into account the influence of the cavity decay. The results in Fig. 6.5(a) and (b) show that, if the cavity decay rate is not larger than the energy gap $2 J_{e}$, the in-gap energy will remain in the energy gap and the winding number will remain the same. Then our measurement is very robust to fluctuations of the frequency of the input photon. For circuit-QED experiment, with a typical choice of $\omega_{d}=5 \Delta, g_{0}=0.1 \Delta$, the qubit-assisted hopping amplitude $J_{e}$ can approach the order of 10 MHz . For the current coupled transmission line resonator experiment [222], the hopping amplitudes $J_{1,2}$ can be tuned within the range $1-100 \mathrm{MHz}$. The experimental parameters required in our work are within the experimentally accessible regimes.

Therefore, the simulation and detection of photonic Chern insulator is possible in the circuit-QED lattice by using the atom-mediated resonator array. Similar idea has been realized in recent experiment [190]. In this chapter, we show that one can use the scattering of incident photons to detect the topological properties of the system. This method is highly promising for the photonic lattice. Indeed, the studies of topological effects in photonic systems pave the way for topological photonics [223, 224]. Depending the tunable parameters of different systems, there are various ways to fabricate topological photonic materials. For example, the photonic Floquet topological insulator is realized in a three dimensional waveguides lattice [193]. The propagation coordinate (z) acts as 'time' and can be used to observe topological states.

In circuit-QED system, the nonlinear effects are quite important and can be employed for topological effects, such as topological pumping [225]. Recently, Lee and Thomale consider the linear circuits and find that topolectrical boundary resonances appear in the impedance read-out of a circuit [226]. The topolectrical circuits can establish a bridge between electronics and topological states of matter. As the nonlinear effects which
can be generated from the Josephson junction are included, more interesting and novel phenomena can be explored in the near future [227].

## Chapter 7

## Summary and Outlook

In this thesis, we have focussed on gauge fields and geometric phases for several periodic systems. We now make a summary of this thesis and discuss some potential directions for future work.

### 7.1 Summary

In Chapter 2, we introduce the approaches to produce artificial gauge fields. The adiabatic evolution approach is discussed in both Abelian and non-Abelian cases. The realization of Aharonov-Bohm effect in optical lattice with the help of artificial gauge field is discussed. By employing the angular momentum of Laguerre-Gauss lasers, we present a scheme to observe the interference patterns with the influence of Abelian and non-Abelian artificial gauge fields.

In Chapter 3, we study the Berry's phase in optical lattice. For the lattice with inversion symmetry, Berry's phase is quantized. Such phase in one dimensional periodic system with inversion symmetry is also known for Zak phase, which is defined in the Brillouin zone. Motivated by recent developments in experimental realization of SSH model in optical lattice, we consider the system with more subsites. The topological phase transitions are analysed in the four-band model with Zak phase. For the three-band model, the Aharonov-Bohm cage arising from the destructive interference is considered if the long-range hopping is generated.

In Chapter 4 , we discuss the geometric phase and winding number in $1 / 2$-spin chain with multispin interactions. First, we use the winding number to label all the phases in phase diagrams. Then, the finite-size scaling of geometric phase close to critical points with different low-energy dispersions is considered. The linear and quadratic low-energy
dispersions obey different scaling behaviors. We observed that there is a close connection between topological phase transition, quantum criticality, energy band structure and geometric phase.

In Chapter 5, we consider the nonequilibrium dynamics of edge states. In the topological systems with open boundary, the edge modes can be quenched to nonequilibrium by sudden changing some parameters in the system. In this chapter, we consider a long-time average of the system and find an equivalent ensemble description of it. By means of the long-time limit, the fluctuation is averaged out and statistical features are revealed.

At last, we introduce a proposal to realize a photonic Chern insulator in a onedimensional circuit-QED lattice in Chapter 6. Based on Laughlins pumping argument and input-output formalism, the photonic edge states and topological invariant can be unambiguously measured even in a dissipative resonator network, which may take a significant step towards observing a topological invariant with circuit-QED.

### 7.2 Outlook

We next discuss briefly possible future research directions. The topological pumping has been investigated in the translational invariant lattices, like in waveguide [177], optical lattices [12, 14, 11]. It is interesting to consider open systems. Because the relation between pumping charges and topological invariants in the bulk states, the topological invariants can be studied for mixed states [38, 37, 36]. These works provide motivations for the topological pumping with thermal states. Another interesting possibility is to explore the relation between topological invariant and statistical distributions. Some works have paved the way to this direction [31, 211, 28, 24].

How can the intrinsic topological properties affect the nonequilibrium dynamics? The role played by topology in quenching edge modes [161, 162] and Bloch states [157, 158] has been noted. Moreover, the geometric phase has an effect in generating excitations in the driven spin chain [53]. These works are important attempts to deepen our understanding of geometric phase or topological invariant in nonequilibrium physics.

The topological orders and geometric effects has been discussed for several decades. They have brought us some surprising twists. And a question that we may ask is: what's next? Is there other possibilities to change our perspective in physics? One possibility in this direction is an insight into the concept of time. Recently, the idea of time crystal is proposed [228, 229]. Similar to the translational invariant in spacial crystal, the time crystal is characterized by the discrete time translational symmetry. Recent works in
nonequilibrium physics with floquet driving propose a way to realize time-spatial order [230, 231, 232].
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