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Abstract— Terrorism has become a subject of concern to many

people in Kenya today. Corruption, porous border au lack of
government in the neighboring Somali, have made Kem a
potential target for terrorists’.

The advancement in technology has brought a new eriam
criminal activities where Online Social Networks soh as Twitter,
Facebook has driven the increase use of the internby criminal
organizations and their supporters for a wide rangeof purposes
including recruitment, financing, propaganda, incittment and
gathering and dissemination of information for criminal activities
such as threats, incitement to imminent violence, arassing
speech, libelous speech etc.

Although the Kenya government improved its abilityto fight
terrorism but the changing pattern of terrorist activities, human
errors and delayed crime analyses have given crimats more
time to destroy evidence and escape arrest.

The main objective is to test and validate a techgue that can
be used to establish crime patterns associated witterrorist
activities using sentiment information deduced fromtwitter data.
The data collected will then be used as featuresrftraining and
development of the algorithm which will then be use to carry
out real time mapping of terrorist activities. The algorithm’s
performance will be then measured for accuracy.
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The advancement in technology has brought a newera
terrorism where Online Social Networks such as ®Bnjit-acebook
has driven the increase use of the internet bgristrorganizations
and their supporters for a wide range of purpobestter has
recently emerged as terrorists’ favorite Interrgtie, even more
popular than self-designed websites or Faceboatkisseminate
propaganda and enable internal communication. ¥ample,
without Twitter, the explosive growth of ISIS ouée last few years
into the most-feared terrorist group in the worlduld not have been
possible (Weimann, 2014). In addition, the militgraup Al-
Shabaab, during its September 2013 attack on Wesltggll in
Nairobi, Kenya, gave a live commentary on its ation Twitter.
While terrorists have developed many ways to usdriternet in
furtherance of illicit purposes, their use of theefnet also provides
opportunities for the gathering of intelligence ather activities to
prevent and counter acts of terrorism, as welbashie gathering of
evidence for the prosecution of such acts (UN, 2012

The means by which the internet is often utilizeghtomote and
support acts of terrorism and criminal activities propaganda
(recruitment, radicalization, and incitement tadesm), financing,
training and planning acts of terrorism (UN, 2012).

First, Propaganda; it takes the forms of multimediemmunications
providing ideologies or practical instructions apknations or
justifications for promotion of terrorist activise

Second, financing; terrorists use the Interneatserand collect funds
and resources (UN, 2012).

Third, training; internet provides a platform fatdiled instructions,
often easily accessible multimedia format and rpldtlanguages, on
topics such as how to join clandestine organizatibow to construct
explosives, firearms or other weapons or hazardmterials and
how to plan and execute terrorist attacks (UN, 2012
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. INTRODUCTION

Kenya is considered to be a beacon of stabilitymeate in the horn
of Africa, greater Eastern Africa region and inid&, Kenya plays an
important role. It serves as an economic and basihab for both
national and international investors (Leah & Abdaf009).
However, terrorism has threatened its peace abidlistalt has
undermined the freedom of association and movewfecitizens and
created a sense of fear and intimidation whichHaaspered the
spiritual, economic and social development of ifdlials (Leah &
Abdalla, 2009).

Terrorism has been propagated using Technologyyetion,
porous border, lack of government in the neighlipBomali
amongst others, have immensely made Kenya a pait¢etyet for
terrorists’ (Samuel, 2013). The Terrorists aregsechnology to
recruit, finance, spread propaganda, gather arsglisate
information for terrorist activities (Jytte, 2015).

communication among several parties. Internet telclyy facilitates
the preparation of acts of terrorism, through comicetions within

and between organizations promoting violent extsemias well as
across borders (UN, 2012).

The increased use of internet for criminal purpgsesides a
corresponding increase in the availability of alesic data which
may be compiled and analyzed for counter-terropsimposes. Law
enforcement, intelligence and other authoritiesdenesloping
increasingly sophisticated tools to proactivelyverg, detect and
deter terrorist activity involving use of the Imet (UN, 2012).
Although the Kenya government improved its abilayfight
terrorism by increasing its capabilities to identérrest and detain
suspects through an Anti-Terrorism Police Unit (AljPbut the
changing pattern of terrorist activities, humamesrand delayed
crime analyses have given criminals more time &irdg evidence
and escape arrest (Hsuchun et al, 2004).

Therefore, sentiment analysis and mapping can é&e tashelp
with identification, detection and tracking tersis’ activities in an
actionable and timely manner.
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Il.  LITERATURE REVIEW

A. Crime pattern analysis and mapping

Crime analysis is a law enforcement function thaives the
systematic analysis of identifying and analyzinghbpattern and
trends in crime and disorder (Bolla, Raja & AshaR]14). Criminal
pattern analysis is very crucial in combating crime

Computer systems have to be engaged in order teelgaind
interpret intelligence so as to control the crinhieavironment as
well as influence effective decision making (Kestuist-aphetsi &
Mieee, 2013). Figure 1 shows stages in criminalysig Analysis of
a crime pattern typically focuses on who, what, whehere, and
how factors that are common across a significantbar of incidents
are identified. Identification of these commonaelitiis often the key
to finding solutions to criminal activities (IACA008).

Crinunal
environment

Interpret Impact

Intelligence
/Analysis

Figure 1: Crime analysis process

The crime analysis process begins with collectingd) @anaging
data thereafter the actual analysis of a crimeepatiegins with its
initial identification of criminal activities andheir patterns. To
accomplish crime analysis, the analysts must erthatene has real-
time access to incident reports and make informatganning a daily
process (Kester, Quist-aphetsi & Mieee, 2013).

The analyst can determine the criminal patternedas one of
three factors: first, the modus operandi commaieslifound through
a careful review of incident reports and their atives; second,
Exceptional Volume, found through some brand aéshold
analysis, either deliberate or unconscious; artty|aSeographic
Proximity, found through crime mapping.

i Crime Mapping

The crime mapping method of pattern identificatiowolves
creating pin maps or thematic maps of various csingd seeking
geographic hot spots or clusters. This method lisl waly for crime
patterns that exhibit geographic clustering (Kes@uist-aphetsi &
Mieee, 2013).

Many crime patterns involve crimes that are notggaphically
close, so, like threshold analysis, the crime magpnethod should
not be the only means by which an analyst seekerpat However,
like threshold analysis, mapping crime may helglegiatterns lost in
the detail of daily report review, and it may benéfcial for
understaffed agencies that cannot effectively @aslg ceport review.

B. Automated techniques for detection of online awi

Automated techniques aim at identifying pattermsnfistructured
and unstructured data for example collected twitga. Some of the
common methods for crime data mining being used argity

extraction, clustering, deviation detection, clfisation amongst
others.

i. Entity extraction

This method seeks to identify a particular patfeom text. It is
used to identify people, vehicles, and address#s fiolice narrative
reports. The investigators can use this method rielyae the
behaviors of serial offenders.

However, this method provides very basic infornmatior crime
analysis because its performance relies on thdadility of large
amount of input data (Hsuchun et al, 2004). An gxXanof an
application that uses this method is the advanesdrist detection
system (ATDS). This application tracks down tesbgenerated
sites, by analyzing the websites visited by thersisBigure 2 and
figure 3 show how ATDS works.
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Figure 2: Learning mode
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Figure 3: Detection mode
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Once the learning mode (in figure 2) is complethd,system can
switch to the detection mode. In the detection m@ddigure 3), the
system detects users who are accessing typical emonby
intercepting HTML web pages. Each new incomingriceépted web



page is converted into a vector of weighted termd similarity is
computed between the current vector and the knooupgprofiles.
The detection algorithm makes a decision whether uber has
recently visited the site or a series of pagesdmsitiering the history
of a user’s visit to the site.

If in the learning mode, a profile of typical terigi content has
been built, then the system will also check theilanity of abnormal
users to terrorist content. In the detection mddepages that users
access is captured, filtered, and transferredvtecéor representation
then the clustering module accesses the colleaetbrs and stores
in the database and performs unsupervised clugtéeiyg., using k-
means algorithm) resulting in n clusters. The nunabelusters Cn is
one of the system parameters specified by the (¥ersl elovici et
al, 2007).

ii. Deviation detection

This method uses specific measures to study daa differs
markedly from the rest of the data. An examplerofpplication that
uses this method is the outlier detection systenitli€d detection
system identifies and finds patterns in data tlmihdt conform to
expected behavior.

Outliers or anomalies can be detected without kngwhe data
set’s distribution or needing any labelled trainsamples (Svetlana
C, 2005). In the context of credit card fraud date; a fraudulent
transaction can be seen as an outlier which behdifésrently
comparing to legitimate transactions hence it casilg be spotted
(Svetlana C, 2005).

Outliers sometimes called Anomalies are patterrdaia that do
not conform to a well-defined notion of normal beiloa (Varun,
Arindam, & Vipin, 2009). Figure 4 illustrates andiea in a simple
2-dimensional data set. The data has two norma@megN1 and N2,
since most observations lie in these two regior@nt® that are
sufficiently far away from the regions, e.g., peirdl and 02, and
points in region O3, are anomalies.

RY

Figure 4: A simple example of anomalies in a 2-disienal data set

Anomalies might be induced in the data for a varadtreasons,
such as malicious activity, e.g., credit card fraagber-intrusion,
terrorist activity or breakdown of a system, blitodlthe reasons have
a common characteristic that are interesting toahalyst (Varun,
Arindam, & Vipin, 2009). Figure 5 shows the aboventioned key
components associated with any anomaly detectamique.
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Figure 5: components of outliers’ detection techeiq

This technique has extensive use in a wide vaaegpplications
such as military surveillance for terrorist acied. The law
enforcement officers can apply this method to defeud, crime
analyses and network intrusion.

However, some of these activities that this metfodrd against
may appear to be normal making it difficult forghihethod to detect
(Hsuchun et al, 2004).

iii. Classification

Classification tries to find common features amongjéferent
crime entities and organizes them into predefindabses. It is
commonly used to predict crime patterns becauses#ens time to
identify crime entities. The investigators can ukés method to
reveal the identity of cyber criminals who use ingt to spread
radical information to the public.

However, this technique requires a predefined ifleaon
scheme and a large amount training data and tedtiteybecause if
there will be any missing data from the training then accuracy of
prediction would be limited thereby making it urtabie for crime
prediction (Hsuchun et al ,2004).

C. Sentiment analysis

Sentiment analysis is the study that analyses p&oppinions,
sentiments, evaluations, appraisals, attitudes, eandtions towards
entities such as products, services, organizatiomd,their attributes.
Sentiment analysis requires training document xtuted content or a
data corpus, which serves as a preparation docuoretiassification.

The basic machine learning techniques available text
classifications are naive bayes (NB), support vectachines (SVM),
maximum entropy amongst others (Pang & Lee, 2008 law
enforcement officers can use these machine leanscigniques to
predict terrorist activities by analyzing factoreh as time, location,
address, physical characteristics etc. from a lnddytext.

i. Sentiment analysis processes

The sentiment analysis process involves data c¢mlgc text
preparation, sentiment detection, sentiment classibon and
presentation of output (Pang & Lee, 2008).

a. Data Collection

The data collection involves the collection of tégeaccording to
some crime related topics for example use of kegwdo identify
text/tweets. The keywords such as,” Gun”, “crim&iJl”, “Allah”,
“kaffir’, “attack”, “blast”, “bomb”, “claim”, “defend”, “force”, “kill",



“protect”, “resist”, “strike”, etc. is used to thactweets from the
twitter (Pang & Lee, 2008).

Tweet Dataset is a brief details of dataset useexperiments.
Dataset needs to be cleaned and tokenized anddsheuh a CSV
format with the headers such as id, date, tweet lagdtion. An
example of tweet Dataset is shown in the tableldvhe

ID Date
1211 | Tue Mar
2 08
16:23:23
+0000
2016

Lon
37.53

Tweet Loc Lat
us Embu | -0.425
Bombs 1
Al-
Shabaab

Terror

Camps
Graduatio
n ;killing
150
Terrorists
Https:/it.c
oKn7AMJ
FrNF
Table 1: Tweet Dataset Format

over

b. Text preparation

Text preparation involves removal of any unwantegt from
tweets collected from twitter and convert them ilswer case before
classification is performed i.e. removal of alphawewic characters
i.e. hash, dashes (Pang & Lee, 2008). Table 2 skowample of
unwanted text.

Table 2: Sample of unwanted content and action

S/No. | Unwanted Conten Wanted | Action
Content

1. #word Word Replaced

2. @username AT_USER Converted

3. https:// URL Converted

4. Additional White Space “” Removed

5. Retweet RT Removed

6. Uppercase lowercas¢  Converted
C. Sentiment detection

Sentiment detection requires that each sentenegasined for
subjectivity using unigrams and bigrams thereaétegeographical
analysis is to be conducted that is, collecting acditinizing every
sample in a set of samples from which samples exerd (Pang &
Lee, 2008).

d. Sentiment classification

It involves running a sentiment classifier on easktracted
sentence to determine if it is positive, negatareneutral. The basic
classifiers available for text classification aives Bayes, support
vector machine, maximum entropy amongst others dR&anLee,
2008).

D. Machine learning techniques for text classification

Machine learning is the study of the algorithmst thiee capable
in fully automated situations to predict somethig of input. They
are, Naive Bayes, support vector machines (SVM)ximam
entropy etc.

Many prototypes and models for sentiment clasgiboatreat
classifiers and feature extractors as two distiochponents (Pang &
Lee, 2008).

i Naive Bayes

(Pang &Lee, 2008) describes naive Bayes classifier a
supervised machine learning algorithm with a simptebabilistic
classifier based on bayes theorem with strong iedéence
assumptions.

However, the classifier assumes the presence @enab) of a
particular feature of a class is unrelated to ttes@nce (or absence)
of the other feature.

ii support vector machines (SVM)

SVM is a supervised learning model which analybesdata and
identifies the pattern for classification. In teotassification data is
linearly divisible and produces very accurate dfecsgions however,
it is computationally expensive (Pravesh & Mohd120

iii Maximum entropy

The principle in maximum entropy is that when nothiis
known, the distribution should be as uniform assjiis, that is, have
maximal entropy. Labeled training data is used ¢oivé a set of
constraints for the model that is characterizedh®y class-specific
expectations for the distribution.

Using maximum entropy model, prediction of outcoiméased
on everything that is known and assumes nothingutabaknown
(Govindarajan & Romina, 2013).

E. Lexicon-Based Approaches

Lexicon based method uses sentiment dictionary wjimion
words and match them with the data to determinarfipl(Vishal &
Sonawane, 2016).

They assign sentiment scores to the opinion woscribing
how positive, negative and objective the words aioetd in the
dictionary.

i Dictionary-based

It is based on the usage of terms (seeds) thatsaraly collected
and annotated manually. This set grows by seardfiegynonyms
and antonyms of a dictionary (Vishal & Sonawane,6)0

ii. Corpus-Based

The corpus-based approach provides the dictionagiated to a
specific domain. These dictionaries are generatat fa set of seed
opinion terms that grows through the search oftedlavords by
means of either statistical or semantic techniq¥shal &
Sonawane,2016).



iii. Bag of words model

Bag of words approach is a method of document ifilzestson
where the frequency of each word is used as feé&burgaining and
developing a classifier. A text is represented dm@ (multi set) of
words disregarding grammar and even words order Keeping
multiplicity (Pang & Lee, 2008).

Bag of words technique uses unigram features toy caut
sentiment analysis and classification on twittetadaN-gram is
technique of finding n-grams words from a givenutoent (Pang &
Lee, 2008). The commonly used model for this teghes includes
unigram (n=1), bigrams (n=2) and trigrams (n=3)idoam consists
of all individual words present in the text; bigrardefines a pair
adjacent words. Each pair words form a single big(Rang & Lee,
2008).

F. Conceptual model

The summary of the design and architecture of tbhdehis given
by the figure 6 below. The figure clearly shows tetationships
between individual elements that make the modely B& words
technique was used to develop the model.

| Analysis of output |

Enables the classifier to
associate each word in a tweset
with words stored in & wordlist

System Users extract text,store and
perform sentiment analysis

—

| 11

S

People postingisharing their
opinions on twitter AP

Database stores text
extracted from twitter

Figure 6: Conceptual model

lll.  SYSTEMDESIGNAND ARCHITECTURE

a. Systems Design

Systems design is the dissection of a system tistwoimponent
pieces for purposes of studying how those compagpieses interact
and work according to (Gemino & Parker, 2009).

The sequence diagram in figure 7 shows the funatiand non-
functional requirements of the system. The comptmerthe
sequence diagram are; twitter, which representvititer server, the
user, and the end-user who is focused to use theriation in the
database.

login to twitter

«eXtends» «extend

Google Maps

<

Print coordinates
of 6ach tweet
sentiment analysis «exdends»
for tweets
«extefidsy
A »

«extefids:

Figure 7: System components

b. System architecture

The figure 8 shows the components that make ugysiem. The
components present the tasks that a user can oatrysing the
system. These tasks are; data collection, datasites classification,
analysis and mapping of sentiment onto a map

Data
Cleansing
Program

Mapping
—
Gy
T

Provide ISON Wite o :
Credential Stream Read Clean Classifica tion
for Data Ty Tweets
Stream

Wiite T
o DB

-
Chlbeion Clssifr | —

Datato
b

3
classified

Figure 8: Structure of the system
C. Classification of sentiments

This is a process whereby data collected from Ewitis
classified into three classes’ namely negative,tipesand neutral
class. A classifier was created to read tweets tlwdatabase which
involved building of a database or CSV files of lbgtositive and
negative wordlists.

A tweet is represented as a bag of words whictragdn down
into individual words. Each word is matched to therds stored in
the positive and negative wordlist. When there isadch the counter
is incremented or decremented by a fixed numbeenidipg on the
weight or value assigned to each word in the wstdli

When this process is completed the classifier iflasshe tweet
as positive, negative or neutral.



d. Mapping of sentiments

This is a process of linking classified tweets at&l geo-
coordinates on to the map as shown fig 9. The mapaduced with
markers distributed across various points on ithsed the sentiments
can be easily visualized by the user.

The three classes are indicated on the map usffegedit colors
i.e. red for negative, green for positive and yelléor neutral
sentiment as shown in fig 10,11 and 12.

3 Negative Tweet,Nandi,®.
4 Negative Tweet,Mandera,3.36
eutral Tweet,vihiga,0.072,34.712,0
ositive Tweet,Isiolo,®.98333,38.53333,1
eutral Tweet,Mach -1.282,37.408,0
eutral Tweet,Busia,0.35,34.17,0
mega,0.334,34.,797,0
1
itive Tweet,Mar
12 Positive Tweet,Isi

0,0.98333,38.53333,1
13 Neutral Tweet,Taita Taveta,-3.4,38.37,0
14 Neutral Tweet,Samburu,1.33333,37.11667,0
15 Positive Tweet,West Pokot,1.75,35.25,1

eutral Tweet,Elege 0.99,35.55,0
ositive Tweet,Homa y,-0. 34.481,3
eutral Tweet,Siaya,0.105,34.302,0
eutral Tweet,Gari -0.172,40.041,0
20 Positive Tweet,N bi,-1.28333,36.83333,2
21 Neutral Tweet,Is ,8.98333,38.53333,0

Figure 9: A sample of classified data with locasion

IV.  TESTINGAND VALIDATION

i. Testing

Ease of use and clarity of the system is testeehsure that the
system meets the requirements of the users.

ii. Testresults

The test results from the classifier when evaluakgdg a dataset
containing 346 tweets collected from twitter straagn API is
displayed in table 3.

Table 3: Overall sentiment

S/No. | Instances Total
1. Total Number of instances 346
2. Total instances of positive class 20
3. Total instances of negative class 275
4. Total instances of neutral class 51
5. Percentage of instances classified positive  %.80
6. Percentage of instances classified negativ®.50%
7. Percentage of instances classified neutral 94.70
iii. Visualization

The visualization of the sentiment collected fromitter API is
displayed and presented by the map in figure 18rtl12.
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The results show that there was high percentagegdtive tweets
related to terrorism compared to positive tweetse Tocations where
the sentiments originated were indicated on the usapy markers i.e.
red for negative, green for positive and yellowrieutral sentiment as
shown in figure 11.

iv. Evaluation of the Model

The performance of sentiment classification cammeasured by
using the following equations; Accuracy =
(TP+TN)/(TP+TN+FP+FN), Precision = TP/(TP+FP) andc&| =
TP/(TP+FN). In which TP, FN, FP and TN refer respety to the
number of true positive instances, the number ddefanegative
instances, the number of false positive instancesthe number of
true negative instances, as defined in the tafizo4a,2016).



Table 4 Confusion Matrix

Predicted Predicted

Positives Negatives
Actual Positive | TP FN
Actual FP TN
Negative

The true positive (TP) rate or recall is the ratevhich positive
text are predicted to be positive (R), whereadtithe negative rate is
the rate at which negative text are predicted todgative.

The accuracy represents the rate at which the mpwalicts
results correctly (A) (Doaa, 2016). The precisideoacalled the
positive predictive rate, calculates how closertteasured values are
to each other (P) (Doaa, 2016).

Table 5: Overall system performance
Accuracy Score
S/No. Naives
Metric Sentiment Analyzer Bayes
1. Classification 60%
Accuracy 73%
2. | Precision 60 50%

Table 5 shows a summary of the overall system pedace; the
accuracy level of the model was 73%, compared fgesabayes
(60%) and the precision was (60%) against (50 %j}hef naives
bayes.

The system performance was high compared to naagss thus
making it more efficient to be used in classifyirepl-time twitter
data. The distribution of sentiments on the mapiraicated by
markers represented the patterns and trends afritgractivities in
Kenya

V. CONCLUSIONS

The research was guided by the three objectivest fias, to
review the automated techniques for detection diheractivities; to
the extent of this objective, indeed a lot of reskas have been done
but they do not adequately address mapping of nahactivities
using sentiments expressed in social media.

The second objective was to develop and implemenbdel that
will help tracking and mapping of terrorist actiegg in Kenya;
indeed, the system developed was able to map omtitigties at real
time.

The third objective was to test and validate thelahothe system
performance was tested and its accuracy comparedites bayes
the results showed that the system performanceabvage 70% thus

making it more efficient to be used in classifyirepl-time twitter
data.
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