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Abstract 

Copula functions are important tools to investigate dependence structure between 

random variables. There are many copulas such as: Gaussian, Marshall-Olkin, Clayton, and 

Frank copulas. Although, copulas have been used in finance, oceanography, and hydrology, 

they have been applied in limited applications in the image processing field. In this thesis, 

copulas are applied to calculate the mutual information of two images, which in tum is used 

to measure image quality of a targeted image and also used to detect copy-move forgery in 

images. The proposed algorithms introduce new alternatives for existing image quality 

assessment and forgery detection methods. These algorithms are easy to use and highly 

accurate. The results for our image quality assessment algorithm are comparable or better 

than those of established methods in the literature, while the results for our image forgery 

detection algorithm are accurate even after applying different manipulation and post-

processing techniques on the forged images. 
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Chapter 1 

Introduction 

Copula functions are significant tools for modeling dependence of random variables. 

Sklar 1959 [1] was the first work in which the term 'copula' was used. In copula theory, the 

cumulative distribution function (CDF) of a random vector can be represented by uniform 

marginal cumulative distribution functions and a copula that connects these marginal 

cumulative distribution functions [2]. Although, copula functions are used in various 

applications such as economics and finance, climate research, oceanography, hydrology, 

geodesy, evolutionary computation, they are used in limited image processing applications 

such as image change detection, and image registration [3]. Using copula functions has the 

advantage of joining pairs of data distributions regardless of their shape [ 4]. In this thesis, 

five copula functions are used to evaluate image quality and to detect the copy move forgery 

in digital images. 

In chapter 2, we discuss the main concepts included in this work: image quality 

measures, image forgery detection techniques, to give a brief overview of the topic. 

In chapter 3, copula functions are used to measure image quality of a distorted image 

and to detect the mismatched regions in the two images. In our algorithm, the original image 

and the distorted image should be available to measure the quality of the distorted image. By 
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calculating the copula based mutual information between the two images, the original and 

distorted images, the image quality can be measured. In this chapter, LIVE database is used 

to evaluate the proposed algorithm and to compare its results with the results of published 

image quality measures: visual information fidelity (VIF), universal quality measure (UQI), 

and structural similarity (SSIM). 

In chapter 4, a new blind copy move forgery detection algorithm is proposed. In this 

algorithm, only the forged image is available. The mutual information is calculated between 

the 16 x 16 blocks of the image to identify if there are any duplicate or forged regions in the 

image. The proposed algorithm is evaluated by applying it on CoMoFoD database. The 

experimental results show the effectiveness of the proposed algorithm even after applying 

some manipulation and post processing techniques, included in the database, on the forged 

image such as color adjustment, color reduction, JPEG compression, scaling, and rotation. 

In chapter 5, we conclude our work and introduce the possible future work that can be 

conducted to improve our proposed algorithms. 
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Chapter 2 

Background 

In this chapter, we introduce an overview of the main topics included in this thesis. 

First, we discuss the image quality measures. In addition, we discuss the different techniques 

used in the literature to evaluate image quality subjectively and objectively. Further we 

introduce the copy-move forgery technique. Finally, we introduce the different techniques the 

researchers proposed to detect forgery in digital images. 

2.1 Image quality measure 

Measuring image quality is very significant for many image processing applications 

such as compression, retrieval, transmission, and recognition [ 5]. Image quality measures can 

be classified into two classes: subjective methods, and objective methods. In subjective 

methods human subjects are utilized to evaluate the visual quality of the images. Such 

methods are reliable and they give better understanding of image quality perception [6, 7]. 

There are three methods to assess the image quality subjectively: Single Stimulus (SS) 

method, Quality Ruler (QR) method, and Mean Opinion Score (MOS) method. In the Single 

Stimulus method, a set of stimuli, including the reference image, is taken one at a time. 
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Observers assess the quality in terms of a numerical category rating. The quality measure is 

the average score per stimulus. Because of the inconsistency of this method, another image 

quality assessment method was introduced. This quality measure is called the quality ruler 

method [7] . 

The Quality ruler (QR) method includes a number of reference images. The scale 

values of these reference images are already known and the reference images are spaced in 

quality. The observer identifies the reference image which is closest in quality to the test 

stimulus by visual matching. It is more consistent than the SS method. In addition it is 

strongly correlated to the objective measure of distortions than the SS scores [6, 7]. 

In mean opinion score (MOS), the scores are given by different individuals. Each 

observer scores the quality of the image by assigning an integer value between 1 and 5 (i.e. 

very poor (1), excellent (5)). By averaging the scores from different observers for the same 

image, the MOS can be calculated [8, 9]. 

The main disadvantages of subjective assessment are that they are time consuming 

and cannot be performed in real time [6]. Therefore, researchers started to develop objective 

image quality measures that estimate the quality automatically to avoid the issues of the 

subjective methods. Objective metrics can estimate the image quality automatically, without 

the need of the observers. Objective metrics can be categorized, depending on the availability 

of the reference image, into three categories: no reference (NR) image quality assessment 

metrics, reduced reference (RR) image quality assessment metrics, and full reference (FR) 

image quality assessment metrics. 

4 



In some applications, such as image denoising, the reference image is not available. 

Therefore, developing No Reference (NR) image quality assessment metrics is important. No 

reference (NR) image quality assessment metrics are more efficient than other image quality 

methods in some applications such as image denoising. In this case, it is required that the 

type of distortion be known prior to applying the no reference image quality assessment 

metrics. This is the limitation of these methods [ 6]. 

In reduced reference image quality assessment metrics, only partial information about 

the reference image is required to assess the image quality [ 6]. In these methods the 

researchers are seeking to reduce the amount of the data required from the reference image to 

measure the image quality. 

In this work, we focus on full reference image quality assessment metrics in which 

the reference and the distorted images should be available to evaluate the quality of the 

distorted image. There are several developed full reference image quality assessment 

methods such as mean squared error (MSE), peak signal to noise ratio (PSNR), visual 

information fidelity (VIF) [10] , universal quality measure (UQI) [11] , structural similarity 

(SSIM) [12], and Zahir et al. algorithm [4, 13]. Fig. 2.1 shows the main methods of image 

quality assessment metrics. 
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Fig. 2.1. Image quality metrics 

2.2 Literature review on image quality measures 

In recent years, great efforts have been made to develop objective image quality 

metrics that correlate strongly with the human visual system (HVS). Objective image quality 

metrics, depending on the availability of the reference image, can be classified into no-

reference (NR) image quality assessment metrics, reduced-reference (RR) image quality 

assessment metrics, and full-reference (FR) image quality assessment metrics. Full-reference 

image quality assessment methods require the availability of both the reference and distorted 

image, while no-reference image quality assessment methods do not require any access to the 

reference image. It only uses the distorted image to measure its quality. In reduced-reference 

image quality assessment metrics, only partial information extracted from the reference 

image is available to assess the quality of the distorted image [ 4, 14]. 
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2.2.1 Statistics oriented methods 

Gonzalez et al. in [15] presented Mean Squared Error (MSE) and Peak Signal-to-

Noise Ratio (PSNR) to present the signal quality of the distorted signal with respect to the 

original\reference image. MSE can be defined as follows: 

N 

MSE(x, y) = ! L (xi - Yi) 2 (2.1) 
i=l 

where N is the number of samples, x is the original signal, y is the distorted version, and the 

error signal is ei = Xi - Yi, where e is the difference between the original signal (x) and 

distorted signal (y). If one of the signals is an original signal of acceptable quality, and the 

other is a distorted version, then the MSE may also be used as a measure of signal quality 

(i.e. image quality). 

Another method to calculate the image quality is the Peak signal-to-noise ratio 

(PSNR). PSNR uses the Mean squared error (MSE) to compute the distortion in the distortion 

version by applying the following formula: 

Lz 
PSNR = 10 log10 MSE (2.2) 

where L is the dynamic range of allowable image pixel intensities. The PSNR is useful if the 

compared images have different dynamic ranges [15, 16]. MSE and PSNR are very simple 

and easy to implement due to their low computational complexities. But on the other hand, 

MSE and PSNR fail to estimate the image quality when they are used to measure across 

distortion types [17]. Therefore, the researchers started to develop image quality metrics that 

consider the human vision system. 
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2.2.2 Human Vision System (HVS) oriented methods 

The aim of the RVS-based image quality assessment is to evaluate how strong the 

distorted information is identified by RVS. A number of image quality assessment metrics 

(IQA) based on RVS have been introduced to evaluate the perceptual quality [18]. In the 

following section, the popular RVS-based IQA methods are reviewed. 

2.2.2.1 Visual Information Fidelity (VIF) 

Sheikh et al. [l O] developed visual information fidelity (VIF) criterion. VIF measures 

the Shannon information in the distorted image relative to the information in the reference 

image by using the Natural Scene Statistics (NSS) modeling. In this method the source and 

destination models are generated from the reference and the distorted scenes respectively. 

The natural scene model used in this method is Gaussian scale mixture (GSM) model in the 

wavelet domain. They used certain bands from reference and distorted images to calculate 

the quality of the distorted image. Therefore, VIF is considered to be a semi referenced image 

quality based algorithm. The mutual information between the reference and the distorted 

models will be calculated using variance of the internal neuron noise that is provided by the 

user. The visual information fidelity in their model is calculated as follows: 

"' I (~cN,j. ~FN·ilsN,i) L..jEsubbands , 
VIF = ~ ~ 

"' · bb d I (cN,j. EN,ilsN,i) L..JESU an s ' 
(2.3) 

The numerator and denominator are the information extracted from the reference and 

distorted images respectively. They tested the performance of VIF algorithm using 779 

images. The experimental results showed that the VIF method is comparable with the state-

of-the-art methods. 
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2.2.2.2Universal Quality Measure (UQI) 

Wang et al. [ 11] developed a full referenced image quality assessment algorithm to 

calculate the image quality by using the reference and the distorted images. In this algorithm 

they used a sliding window of size 8x8 pixels which will slide the 8x8 pixels of distorted 

image on the corresponding areas of the reference image and calculate Q as follows: 

(2.4) 

where 

N N 

2_ 1 ~ -2 
rix - N _ 1 L..}xi - x) , 2_ 1 ~ -2 

riy - N - 1 L (Yi - y) 
i=l i=l 

N 

rixy = N ~ l Icxi - x)(Yi - y) 
i=l 

where x is the reference image and y is the distorted image. This will provide a map of Qs 

and the average value of this map will provide the quality measure as follows: 

(2.5) 

where Mis the number of steps depending on the size of the image. The higher values of Q 

may indicate a better quality for the distorted image. The experimental results showed that 

this method performs better than the mean squared error metric. 

Toet et al. [19] extended the universal gray scale image quality index to a newly 

developed perceptually de-correlated color space. The resulting color image fidelity metric 
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measures the distortion of a processed color image compared to its original version. In their 

paper they defined the color fidelity metric Q color as follows: 

(2.6) 

where Q1, Oa, and Qp represent, respectively, the fidelity factors computed for each of the 

individual la/3 color channels, Wz, Wa, and Wp are the corresponding weights attributed to the 

perceived distortions. They evaluated their method through observer experiments in which 

subjects ranked images according to perceived distortion. The results showed a strong 

correlation between their index and human perception. In addition, the metric 1s 

computationally simple, which makes that metric useful in the real-time implementation. 

2.2.2.3 Structural Similarity (SSIM) 

Wang et al. [12] developed a full referenced image quality assessment metric by 

constructing the Structural Similarity (SSIM) quality measure method. In this method, Wang 

et al. improved the universal image quality model (UQI). This algorithm uses 8x8 windows 

and will make a map of the SSIM values as shown in equation 2.7. 

(2.7) 

where C1 = (K1 L) 2 , and C2 = (K2 L) 2 

where L is the dynamic range of the pixel values (255 for 8-bit gray scale images), and 

Ki, K2 > 1 are constants. The average of the obtained SSIM map will provide the quality 

measure as shown in equation 2.8. 
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M 

MSSIM(X, Y) = ~ L SSIM(xi ,yj) 
j=l 

(2.8) 

where X is the reference image and y is the distorted image. The experimental results on 344 

JPEG and JPEG2000 compressed images showed that it is competitive with other quality 

measure indices. 

Wang et al. in [20] proposed a multi-scale structural similarity (MS SSIM) approach 

for image quality assessment, which provides more flexibility than single scale approach. 

Experimental results showed that with appropriate parameter settings, the multi-scale 

method's results are better than the best single-scale SSIM model as well as state-of-the-art 

image quality metrics. The most challenging problem in structural similarity based 

algorithms is calibrating the model parameters. In their paper they used an image synthesis 

approach to calibrate the parameters. The improvement from single-scale to multi-scale 

methods observed in their tests suggests the usefulness of this approach. 

Gu et al. [21] applied the SSIM function to compensate itself to develop an improved 

full-reference image quality assessment model based on structure compensation (SC). They 

examined the proposed method on Laboratory for Image and Video Engineering (LIVE) 

database and Tampere Image Database 2008 (TID2008). The experimental results confirmed 

that their introduced approach has better prediction performance as compared to state-of-art 

image quality metrics. It has an effective capability of image distortion classification. The 

results showed that, after applying different categories of distortions, the proposed SC-SSIM 

method gets higher prediction accuracy than SSIM, MS-SSIM, and VIF algorithms on LIVE 

and TID2008 databases. The authors claimed that their proposed method can be used as a 
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categorical indicator to effectively distinguish different image distortion types, and the SC-

SSIM is fast and has low computational complexity. 

2.2.2.4 Copula based image quality measure algorithm 

Al Zahir et al. [ 4, 13] developed new image quality indices by using the Gaussian, 

Marshall-Olkin, and Clayton copulas based mutual information, which refer to the measure 

of the dependence between the reference and the distorted images. In Al Zahir et al. [ 4, 13], 

they calculated the Gaussian and Marshall-Olkin copula based mutual information by the 

following simplified expressions [22, 23] : 

1 2 Mlcau = - 2In(1-p) (2.9) 

1-8 8 82 
M(X1,X2) = 2 2 _ 

8 
log(l - 8) - 2 _ 

8 
+ (2 _ 8) 2 (2.10) 

where Mlcau is Gaussian copula based mutual information, p is the Pearson correlation 

between the reference and the distorted images, and 8 is the Marshall-Olkin dependency 

parameter (0~ 8 < 1). 

In Al Zahir et al. [13] , they calculated the image quality by applying the Clayton 

copula based mutual information. They used the following expression of Clayton copula 

probability density function (PDF) [3]: 

(2.11) 

where x and y are random variables, 8 is Clayton dependency parameter where (0< 8 < oo ). 

The relationship between Clayton copula dependency parameter 8 and Kendalls rank 

correlation r is given by: 
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2T 
(} = 

1-T 
(2.12) 

where T is Kendall's tau (O ~ T < 1). 

The main advantage of the work by Al Zahir et al. [ 4, 13] is the ability to measure the 

image quality by using only one sub band (i.e. sub band 4) instead of using different sub 

bands (i.e. 8 sub bands) as in Sheikh et al. work [10]. By comparing their results with three 

popular image quality measures, Visual Information Fidelity (VIF); Structural Similarity 

(SSIM); and Universal Quality Measure (UQI), they concluded that their proposed quality 

measure has a low computational complexity. Moreover, it obtained comparable results with 

the three methods. 

2.3 Image forgery 

Although, a picture may worth a thousand words, it may have scores of 

interpretations. Some proverbs like 'seeing is believing', are not relevant nowadays. Images 

and videos can be easily forged with a variety of editing tools. Owing to such sophisticated 

digital editing software tools, the establishment of the authenticity of an image has become a 

challenging task, involving a variety of issues. [24] 

Digital image forensics is a field that analyses images of a particular scenario to 

establish credibility and authenticity for the digital images. It is a fast growing field because 

of its potential applications in many fields, such as sports, legal services, news reporting, and 

medical imaging [24, 25, 26]. Image forgery started as early as 1840s, when Hippolyte 
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Bayrad introduced the first fake image as shown in Fig. 2.2, in which he was shown 

committing a suicide [24, 27]. 

Fig. 2.2. Bayard's self portrait as a drowned man (early 1840s) 

There are three main categories of image forgery (a) copy-move forgery, (b) image splicing, 

and (c) image retouching. In this thesis, we focus on copy-move forgery. For further 

information about image splicing and image retouching techniques see [24, 28, 29, 30, 31, 

32, 33, 34] (i .e. Appendix A). 

2.3.1 Copy-Move (Cloning) forgery 

Copy-move or cloning forgery (CMF) is one type of the techniques used for 

tampering images where a region of an image is copied from one part and is moved to 

another part in the same image. Different manipulation techniques like rotation, scaling, etc. 

can be applied on the copied region to be suited with the entire image. The tampered image 
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may be manipulated using compression, noise, rotation, etc. to make it hard for the human 

eyes to discover the forgery. This makes CMF detection task hard and challenging [24, 32] . 

CMF has remained a growing field and more research is required to be performed [35]. The 

researchers have introduced different methods to detect CMF. Fig. 2.3 shows three original 

images and their forged versions after applying the copy-move forgery technique. 

-e,: 
C 

"Qi .... 
i. 
0 

Fig. 2.3. Sample images that show copy-move forgery technique 
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2.4 Literature review on copy-move forgery detection 

Copy-move forgery detection methods may either be brute force, or block based [24]. 

The 'brute force ' techniques involve an exhaustive search that covers a given image with 

circularly shifted versions to examine matching segments [36]. The disadvantages of 

applying brute force techniques is that exhaustive search is not that effective when some 

post-processing techniques are applied to the copied area before pasting it [36]. In contrast, 

block-based matching techniques give better results than the exhaustive search. Block-based 

matching techniques include two categories. The first category is the exact matching 

techniques and the second one is the approximate matching category. In the exact matching 

techniques, the matched regions should be identical (i.e. 100% matching) to identify forged 

region. Although this approach is easy to implement, it fails to identify many forged regions 

given that the forged areas are usually post-processed and may not maintain the original 

values. In contrast, approximate block matching can be a better option to identify the forged 

regions even if the forged region is post-processed. A typical approximate block matching 

technique divides the image into overlapping blocks and applies a suitable technique to 

extract features to determine similarity [24]. Great effort has been done on this topic, and 

several researchers discussed and introduced new techniques to detect the copy-move forgery 

in digital images. In this section we review some copy - move forgery detection techniques. 

Y. Cao et al in [37] proposed a robust method relied on improved Discrete Cosine 

Transform technique (DCT) to locate the duplicated regions in a given image. The proposed 

method used fewer numbers of features for representing every block to detect copy-move 

forgery. The method used the circle block for representing DCT coefficient's array; circle 

block represented most of the coefficients of the array and discarded a few of them. The 
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circle block was divided into four parts (Cbl, Cb2, Cb3, and Cb4). The feature vector for 

each block was V = [vbl, vb2, vb3, and vb4]. Cbi is represented by DCT coefficients. 

The feature vectors for all blocks are arranged into an array A, and it was lexicographically 

sorted. After that, they compute the Euclidian distance (Eo) between the adjacent vector pairs 

of the array A. If it was smaller than predefined threshold (Sr), so the adjacent vector pairs 

were similar and candidates for the forgery, then a block map B was initialized. Also actual 

distance (D) between the two similar blocks was calculated as follows: (Vi, +J) = 

(ai - ai + 1)2 + (bi - bi+ 1)2 where (a, b) was the circle center of the corresponding 

block. If E0 < Sr and D > N where N was the threshold distance, then, a color map was 

marked for the actual region. The proposed method was tested on three databases: DVMM 

dataset, different uncompressed PNG color images with 768 x512 size, and collected images 

from the internet with large resolution (1600x l 000). The proposed method could identify 

further than 80% of the regions in copy-move areas with fewer than 13% of false-positive 

rate. 

Zhao et al. in [38] used chrominance spaces with run-length run-number (RLRN) for 

copy-move forgery detection. The input color image was transformed into the YCbCr color 

mode. Then run-length run-number was used to extract the features from the de-correlation 

of the chrominance channels. First fifteen run-length run-numbers of each de-correlated 

image were extracted as a feature vector. Support vector machine was used for classification 

purpose. This method obtained 94% accuracy of the chrominance components on CASIA 

dataset while it obtained 85% with Cr component and 82.1 % with Cb component on DVMM 

dataset. 
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Wei Wang et al. [39] used the chrominance components of the color image to detect 

image tampering. Their method used edge information to extract feature vector which was 

obtained by applying a filter on the image chrominance components using convolution 

operation. The edge image is thresholded with Th threshold value. Then the Markov chain 

(MC) is used to model the thresholded edge image and one-step transition probability matrix 

(TPM) is used to characterize the finite-state Markov chain. The stationary-distribution for a 

finite-state Markov chain (MC) is used as a feature vector with the low dimension Th+ 1. 

Support vector machine (SVM) was used for classification. The authors used CASIA TIDE 

database for the detection method. They used 5,123 tampered and 5,123 authentic images. 

The accuracy reached up 95.6% and 95.5% with Cb chrominance component and with Cr 

when Th equal to 15 respectively. This method used feature vector with a low dimension. It 

depended on the statistical dependency between two adjacent pixels that could be 

characterized using one-step transition probability matrix of Markov chain. 

Sridevi et al. [ 40] proposed a parallel block matching algorithm to detect the forged 

regions for the copy - move forgery. The method uses overlapping blocks and 

lexicographical sorting to detect the copy-move forgery. The results showed that the 

proposed parallel version detects the forged region faster. Their proposed algorithm reduced 

the execution time, so that it is best suited for real time applications. The false detection rate 

enables them to decide the correct size of overlapping blocks for accurate detection. 

Christlein et al. [41] introduced a common pipeline for copy-move forgery detection 

by extracting Fourier-Mellin features. In addition they performed a comparative study on 10 

proposed copy-move features, and finally they introduced a new benchmark database for 

copy-move forgery detection. The dataset contains images and copy-moved regions of 
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varymg size and texture. Experimental results showed that their method performs 

exceptionally if no geometric transformations are applied to the copied region. Furthermore, 

their experiments strongly support the use of kd-trees for the matching of similar blocks 

instead of lexicographic sorting. 

Popescu et al. [ 42] presented an efficient technique that automatically detects 

duplicated regions in a digital image. Their technique works by applying a principal 

component analysis (PCA) to small fixed size image blocks to represent the image by 

reduced dimensions. Duplicated regions are then detected by lexicographically sorting all of 

the image blocks. This representation is robust to minor variations in the image due to 

additive noise or lossy compression. The experimental results showed the effectiveness of 

this technique on reasonable forgeries. 

Sarode et al. [ 43] proposed a copy move forgery detection algorithm. Their algorithm 

generates a Hybrid Wavelet Transform (DCT-Walsh Hybrid Wavelet Transform) from 

discrete cosine transform (DCT) and Walsh transforms and used to detect copy-move 

forgery. The image is divided into overlapping blocks. DCT-Walsh Hybrid wavelet transform 

is applied on each block. Then some features are extracted from each block. These feature 

vectors are then lexicographically sorted and finally, block matching step is applied to detect 

duplicated blocks. Experimental results show that these transforms are able to detect 

duplicated regions with more accuracy than using basic orthogonal transformations. This 

method also detects forged regions even when some post-processing techniques, such as 

blurring and edge sharpening operations, are applied on the image. The main disadvantage of 

their proposed method is that it does not detect duplicated regions when copied part in an 

image is rotated or scaled. 
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Khan et al. [ 44] introduced a blind forensics approach for detecting Copy-Move 

forgery. First they applied Discrete Wavelet Transform (DWT) to the input image to yield a 

reduced dimension representation [ 45]. After that, the compressed image is split into 

overlapping blocks. These blocks are then sorted. Finally they detected the duplicated blocks 

by using Phase Correlation. Due to DWT usage, detection is first carried out on lowest level 

image representation. Their proposed approach reduces the time needed for the detection 

process. Their algorithm has low computational complexity. Moreover, this algorithm 

succeeded in detecting the forgery even for the images where the attacker has made detection 

more difficult by applying noise and JPEG quality level changes. Experiments and analysis 

proved that their proposed method have acceptable robustness to common post processing 

operations. The main problem with their algorithm is that it failed to detect duplicated 

regions with rotation and scaling. 

W arbhe et al. [ 46] presented a method based on statistical techniques, Independent 

Component Analysis (ICA), and Blind Source Separation (BSS), to detect the copy-move 

forgery in digital images. The results of this method showed the effectiveness of using ICA 

for image forgery detection in digital image. Although, the performance of their proposed 

method is very good at detecting the forgery, the main limitation of this method is that it 

needs both the original and the forged. 

20 



Chapter 3 

Image Quality and Dissimilarity Verification Copula-Based Algorithms 

Image quality measurement is widely used in different image processing applications 

such as transmission, recognition, retrieval, classification, and compression [ 5]. As 

mentioned above, image quality measurements can be classified into two different classes 

namely: subjective methods, and objective methods. 

In this chapter, we propose objective full reference image quality measure (FRIQM) 

that uses a group of statistical functions called copulas. Our proposed algorithm applies the 

steerable pyramid technique to decompose the original image and the distorted version. After 

the decomposition stage of the original and distorted images, we use copula functions 

(Gaussian, Marshall-Olkin, Clayton, Frank, and Gumbel copulas) to evaluate the quality of 

the distorted version. We used 'LNE' database to test our proposed algorithm. Moreover, we 

presented an algorithm to detect unmatched regions between the images. The experimental 

results showed that our algorithm provide comparable results with popular image quality 

measures such as Visual Information fidelity (VIF), Universal image Quality Index (UQI), 

Structural Similarity image quality index (SSIM), and the most used subjective method based 

on HVS. In the next section, before proposing our algorithms, we briefly introduce copula 
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functions, mutual information, Pearson coefficient, Kendall's coefficient, and the steerable 

pyramid technique. 

3.1 Copula based mutual information 

3.1.1 Copula functions overview 

Copula is derived from the Latin word 'copulare', which means join, connect, or tie. 

Copula is widely known as a family of distribution functions. Copula functions are used in 

various applications such as economics and finance, climate research, oceanography, 

hydrology, geodesy, evolutionary computation, and image processing applications such as 

image registration [3 , 47]. 

The main idea behind copula theory is that the cumulative distribution function 

(CDF) of a random vector can be represented by uniform marginal cumulative distribution 

functions, and a copula that connects these marginal cumulative distribution functions [2]. 

Sklar' s theorem (1959) [I] shows that an n-dimensional joint distribution function can be 

decomposed into its n marginal distributions, and a copula, which completely describes the 

dependence between the n variables. The Sklar theorem is given by: 

For any two random variables X and Y with their joint probability distribution F(x, y ), there 

exists a unique copula C such that 

F(x, y) = C (Fx(x), Fy(y)) = C (u, v) (3.1) 
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where C (u, v) is the copula function, u=Fx(x), v=Fy(y) are marginal probability 

distributions, F(x,y) is the joint distribution [3]. The copula density function, c (u, v), is given 

by: 

ac (u, v) 
c(u, v) = auav (3.2) 

There are limited publications on the use of copula functions in image quality 

assessment. There are only two publications in the field of copula based image quality 

measure [4, 13]. Zahir et al. applied Gaussian, Marshall-Olkin, and Clayton copula functions 

to measure the image quality of distorted images and then rank these distortion versions 

according to their quality measure. 

In this chapter, we estimate the image quality of the distorted image by computing 

copula based mutual information between the reference and distorted images. 

3.1.2 Mutual information and copula functions 

Two random variables X and Y are said to be independent if, and only if, their joint 

probability density function (PDF) equals the product of their marginal PDFs. On the other 

hand, X and Y are dependent if F(x,y) i= fx(x)fy(y) , where fx(x) and fy(y) are marginal 

densities and F(x, y) is the joint probability density function. Estimating mutual information 

is a convenient way to quantify statistical dependencies. Mutual information can be 

calculated as follows [2, 48]: 

I [ F(x,y) l 
I(X, Y) = dxdyF(x,y) log fx(x)fy(y) (3.3) 

where I(X, Y) is the mutual information between the two random variables X and Y. 
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Mutual information and copula densities can be connected by merging equations 3 .1 , 

3.2, and 3.3, to conclude that the formula of the mutual information can be written [2, 9] as 

follows: 

I(X, Y) = ff du dv c(u, v) log[c(u, v)] 
(0,1)2 

(3.4) 

The base of logarithm in the previous equation (i.e. equation 3.4) does not matter (i.e. 

we can choose any base). The different units of information, for example bits for log2, nats 

for ln, are just constant multiples of each other. Therefore equation 3.4 can be written in a 

different way as follows : 

I(X, Y) = ff du dv c(u, v) ln[c(u, v)] 
[0,1) 2 

3.1.3 Copula function types 

(3.5) 

There are several copula functions . In this thesis we focus on five of them, 

namely: Gaussian, Marshall-Olkin, Clayton, Frank, and Gumbel copulas. 

3.1.3.1 Gaussian copula 

Gaussian copula cumulative distribution function (CDF) [ 49] is given by: 

(3.6) 

(3.7) 
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where u and v are random variables, cJ>- 1 (.) is the quantile function of the standard normal 

cumulative distribution, 8 is the dependence parameter of Gaussian copula function, r is the 

Kendall ' s tau, and r is 2 x 2 correlation matrix with I on the diagonal and 8 otherwise. The 

Gaussian copula probability density function (PDF) [49] , by applying equation 3.2, is given 

by: 

1 ( (x 2 + y 2 
- Wxy) (x 2 + y 2

)) 
c(u,v) = (1- 8 2

) h exp - Z(l -B 2) + 2 (3.8) 

In this work we use the simplified version of Gaussian copula based mutual 

information which is calculated by the following equation (i.e. equation 2.9) [22, 48, 50]: 

- 1 2 Mlcau - - 2In(1- p) 

where Mlcau is the mutual information, and p is the Pearson correlation between the reference 

and distorted images. Fig. 3.1 shows probability density function (PDF) for Gaussian copula. 

The colors on the surface plot (i .e. from blue to red) represent different probability density 

values for each pair u and v. 

0 .8 
~ 

~ 0 .6 

~ 
:l5 0 .4 
..2l e 
a.. 0 .2 

0 
I 

V u 

Fig. 3.1. Probability density function for Gaussian copula 
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3.1.3.2 Marshall-Olkin copula 

The following equation (i.e. equation 2.10) calculates the Marshall-Olk.in copula based 

mutual information which represents the image quality of the distorted image [ 13, 23] in our 

work: 

1- 8 8 8 2 

M(X1,X2) = 2 z _ 8 log(l - 8) - z _ 8 + (2 _ 8)2 

where 8 is the Marshall-Olkin copula dependency parameter (O :::; 8 < 1). The relationship 

between Marshall-Olk.in copula dependency parameter 8 and Kendall's rank correlation r is 

given by: 

Zr 
8=--

l+r 

tau (r) can be written as a function of copula function as follows: 

r = 4 ( C(u, v)dC(u, v) - 1 
J[0,1)2 

C (u, v) = min(u1- 8 v, uv 1- 8 ) 

(3.9) 

(3.10) 

(3.11) 

where r is Kendall's tau (O :::; r < 1), C (u, v) is the Marshall-Olk.in copula cumulative 

distribution function (CDF). Fig. 3.2 shows the probability density function (PDF) for 

Marshall- Olk.in copula. The colors on the surface plot (i.e. from blue to red) represent 

different probability density values for each pair u and v . 
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Fig. 3.2. Probability density function for Marshall-Olkin copula 

3.1.3.3 Clayton copula 

Clayton copula cumulative distribution function (CDF) [ 49] is given by: 

C(u,v) = max{(u-e + v-e -1f
1
fe ,o}; (} E [-1,oo)\{O} (3.12) 

By applying c (u, v) = ac (u,v) , the Clayton copula probability density function (PDF) as 
auav 

mentioned in chapter two (i.e. equation 2.11) is given by [3 , 13, 49]: 

where u and v are random variables, (} is Clayton copula dependency parameter where 

(0< (} < oo). The relationship between Clayton copula dependency parameter(} and Kendall's 

rank correlation ( r) (i .e. equation 2.12) [ 49] is given by: 

2r 
8= --

1-r 

where r is Kendall's tau (0 ::; r < 1). By applying equation 3.4, we can calculate Clayton 

copula based mutual information. Fig. 3.3 shows the probability density function (PDF) for 
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Clayton copula. The colors on the surface plot (i.e. from blue to red) represent different 

probability density values for each pair u and v . 
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Fig. 3.3. Probability density function for Clayton copula 

3.1.3.4 Frank copula 

Frank copula cumulative distribution function (CDF) and Frank copula probability density 

function (PDF) [49] are given by: 

1 ( ( -Ou 1)( -Ov 1)) 
C(u,v) = ~ In 1 + e ~-e ~ l) - ; 8 E (-00,00)\{0} (3.13) 

-8( e-9 - 1 )e-O(u+v) 
c(u,v) = 2 ( (e-Ou - 1)(e-0v - 1) + (e- 9 - 1)) 

(3.14) 

where u and v are random variables, 8 is Frank copula dependency parameter. The 

relationship between the Frank copula dependency parameter 8 and Kendall's rank 

correlation (r) [49] is given by: 

4 [ 1 f 9 
t l T = 1- - 1- - dt 8 8 et - 1 0 

(3.15) 
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Fig. 3.4 shows the probability density function (PDF) for Frank copula. The colors on the 

surface plot (i.e. from blue to red) represent different probability density values for each pair 

u and v. 

V 0 O 
u 

Fig. 3.4. Probability density function for Frank copula 

3.1.3.5 Gumbel copula 

Gumbel copula cumulative distribution function (CDF) and Gumbel copula probability 

density function (PDF) [49] are respectively given by: 

C(u,v)=exp(-(u8 +v8 / 1e); e E[l,oo) (3.16) 

C(u v) (i1v) 8 - 1 ( 1; ) 
c(u,v)= ' _ (u8 +v8 ) 8 +8-1 

uv (ue + 17e/ 1/e 
(3.17) 

where i1 = -ln(u) andv = -ln(v), and u and v are random variables, () is Gumbel copula 

dependency parameter. The relationship between Frank's copula dependency parameter () and 

Kendall's rank correlation (r) is given by: 
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1 
r=l--

8 
(3.18) 

Fig. 3.5 shows probability density function (PDF) for Gumbel copula. The colors on the 

surface plot (i.e. from blue to red) represent different probability density values for each pair 

u and v. 
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Fig. 3.5 . Probability density function for Gumbel copula 

Pearson coefficient versus Kendall's coefficient 

Pearson coefficient, p (rho), was developed by Karl Pearson from a related idea 

introduced by Francis Gatton in the 1880s [51 , 52, 53 , 54]. Pearson coefficient is a measure 

of the linear correlation (i.e. dependence) between two variables X and Y. Pearson 

coefficient value is between +l and -1 (i.e. + 12: p 2: -1), where l refers to total positive 

correlation, 0 refers to no correlation, and - 1 refers to total negative correlation. 

For random variables X and Y, the linear correlation coefficient is defined by: 
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cov (X, Y) 
Px,Y = 

(J"x(Jy 
(3.19) 

where cov is the covariance, and fJx, fJy are the standard deviations of X and Y respectively. 

On the other hand, Maurice Kendall [55], developed Kendall's tau coefficient (r) in 

1938. Kendall's tau coefficient (r) is used to measure the similarity of the orderings of the 

data when ranked by each of the quantities (i.e. rank correlation). 

For two random variables X and Y, assume that there are n pairs of observations of 

the joint random variables X and Y respectively (i.e. (xi , Yi), (x2, y2), . .. , (x0 , y0 )), such that 

the values of (xi) and (yi) are unique. In this case, any pair of observations (xi, yi) and (xj, yj) 

are said to be concordant if the ranks for both elements agree: with different way, if both 

Xi> Xj and Yi > Yj or if both Xi< Xj and Yi < Yj· On contrast, they are said to be discordant, if 

Xi > Xj and Yi < Yj or if Xi < Xj and Yi > Yj· However, If Xi = Xj or Yi = Yj, then the pair is neither 

concordant nor discordant [56, 57]. 

Kendal tau is given by [56]: 

(C-D) 
n(n -1)/2 

(3.20) 

where C is the number of concordant pairs and D is the number of discordant pairs and n is 

the number of observations. The Kendal tau value is in the range -1 :'.S -c :'.S 1. 

• If the two rankings are the same, then the coefficient will be 1. 

• If one ranking is the reverse of the other, then the coefficient will be -1. 
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• If X and Y are independent, then the coefficient will be approximately zero. 

3.2 Steerable pyramid 

Steerable pyramid is one of image pyramid techniques. The goal of applying image 

pyramids is to represent the image at different resolutions. The idea behind image pyramids 

is to generate a number of homogeneous coefficients. These coefficients represent the 

response of a bank of filters on the image at different scales and in sometimes different 

orientations. There are various pyramid techniques in image processing such as; Gaussian, 

Laplacian, and Steerable pyramids. In this work, we use the steerable pyramid technique. For 

further information about Gaussian pyramid and Laplacian pyramid see [58, 59, 60, 61] (i.e. 

Appendix A). 

The steerable pyramid is a linear multi-scale, multi-orientation image decomposition 

technique that provides a useful front-end for image-processing and computer vision 

applications. Steerable pyramids were developed in 1990. The basis functions of the steerable 

pyramid are Kth order directional derivative operators that come in different sizes and 

orientations (K + 1 orientations). As directional derivatives, they span a rotation-invariant 

subspace, and they are designed such that the whole transform form a tight frame. 

Fig. 3.6 shows the filtering and the sampling operations, and the recursive 

construction of the steerable pyramid. Initially, by using low pass filter (LO) and high pass 

filter (HO), the image is separated into low and high pass sub bands. Then the low pass sub 

band is divided into a set of oriented band pass sub bands and a low(er)-pass sub band. This 

32 



low( er)-pass sub band is then sub-sampled by a factor of 2 in both X and Y directions. The 

recursive construction of a pyramid is achieved by inserting a copy of the shaded portion of 

the diagram at the location of the solid circle (i.e., the low pass filter branch) [62]. The others 

circle refers to the resulted sub bands. The blocks 21 and 2j refers to down-sampling and up-

sampling respectively. As we can notice from Fig. 3.6 that steerable pyramid design apply 

H0(-m) and its space-reversed version H0( m) as well. Also for the low pass filter, it uses L0(-

m) and its space-reversed version L0(m), and finally for the band pass filters BK(-m) and its 

space-reversed version BK( m ). The use of these space-reversed versions creates a self-

inverted pyramid (i.e. steerable pyramid is self-inverting). 

Ho(-co) 

---------------, 
B o(co) 

L---------------

H 0(co) 

Lo(co) 

~ 
Recursive 
subsystem 

Fig. 3.6. Steerable pyramid decomposition diagram 

Steerable pyramid allows independent representation of scale and orientation. 

Moreover, the steerable pyramid representation is translation-invariant and rotation-invariant, 
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which can make a significant difference in applications that include the position or the 

orientation representations of the image. The main disadvantage of steerable pyramid is that 

it is over-complete by a factor of 4 k/3 , where k is the number of orientation bands. 

Applications of steerable pyramids include: orientation analysis, noise removal and 

enhancement, transient detection, texture representation, and edge detection [62, 63, 64]. An 

example of steerable pyramid decomposition of "Lena" image is shown in Fig. 3.7. As shown 

in Fig. 3.7 steerable pyramid decomposition consists of 4 orientation sub bands, at 3 scales. 

The smallest sub band is the residual low pass information. The residual high pass sub band 

is not shown. 

(a) (b) 

Fig. 3.7. Steerable pyramid decomposition on Lena image: (a) original image; (b) the 

resulted sub bands after applying the steerable pyramid technique on the original image 
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3.3 The proposed algorithm 

In our proposed algorithm, we use two versions of images. The first image is the 

reference image and the second one is the distorted version. Fig. 3.8 shows our proposed 

algorithm's procedure. First step in our proposed algorithm is reading the two images (i.e. the 

original image and the distorted version). Then we decompose each image by using steerable 

pyramid decomposition. The outputs of steerable pyramid are the pyramid sub bands. After 

obtaining the sub bands, we choose only on sub band (i.e. sub band 4) to calculate the 

Pearson correlation (p) and copula dependency parameter (8). We use the calculated Pearson 

correlation (p) to calculate Gaussian copula based mutual information (i.e. equation 2.9) and 

copula dependency parameter (8) to calculate Marshall-Olkin copula (i.e. equation 2.10 & 

3.9 & 3.10 & 3.11), Clayton copula (i.e. equations 2.11 & 2.12 & 3.4), Frank copula (i.e. 

equations 3.4 & 3.14), and Gumbel copula (i.e. equations 3.4 & 3.17) based mutual 

information respectively. The values of mutual information represent the image quality of the 

distorted image. Higher values of mutual information refer to better quality images. 
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Reference Distorted 
image image 

~ 

Wavelet decomposition Wavelet decomposition 
(steerable pyramid) (steerable pyramid) 

l 
Select sub band "j " Select sub band "j " 

Calculate Copula 
'··························· .. parameter (p, 8) .. . . .......... 

l 
Calculate image 

quality (IQ) 

Fig. 3.8. The flow chart of the proposed image quality measure algorithm 

Fig. 3.9 represents one of the original test images (monarch) with its six orientations 

using the steerable pyramid (note: The first row is the results of a high pass filter (size: 512 x 

768); the second row is the steerable pyramids of sub bands 25 to 20 from right to left (size: 

512 x 768); the third row is the steerable pyramids of sub bands 19 to 14 from right to left 

(size: 256 x 384); the fourth row is the steerable pyramids of sub bands 13 to 8 from right to 

left (size: 128 x 192); the fifth row is the steerable pyramids of sub bands 7 to 2 from right to 

left (size: 64 x 96) and finally, the sixth row is the result of a low pass filter (size: 32 x 48)). 

In our work, we apply five copula functions namely: Gaussian, Marshall-Olkin, Clayton, 

Frank, and Gumbel copulas on one sub band (i.e. sub band 4) of steerable pyramid for both 

the reference image and the distorted image to measure the quality of the distorted image. 
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Moreover, we measure the image quality, of the distorted image, on different sub bands to 

examine the effect of choosing different sub bands (i.e. other than sub band 4) on our results. 

Fig. 3.10 shows the histogram of church and capitol image (LIVE database). Fig. 3.11 

and Fig. 3.12 show the histogram of the sub bands 4, 7, 10, 13, 16, 19, 22, 25 of the original 

and the distorted version of "church and capitol" respectively after applying the steerable 

pyramid algorithm. In Sheikh et al. work [ 1 OJ all eight sub bands have been used to calculate 

the image quality, However in our work, we used sub band number 4 only to calculate the 

image quality. Fig. 3.13 shows the procedure and the results of measuring image quality for 

distorted image (church and capitol) in LIVE database by applying the five copula functions. 

As we can see from Fig. 3.13, we read the original and the distorted images. After reading the 

images we decompose each one by applying steerable pyramid algorithm to get the sub 

bands. By choosing only one sub band (sub band 4) we can calculate the Pearson correlation 

and the Kendall's tau (we use tau (r) to get the dependence parameter theta 8)). From the 

value of Pearson correlation (p) and theta ( 8), we can calculate the image quality for our 

proposed algorithm (each copula function has its own equation). 
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•••••• •• ••• 
(b) 

Fig. 3.9. Steerable pyramid decomposition: (a) monarch image (LIVE database); (b) the 26 

steerable pyramid sub bands of monarch image 

so 100 150 m 250 DJ 

Fig. 3.10. Histogram of church and capitol image (LIVE database) 
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Fig. 3.11. Selected sub bands for steerable pyramid (church and capitol original image) 

band 4 band 7 

~[i] =:[l] :~ :rn 
- 500 0 500 -500 0 500 - 500 0 500 - 500 0 500 

·:ti:J I:1J :ITJ :ITJ 
- 200 0 200 - 200 0 200 - 100 0 100 -1 00 0 100 

Fig. 3.12. Selected sub bands for steerable pyramid ( church and capitol distorted image) 
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Gaussain10= 0.6051 

Reference image Kendall ' s tau=0.69 12 Clayton10 = 0.8817 
and Frank10 = 0.6959 

Pearson corr.=0.8378 

Distorted image Steerable pyramid sub bands 

Fig. 3.13. Image quality measure process using copula functions for church and capitol 

image 

3.4 Experimental results and discussion 

In this chapter, we used LIVE image database release 2 [65] to testify the 

performance of the Gaussian, Marshall-Olkin, Clayton, Frank, and Gumbel copulas image 

quality measures and to compare our results with the popular three image quality measure 

methods (VIF, UQI, SSIM),. Also, we compared our algorithm with the well known 

subjective method (HVS). LIVE database is one of the most commonly used databases for 

evaluation of image quality metrics. LIVE image database release 2 includes 29 original 

images. For each image there are 5 distortion types. Four distortion types of them (i.e. 

Gaussian Blur, Fast Fading, JPEG, and White Noise) have 5 levels of distortion and only one 

type (i.e. JPEG 2000) has 6 levels of distortion (i.e. 29 * 4 * 5 + 29 * 6 =754 images). The 29 

40 



original test images were distorted using the following distortion types: JPEG 2000, JPEG, 

White noise, Gaussian blur, and fast fading distortion. Twenty observers were asked to 

provide their perception of the quality of the distorted images on a continuous linear scale 

(66]. The scale was divided into five equal regions "Bad", "Poor", "Fair", "Good", and 

"Excellent". For all of twenty observers, the images display device configurations were 

identical (66]. LIVE database includes the subjective scores based on HVS of all distorted 

versions. The images are originally colored images and we converted them to their gray scale 

vers10n. 

In Fig. 3 .14, we have one of the 29 original images in LIVE image database release 2 

named as "monarch" and the five distortion types are presented in five rows with their 

distortion levels on the columns. These results are displayed to show their level of distortion 

from left to right (i.e. the best to worst quality according to the LIVE HVS reference results). 

The first row displays the Gaussian Blur distortion (images 5, 1,3,4,2 in LIVE database), 

second row displays the Fast Fading distortion (images 5,4,3,2,1), third row displays JPEG 

distortion (images 5,2,3,1,4), the fourth row displays the JPEG 2000 distortion (images: 

1,5,4,3,2), and the fifth row displays the White Noise distortion (images 5,1,3,2,4). Fig. 3.15 

shows a sample of 4 images (monarch, buildings, church and capitol, and caps) of LIVE 

database. In this work we provide all results of these 4 images. In the next section we provide 

our results compared with the most used subjective method (i.e. HVS is the reference for 

comparing the results of any objective method). 
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Table 3.1 shows the image quality rank results for the "monarch" image in LIVE 

image database. The table shows the results of our algorithm using three copula functions 

(Gaussian, Clayton, and Frank) compared with three known image quality measure methods 
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VIF, SSIM, and UQI and also compared with the Human Visual System (HVS) method. The 

rows of Table 3.1 consist of the five different distortions added to the image. For each 

distortion type (row), the rank (R), and the measure value (M) are included for all 7 

algorithms. For our proposed algorithm, the larger values of the quality measure (M) 

represent a better image quality. 

As we can see in Table 3 .1, the rank (R) of our proposed algorithm for Gaussian blur, 

JPEG, JPEG 2000, and white noise are exactly the same as the HVS, VIF, UQI, and SSIM 

results. For example for JPEG (the third row) we can see that the rank of the distorted 

images, from the best quality to the worst quality, is 5, 2, 3, 1, 4 with measure values of 

2.648, 0.775, 0.601, 0.321, and 0.181 respectively, which means that image 5 has the best 

quality with quality score equals 2.648 and image 4 has the worst quality with quality score 

equals 0.181. By comparing the resulting rank obtained by the three copula functions with 

the other four popular image quality measure methods, we can notice that we got the same 

exact results of the other popular methods. For Gaussian blur, the resulting rank of the 

images by applying our algorithm using Gaussian, Clayton, and Frank copulas is 5, 1, 3, 4, 2 

which is the exact rank of the other popular methods. In JPEG 2000 case, our resulting rank 

of the distorted images is 1, 5, 4, 3, 2 which is also the same rank of the other popular 

methods. In addition, we can also notice that the rank of our proposed algorithm for white 

noise distortion ( 5, 3, 1, 2, 4) is the same as all other four popular methods. Finally, in fast 

fading distortion type, only a slight difference was found in the resulting rank of our 

algorithm compared with HVS (LNE database results). In addition, we can notice from 

Table 3.1 that the recent most popular image quality measures (VIF, UQI, and SSIM) have 

also a slight difference in their results for fast fading compared with HVS as well. For 
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example, HVS resulting rank is 5, 4, 3, 2, 1, However, Gaussian copula based image quality 

algorithm's result is 3, 4, 5, 2, 1 which means that there are two wrong ranks in Gaussian 

copula based image quality algorithm's result compared with HVS. For Clayton and Frank 

copulas based image quality algorithms' result, the rank result is 4, 3, 5, 2, 1 which means 

that there are three wrong ranks compared with HVS. Also we can notice that the resulting 

rank by applying the popular three methods (VIF, UQI, and SSIM) is 4, 5, 3, 2, 1 which 

means that there are two wrong ranks in VIF, UQI, and SSIM methods compared to HVS 

results. In this work, we consider the ranks (i.e. not the value) of the image quality to 

compare different versions of distortion. Table 3.2 shows the corresponding rank for our 

proposed algorithm using five copula functions for the "monarch" image. 

Table 3.1. Image quality results for quality measure methods (monarch) 

HVS VIF UQI SSIM Gaussian Clayton Frank 

R M R M R M R M R M R M R M 

5 0.906 5 0.6149 5 0.8070 5 0.9577 5 3.6105 5 2.911 5 2 .726 

G.Blur I 1.708 I 0.3653 I 0.6604 I 0.8899 I 2.6240 I 2.552 I 2.346 
3 1.851 3 0.3384 3 0.6418 3 0.8784 3 2.5010 3 2.487 3 2.278 
4 2.854 4 0.2175 4 0.5307 4 0.8084 4 1.8701 4 2.048 4 1.821 
2 11 .33 2 0.0226 2 0.1744 2 0.6317 2 0.1616 2 0.396 2 0.287 

Fast 5 26.1 4 0 .8969 4 0.8398 4 0.9801 3 5.1198 4 3.089 4 2 .915 
4 23 .7 5 0.8594 5 0.8227 5 0.9791 4 4.9973 3 3.084 3 2.911 

Fading 3 21.3 3 0.6370 3 0.7963 3 0.9548 5 4.9580 5 3.075 5 2.901 
2 17.9 2 0.3501 2 0.6573 2 0.8824 2 3.7345 2 2.866 2 2 .678 
1 15 .5 1 0.1365 1 0.4545 1 0.7600 I 1.4775 1 1.283 1 1.063 
5 2.648 5 0.9796 5 0.8899 5 0.9851 5 6.0702 5 3.163 5 2.995 

JPEG 2 0.775 2 0 .7077 2 0.7118 2 0.9527 2 4.2308 2 2.887 2 2.701 
3 0.601 3 0 .6084 3 0.6707 3 0.9390 3 3.7582 3 2.715 3 2.518 
I 0.321 I 0.3553 I 0.5159 I 0.8701 I 2.6484 I 2.043 I 1.817 
4 0.18 1 4 0.1381 4 0.2796 4 0.7197 4 1.4358 4 1.192 4 0.977 

JPEG I 2.789 I 0.9527 I 0.9100 I 0.9898 I 5.0713 I 3.066 I 2.891 
5 0.427 5 0.5302 5 0.6769 5 0.9443 5 3.4684 5 2.587 5 2.383 

2000 
4 0.200 4 0.3445 4 0.6165 4 0.9019 4 2.8655 4 2.273 4 2.054 
3 0.102 3 0.2183 3 0.5306 3 0.8452 3 2.1978 3 1.842 3 1.612 
2 0.042 2 0.1200 2 0.4178 2 0.7668 2 1.4837 2 1.274 2 1.055 

White 5 0.027 5 0.7539 5 0.6223 5 0.8455 5 4.1042 5 2.845 5 2.656 
I 0.035 I 0.6793 I 0.5636 I 0.7764 I 3.8980 I 2.778 I 2.585 

Noise 3 0.117 3 0.3375 3 0.3168 3 0.3504 3 2.7332 3 2.091 3 1.866 
2 0.187 2 0.2392 2 0.2350 2 0.2317 2 2.2458 2 1.769 2 1.538 
4 I 4 0.0523 4 0.0483 4 0.0442 4 0.6100 4 0.518 4 0.386 
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Table 3.2. hnage quality rank for quality measure methods for monarch image 

HVS VIF UQI SSIM Gaussian M-Olkin Clayton Frank Gumbel 

5 5 5 5 5 5 5 5 5 

Gaussian Blur I I I I I I I I I 
3 3 3 3 3 3 3 3 3 
4 4 4 4 4 4 4 4 4 
2 2 2 2 2 2 2 2 2 
5 4 4 4 3 4 4 4 4 

Fast Fading 4 5 5 5 4 3 3 3 3 
3 3 3 3 5 5 5 5 5 
2 2 2 2 2 2 2 2 2 
I I I I I I I I I 
5 5 5 5 5 5 5 5 5 

JPEG 2 2 2 2 2 2 2 2 2 
3 3 3 3 3 3 3 3 3 
I I I I I I I I I 
4 4 4 4 4 4 4 4 4 
I I I I I I I I I 

JPEG 2000 5 5 5 5 5 5 5 5 5 
4 4 4 4 4 4 4 4 4 
3 3 3 3 3 3 3 3 3 
2 2 2 2 2 2 2 2 2 
5 5 5 5 5 5 5 5 5 

White Noise I I I I I I I I I 
3 3 3 3 3 3 3 3 3 
2 2 2 2 2 2 2 2 2 
4 4 4 4 4 4 4 4 4 

Tables (3.3-3.5) show the rank (R) of the distorted versions of three images shown in 

Fig. 3.15 (buildings, church and capitol, and caps). Although, in the buildings case (see Table 

3.3), Gaussian copula based image quality algorithm obtained the same exact results of VIF, 

UQI, and SSIM, in the fast fading distortion type, Gaussian copula algorithm obtained rank 

5, 1, 3, 2, 4 which is different than HVS (HVS rank is 5, 4, 3, 2, 1) in two ranks. Marshall-

Olkin algorithm obtained the same results as the four popular methods (VIF, UQI, SSIM, and 

HVS) except in few ranks in fast fading distortion type. In that distortion type, Marshal-Olkin 

algorithm obtained 5,2,1,3,4 rank, However HVS obtained 5,4,3,2,1 rank which means that 

Marshall-Olkin got four wrong ranks. Finally, Clayton, Frank, and Gumbel obtained the 

same rank as HVS, VIF, UQI, and SSIM in four distortion types of (Gaussian blur, JPEG, 

JPEG2000, and white noise), however they obtained different results for the fast fading 

distortion type in three ranks. 
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For church and capitol image (see Table 3.4), Gaussian copula algorithm obtained 

better results than the VIF, UQI, and SSIM methods. As we can see that in the four distortion 

types, Gaussian blur, JPEG, JPEG 2000, and white noise the results of the Gaussian copula 

algorithm obtained the same results as HVS method. In fast fading distortion case, we can see 

that the rank of the Gaussian copula algorithm is 4,5,3,2,1 and the resulting rank of HVS is 

5,4,3,2,1 which means that they are different in two ranks, However, VIF, UQI, and SSIM 

obtained the following rank: 4,3,5,2, 1 which means that these three methods gave different 

results than HVS results in three ranks (Gaussian copula obtained better results). Our 

algorithm using Marshall-Olkin, Clayton, Frank, and Gumbel copulas obtained 100% same 

results as HVS for all distortion types (i.e. including fast fading distortion). For caps images 

(see Table 3.5), our proposed algorithm using all five copula functions obtained 100% same 

results as HVS method, However VIF, UQI, and SSIM obtained different results in fast 

fading distortion. Tables (3.1- 3.5) show how our results are comparable with and even 

better, in some cases (see fast fading distortion results in Table 3.4 and Table 3.5), than the 

three popular image quality measure methods (VIF, UQI, and SSIM). 

From Tables (3.1-3.5) we can notice that all of the unmatched results for all objective 

methods (Gaussian, Marshall-Olkin, Clayton, Frank, Gumbel, VIF, UQI, and SSIM) are in 

the fast fading distortion type. These results confirm the work done by Wajid et al. in [66]. 

Wajid et al. studied the human perception similarity across geographically distant population 

samples. They compared the Difference Mean Opinion Score (DMOS) reported on LIVE 

with their own experimentation. In their work they focused on three distortion types Gaussian 

blur, white noise, and fast fading. In their work the quality scores of the images in LIVE 

database were recalculated by utilizing larger number of human subjects (50 subjects) at 
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Computer Vision and Image Processing Group (CVIPG), The results of their study showed 

that, although, their experimentation results demonstrate similar pattern to LIVE results, in 

fast fading distortion images with the same distortion levels got different results for both 

models (LIVE database results and CVIPG results). Their results showed that modeling of 

human perception in the case of fast fading distortion is much more complex than modeling 

the human perception in case of white noise and Gaussian blur due to the changeable trend of 

DMOS for fast fading distortion. 

In our work after examining the results for the 754 images of the LIVE database, we 

observed that the three image quality measures (i.e. VIF, UQI, SSIM) are comparable with 

HVS (LIVE database results). In addition, we found that our proposed algorithm obtained 

comparable results with the most popular three methods (i.e. VIF, SSIM, UQI) and in some 

cases our proposed algorithm obtained better results. Moreover, our algorithm uses only one 

arbitrary sub band, however VIF method uses 8 sub bands to estimate the image quality. 

Such results are impressive and put the proposed copula based image quality measures at 

equal footing with the other image quality measures. 

As we mentioned earlier, we used sub band 4 to calculate the image quality of the 

distorted images. In our work we test the effect of using different sub bands on the resulting 

rank. Table 3.6 shows the rank of the distorted versions of image (monarch) after using 

different sub bands ( 4, 7, 10, 13) of the steerable pyramid. As we can notice that the results 

are almost the same except in few distorted images. For example, for Gaussian blur (first 

row) the rank of our proposed algorithm using all five copula functions is 5, 1, 3, 4, and 2, 

which means that using different sub bands will not have a big effect on the results. 
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Table 3.3. Image quality rank for quality measure methods for building image 

HVS VIF UQI SSIM Gaussian M-Olkin Clayton Frank Gumbel 

2 2 2 2 2 2 2 2 2 

Gaussian Blur 4 4 4 4 4 4 4 4 4 
3 3 3 3 3 3 3 3 3 
I I I I I I I l I 
5 5 5 5 5 5 5 5 5 
5 5 5 5 5 5 5 5 5 

Fast Fading 4 I l l I 2 2 2 2 
3 3 3 3 3 I 3 3 3 
2 2 2 2 2 3 I l l 
l 4 4 4 4 4 4 4 4 
l l l l l l l l l 

JPEG 3 3 3 3 3 3 3 3 3 
5 5 5 5 5 5 5 5 5 
2 2 2 2 2 2 2 2 2 
4 4 4 4 4 4 4 4 4 
3 3 3 3 3 3 3 3 3 

JPEG 2000 4 4 4 4 4 4 4 4 4 
l l l l l l l l l 
5 5 5 5 5 5 5 5 5 
2 2 2 2 2 2 2 2 2 
l l l l l l l l l 

White Noise 4 4 4 4 4 4 4 4 4 
2 2 2 2 2 2 2 2 2 
5 5 5 5 5 5 5 5 5 
3 3 3 3 3 3 3 3 3 

Table 3.4. Image quality rank for quality measure methods for church and capitol image 

HVS VIF UQI SSIM Gaussian M-Olkin Clayton Frank Gumbel 

2 2 2 2 2 2 2 2 2 

Gaussian Blur 3 3 3 3 3 3 3 3 3 
5 5 5 5 5 5 5 5 5 
4 4 4 4 4 4 4 4 4 
l l l l l l l l l 
5 4 4 4 4 5 5 5 5 

Fast Fading 4 3 3 3 5 4 4 4 4 
3 5 5 5 3 3 3 3 3 
2 2 2 2 2 2 2 2 2 
l l l l l l l l l 
I l l l l l l l l 

JPEG 3 3 3 3 3 3 3 3 3 
4 4 4 4 4 4 4 4 4 
5 5 5 5 5 5 5 5 5 
2 2 2 2 2 2 2 2 2 
3 3 3 3 3 3 3 3 3 

JPEG 2000 l l l l l l l l l 
5 5 5 5 5 5 5 5 5 
4 4 4 4 4 4 4 4 4 
2 2 2 2 2 2 2 2 2 
l l l l l l l l l 

White Noise 2 2 2 2 2 2 2 2 2 
4 4 4 4 4 4 4 4 4 
5 5 5 5 5 5 5 5 5 
3 3 3 3 3 3 3 3 3 
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Table 3.5. hnage quality rank for quality measure methods for caps image 

HVS VIF UQI SSIM Gaussian M-Olkin Clayton Frank Gumbel 

3 3 3 3 3 3 3 3 3 

Gaussian Blur I I I I I I I I I 
2 2 2 2 2 2 2 2 2 
5 5 5 5 5 5 5 5 5 
4 4 4 4 4 4 4 4 4 
5 4 4 4 5 5 5 5 5 

Fast Fading 4 5 5 5 4 4 4 4 4 
3 3 3 3 3 3 3 3 3 
2 2 2 2 2 2 2 2 2 
I I I I I I I I I 
5 5 5 5 5 5 5 5 5 

JPEG I I I I I I I I I 
4 4 4 4 4 4 4 4 4 
2 2 2 2 2 2 2 2 2 
3 3 3 3 3 3 3 3 3 
3 3 3 3 3 3 3 3 3 

JPEG 2000 4 4 4 4 4 4 4 4 4 
5 5 5 5 5 5 5 5 5 
I I I I I I I I I 
2 2 2 2 2 2 2 2 2 
4 4 4 4 4 4 4 4 4 

White Noise 2 2 2 2 2 2 2 2 2 
I I I I I I I I I 
3 3 3 3 3 3 3 3 3 
5 5 5 5 5 5 5 5 5 

Table 3.6. Copula image quality results using different sub bands (monarch) 

Gaussian Marshall-Olkin Clayton Frank Gumbel 

s. S1 S10 S13 s. S1 S10 S13 s. S1 S10 S13 s. S1 S10 S13 s. S1 S10 S13 

5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 
I I I I I I I I I I I I I I I I I I I I 

G. Blur 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

3 4 5 4 4 4 3 4 4 4 3 4 4 4 3 4 4 4 3 4 
4 2 3 2 3 2 5 2 3 2 5 2 3 2 5 2 3 2 5 2 

Fast Fading 5 3 4 3 5 3 4 3 5 3 4 3 5 3 4 3 5 3 4 3 
2 5 2 5 2 5 2 5 2 5 2 5 2 5 2 5 2 5 2 5 
I I I I I I I I I I I I I I I I I I I I 

5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

JPEG 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
I I I I I I I I I I I I I I I I I I I I 
4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 
I I I I I I I I I I I I I I I I I I I I 
5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 

JPEG 2000 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 

5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 

White Noise I I I I I I I I I I I I I I I I I I I I 
3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 
4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 
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3.5 Localizing unmatched regions between two images 

In this section, we present the algorithm of localizing the unmatched regions between 

two images. We apply copula functions to indicate the unmatched regions. We apply the five 

copula functions discussed above. Given two images, image, and image2, our objective is to 

identify if these two images are identical or there are unmatched regions. Let H refer to the 

image similarity value (i.e. image quality) between two identical images, and IQi represents 

the actual measured image quality value (i.e. image similarity) using copula functions, where 

i is the number of sub-regions in the image (i = 1, 2, 3, ... ). For example, IQ, refers to the 

measured image similarity between the images before segmenting the tested regions (i.e. 

number of sub-regions=l in the tested\suspected region). The value of IQ 1 varies depending 

on the tested (i.e. suspected) region. To calculate the value of IQ 1 we should place all other 

regions from the image1 into image2 and calculate the corresponding image quality of image2. 

Fig. 3.16 shows the sequence of segmenting 128 x 128 image into smaller regions. The 

segmentation technique is not affected by the size of the images. in this work, we assume that 

the size dimensions of the images are even, for example 28 x 128 pixels, however if the 

images have odd size, for example 129 x 129 we choose to have the bottom and the left side 

to be bigger than the top and the right side by one pixel (arbitrary choice). That will not affect 

the performance of our algorithm because we segment both images ( original and distorted 

images) with the same technique. 

Fig. 3 .17 shows the flow chart of our algorithm. In this algorithm, we first read the 

images. After that, we apply steerable pyramid technique to decompose both images. We 

choose only one sub band from the resulted steerable pyramid sub bands to calculate the 

image quality (i.e. similarity), IQ 1, by applying copula functions. In this case the whole 
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image is the tested\suspected region (i.e. number of sub-regions =l). If the resulted image 

similarity, IQ 1, does not equal the value of H, then we know that there is a difference (i.e. 

unmatched regions) between the images. Therefore we segment (i.e. number of regions, i, 

increments by 1) both images, into smaller regions, to test smaller regions as shown in Fig. 

3.16 (a-d) and copy all regions from image1 into image2 except the last region (region;), 

where i refers to the total number of of segmented regions in the image). After that we 

calculate new image similarity IQi. We continue segmenting both images and in each time 

we copy all regions from image1 into image2 except regioni and calculate new image 

similarity (i.e. image quality), until IQ; = H. We repeat the same procedure for each 

unmatched region until we get 16 x 16 unmatched regions. We should note that for each 

unmatched region, we recalculate IQ 1 for that region by copying all another region from the 

image1 into image2 except that unmatched region (see Fig. 3.17). As we can notice that the 

value of the resulting image similarity (IQ;) is the key factor for tracking unmatched regions 

between image1 and image2. Each time we calculate new image similarity (IQi), there are 

three possibilities as follows: 

Case 1: The resulting image similarity (I Qi) equals H 

If the value of IQ;= H. This case indicates that image2 became identical to the image1 

after copying region;_J from image1 into image2. Which means that region;-1 is unmatched 

region between the two images. In this case if regioni-l is 16 x 16 pixels then we identified 

the unmatched region, otherwise we segment region;_1 by the same procedure shown in Fig. 

3 .16 and replace the corresponding regions to indicate the 16 x 16 pixels unmatched regions. 

We stop segmenting the unmatched region and replacing the corresponding regions when IQi 

= H and repeat the same procedure for each unmatched region until we reach 16 x 16 regions. 
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Case 2: The resulting image similarity (IQi) equals the image similarity (IQ1) 

In this case, the difference is in other regions except regioni- I (because the image 

quality did not change by copying regioni_1). In this case we do not segment that 

regioni-I (i.e. skip that region). However, we continue segmenting the whole image as 

shown in Fig. 3.16 (a-d) and replacing the corresponding regions until !Qi= H and 

repeat the same procedure until we reach 16 x 16 unmatched regions. 

Case 3: The resulting image similarity (!Qi) does not equal both Hand IQ1 

In this case, regioni-l is unmatched region, however there are other unmatched regions 

in the other untested regions. In this case we segment the regioni-I by applying the 

same procedure and replace the corresponding regions to test smaller regions until we 

reach 16 x 16 pixels regions. In addition, we segment the whole image as shown in 

Fig. 3.16 (a-d) and replace the corresponding regions. We stop segmenting the region 

and replacing the corresponding regions when !Qi= Hand repeat the same procedure 

until we get 16 x 16 unmatched regions. We display the unmatched regions when two 

conditions are satisfied: 1) !Qi= Hand 2) all unmatched regions are 16 x 16 pixels. 
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Fig. 3.16. Image segmentation technique: (a), (b ), ( c) the segmentation procedure for 128 x 

128 pixels image; (d) all regions for 128 x 128 pixels image 
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Fig. 3.17. The flow chart of the proposed algorithm 
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3.6 Experimental results 

To examine the performance of the proposed algorithm, we apply it on a set of 250 

images downloaded from two databases [67, 68]. The first database [67] includes images of 

colored Birds: with different sizes and the second Database [68] includes different types of 

gray images and colored images (Animals, Food, Nature, Miscellaneous) with different sizes. 

We first resized the images into 128 x 128 pixels. The objective of the resizing step is to 

decrease the number of iterations to get 16 x 16 regions. After resizing the tested original 

images, we tamper them by adding\removing some objects. Fig. 3.18 shows a simple 

example we use to apply our procedure of identifying unmatched regions between two 

images by applying copula functions. Fig. 3 .19 illustrates the results of applying our 

algorithm by using Gaussian copula. The value of H for the fishbowl example is 7.5383 (i.e. 

the image quality between two identical images of fishbowl image). First step is calculating 

the image similarity (i.e. image quality) between the images. The resulting image similarity 

(IQ1) is 2.9283. After that we segment the two images into smaller regions until the condition 

IQ;= H. The results are 2.9283, 2.9283, 3.0814, and Hafter copying region 1, region3, regions, 

and region7 respectively. These results mean that regions and region7 are unmatched regions. 

We repeat the same procedure for regions and region7. For regions, we first recalculate IQ 1, as 

explained in our proposed algorithm, by copying all regions from image 1 into image2 except 

regions (i.e. regions is suspected region). IQ 1 in that case equals 4.5028 and the result is H 

after copying region9 but the size of the unmatched region is > 16 x 16 pixels which means 

that we should recalculate IQ 1 and segment region9 in both images into smaller regions. IQ 1 

in this case is also 4.5028, and the results are 4.5463, 7.426, and H after copying region 13, 

region17, and region 18 respectively. The later results indicate that there is difference between 

the two images in region 13, region17, and region 18• As we can see from Fig. 3.19 that region 17 
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and region1s are 16 x 16 pixels, However region13 is greater than 16 x 16 pixels. Therefore 

we recalculate IQ1 and segment region 13 with the same procedure. IQ1 in this case is 5.1731 , 

and the results of segmenting region 13 are 7.4251 and H after copying region 15 and region16 

respectively, which means that there is difference between the two images in these two 

regions (16 x 16 pixels). On the other hand for region7, IQ1=3 .0814, and the image similarity 

is H after copying region 11 , but the size of the region 11 is greater than 16 x 16 pixels, 

therefore we should recalculate IQ1 for region11 and segment it into smaller regions. IQ1 in 

this case is also 3.0814, and the results of segmenting region 11 are 7.0708 and H after 

copying region19and region20 • We can see in Fig. 3.19 that region19 and region20 are 16 x 16 

pixels. Therefore we do not segment the images anymore. The results of our proposed 

algorithm indicate that region1 s, region1 6, region17, region1s, region19, and region20 are 

unmatched regions. 

(a) (b) 

Fig. 3.18. Test image: (a) fishbowl image; (b) tampered image 
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Fig. 3.19. The results of applying Gaussian copula 
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Fig. 3.20 shows a sample of original images and tampered images and the resulted 

unmatched regions by applying our algorithm using Gaussian copula. We applied five copula 

functions namely: Gaussian; Marshall-Olkin; Clayton; Frank; and Gumbel copulas. The 

results of identifying unmatched regions between the images, by applying all five copulas 

were exactly the same. In this proposed algorithm, we identified 16 x 16 block to be the 

smallest unmatched region, which means that if there is only one unmatched pixel between 

two images, then the resulted unmatched region after applying our algorithm will be 16 x 16 

pixel. 
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Original image Tampered image Our result 

Fig. 3.20. The results of our proposed algorithm on test images using Gaussian copula 
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3. 7 Conclusions and future work 

In this work, we employed five copula functions as image quality measures. By 

applying the proposed algorithm on the tested images from the LIVE image database and 

comparing the results with HVS (LIVE database result) and three popular image quality 

measures VIF, UQI, and SSIM, we obtained comparable results with all of them. We also 

showed how and why the results were different in all methods including all objective 

methods in the case of fast fading distortion type. We also tested the effect of the sub band 

choice on the results. Moreover we presented an algorithm to indicate the unmatched regions 

in two images. The results showed how accurate our algorithm is (i.e. it detects the difference 

in one pixel) . The advantage of using copula based image quality measure is that the value of 

it changes with any slight difference between the images which enables us to detect a very 

slight difference that cannot be notice by the naked eye. The results showed that the choice of 

the sub band does not affect the results for four types of distortion (Gaussian blur, JPEG, 

JPEG 2000, and white noise). We can also notice that the most popular image quality 

measures such as VIF, SSIM, and UQI have different results than the HVS results in few 

distorted versions as well. Moreover, copulas' simple calculations and the fact that they are 

not dependent on the distribution of the used data are the observed advantages in this work. 

We are encouraged to investigate other copula functions that can be employed to measure 

image quality. Also we are working on using our proposed algorithm in blind image forgery 

detection. 
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Chapter 4 

Copula Based Copy-Move Forgery Detection Algorithm for Digital Images 

Over the past few years, many techniques have been introduced to tamper images or 

videos. These techniques can be classified into three general categories namely: copy-move 

forgery; image splicing; and image retouching [27, 35]. The passive blind techniques, where 

the analyser has just the final image, provide a solution to identify image modifications 

without the need of inserting data or digital signatures for the image authentication. Blind 

passive forgery detection methods are classified as being (a) visual and (b) statistical. Visual 

methods are based on visual clues that may not require any hardware or software tools, for 

example, irregularity in images and light distortion on an object within an image. On the 

other hand, the statistical methods are considered more robust as they analyse the pixel 

values of the image. [24] 

In this chapter, we focus on copy-move forgery, in which a part from the image is 

copied and pasted into another part of the same image. Because the copied part comes from 

the same image, the properties, such as noise, color palette and texture, will be similar to the 

rest of the image and that will make it more difficult to detect these forged parts [ 44] . 
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In this chapter, we present a blind copy-move forgery detection algorithm. We use 

only the forged image to detect and localize the forgery. The objective of copy-move forgery 

detection is detecting image areas that are same or extremely similar [24, 69]. In this 

proposed algorithm, we first divide the forged image into 16 x 16 overlapping blocks by 

sliding a 16 x 16 window with one pixel step. We decompose each sub image (block) by 

applying steerable pyramids technique as discussed in chapter 3. Then, we apply the five 

copula functions to detect the similar objects in the image. In the next section, we introduce 

our copy-move forgery detection algorithm. 

4.1 Proposed algorithm 

Given a suspected image with size M x N, our goal is to identify if there are 

duplicated regions (i.e. copy move forgery) in this single image, or there is no forged regions. 

Let H refer to the value of the copula based mutual information between two identical 

images. Fig. 4.1 shows the flow chart of our proposed algorithm. In this section we explain 

the procedure of our proposed algorithm. 

Step 1: Read the suspected image. 

Step 2: Convert the image into gray-scale level. By converting the colored images into gray 

scale images, we reduce the image dimension and also we will be able to apply the 

steerable pyramid on it. 
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Step 3: Create a 16 x 16 sliding window with one pixel step. An image with size of M x N 

will generate, by sliding the window, (M - S + 1) x (N - S + 1) overlapping 16 x 16 

blocks, where S represents the block size. 

Step 4: Use steerable pyramid technique as discussed in chapter 3 to decompose each block 

into its sub bands. As discussed before in [13] the choice of the sub band does not 

affect the results. That is why we can choose any sub band. 

Step 5: Choose sub band number 1 with size 4 x 4 to decrease the number of coefficients 

that represent the blocks. 

Step 6: Transform each selected sub band into a row in a matrix. The row length is 1 x 16 

and the Matrix size is Bx 16, where B = (M- S + 1) x (N - S +1), is the number of 

overlapping blocks in the image created by the sliding window. Now we have one 

matrix that has all the information we need to detect the forged region in the image. 

Step 7: Quantize the matrix (i.e. sub bands) to get better representation of the blocks. The 

objective of applying the quantization process is reducing the number of discrete 

levels that represents the matrix (i.e. sub bands). Quantizing the matrix enables us to 

overcome the problem of not detecting the forged regions (i.e. matched regions) 

after applying some image processing techniques such as compression, scaling, and 

rotation. We have experimented with different quantization levels and we found 

that using 16 levels for quantization is sufficient and appropriate. Although, the 

quantization process helps us to identify forged regions even after reasonable 

compression, scaling, and rotation, but it increases the possibility of identifying 

wrong matched regions. That is why we avoid this issue in steps 10 & 12 in this 

algorithm 
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Step 8: Sort the matrix rows in ascending order to simplify the process of indicating the 

matched regions in the image and to reduce the time taken to indicate the matched 

rows. 

Step 9: Calculate copula based mutual information between the rows in the matrix as 

discussed in chapter 3. If the result of calculating the mutual information between 

any two rows equals H, that means that these two rows (i.e. blocks) are matched, 

otherwise we check other rows. We repeat that for each row in the matrix. For all 

matched rows, we save their original indices (i.e. the index refers to the original 16 x 

16 block position in the image) in the matrix before sorting. From these indices we 

can return the original coordinates of the matched blocks. We repeat this procedure 

until we get all matched blocks. 

Step 10: Identify the matched regions that satisfy that the distance between matched regions 

~ 100 pixels. This condition enables us to avoid the similarity between the blocks of 

the same region. For example, if there is a large square block in the image, the 

algorithm might indicate that the upper part of the square is a matched\forged region 

of the lower part of the same square. That is why many researchers, in the literature, 

preferred to choose a threshold value to the distance between the acceptable matched 

regions to avoid this issue. 

Step 11:Apply some morphological operations on the resulted matched reg10ns. These 

operations are: 1) filling the small holes in the matched region to assure that we have 

solid regions and 2) eroding the regions to avoid merging two close regions into one 

region. Although, applying the morphological operations is not mandatory, but it 

ensures getting acceptable forged regions. 
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Step 12: Identify the final acceptable forged regions by applying second condition on them. 

We identify 200 blocks to be the minimum number of blocks in the acceptable 

matched regions. Therefore if we get less than 200 matched blocks in two regions, 

we do not consider them as matched ones. This condition enables us to avoid 

matching very small regions. For example, if the image includes a sky scene, small 

parts from the sky might be matched by mistake (i.e. they might have the same 

pixels' intensities). As we can see in steps 10 & 12, that we check two conditions to 

overcome the issue of identifying unmatched region as matched ones mistakenly due 

to the quantization step (step 7). 

Step 13: Display the forged regions. 

Read the ( forged) image __. Convert to gray scale --I 
Use a sliding window of 

H Wavelet decomposition 
16 x16 pixels (steerable pyramid) 

! 
Sort the matrix rows Quantization Transform each block Choose sub band #1 

(Ascending sort) ~ ~ into one row in a matrix +- (size:4x4) 

~ 
Identify the matched Apply the distance Apply the size condition 

rows by applying -t 
condition H morphological operations i--. and display the forged 

Copulas regions 

Fig. 4.1. Blind copy move forgery detection algorithm's flowchart 
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4.2 Results and discussion 

To evaluate our proposed algorithm, we tested it on Copy Move Forgery detection 

(CoMoFoD) database [70]. There are several databases that can be used to evaluate copy 

move forgery detection techniques, However most of them do not include any post 

processing methods (i.e. blurring, noise adding, color reduction, etc). The advantage of 

CoMoFoD database over other databases is that it can be used to evaluate the forgery 

detection method for different manipulations and different post processing techniques as 

well. CoMoFoD database consists of 260 forged image sets in two categories (small 512 x 

512, and large 3000 x 2000). The 512 x 512 images group has 200 images and the other 60 

images are in the 3000 x 3000 images categories. In this work we used the 512 x 512 images 

to test the performance of our algorithm. The 512 x 512 images database is grouped in five 

groups, each group includes 40 images, according to applied manipulation: translation, 

rotation, scaling, distortion, and combination (i.e. more than one manipulation). For each 

group in the database, different types of post-processing methods, such as JPEG 

compression, blurring, noise adding, and color reduction are applied to all forged and original 

images. Each image in the five groups has 25 post-processed versions, which means that we 

have 5000 versions of forged images (i.e. 200 images x 25 versions= 5000). We tested our 

algorithm on three groups of the database. These groups are the translation, scaling, and 

rotation groups. The total number of the tested forged images we used from the database is: 3 

(groups) x 40 (images) x 25 (post-processed versions) = 3000 forged versions. In this 

database, every image set consisted of original image without any transformation, colored 

mask that indicates original and forged regions, binary mask for detection evaluation, and the 

forged images. 
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We applied our algorithm on different images in CoMoFoD database. These images 

were created by applying different types of post processing techniques on these images. 

These post processing techniques include: image blurring (IB), noise adding (NA), and color 

reduction (CR), brightness change (BC), and contrast adjustments (CA). 

Fig. 4.2 and Fig. 4.3 show an example of test images. The original images, the forged 

images, and the binary masks are from the database. By comparing our results as shown in 

Fig. 4.2 and Fig. 4.3 with the binary masks (i.e. the exact forged region) , we can notice the 

accuracy of our algorithm not only after applying the translation technique but also after 

applying different post processing techniques. The white region in our results indicates the 

forged region and the black region indicates the non forged region. 

Test image 

Image blurring Noise adding Contrast adjustments 

Fig. 4.2. Results for different manipulation techniques (trees) 
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Test image Results 

Image blurring Noise adding Color adjustment 

Fig. 4.3. Results for different manipulation techniques (coins) 

Fig. 4.4 illustrates the performance of our algorithm for the compressed forged 

images in the database (i.e. JPEG compression). We tested the performance of our proposed 

algorithm on different quality factors from the database (QF): 100%, 90%, 80%, 70%, 60%, 

and 50%. The value of quality factors determines the degree of loss in the compression 

process. Low quality factors means high compression level which lead to small file size (i.e. 

image size). High quality factors means low compression level which leads to large file size. 

As we can see in Fig. 4.4, for compressed images with quality factors of 70% to 100% the 

results are very accurate. Although decreasing the quality factor (QF) below 70% affects the 

accuracy of our results as we can see in Fig. 4.4, the results maintain indicating part of the 

forged region and it does not include any wrong forged objects. 
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Test image Results 

Fig. 4.4. Results for different JPEG quality factors (QF) 

Fig. 4.5 illustrates the performance of our proposed algorithm for a sample of test 

images after applying different manipulation techniques namely: translation, rotation, 

scaling. The first row in Fig. 4.5 shows the original image, the forged version, the forged 

regions from the database, and our result for the translation type. As we can notice from first 

row in Fig. 4.5 that our algorithm indicates the forged region perfectly compared to the 

database. As we can notice from the results, our algorithm does not detect any unmatched 

regions. For the rotation technique, Fig. 4.5 shows the results of applying our algorithm after 

applying different rotation angles on three test images. The rotation angles in the bird images 

are 2, 4, -4 degrees respectively, and the rotation in the tree image is 2 degrees. Also the 

rotation angle in the label image is -3 degrees. As we can notice that our algorithm succeeds 

to indicate the forged regions even after rotating the forged region. Fig. 4.5 also shows the 

performance of our proposed algorithm after scaling the forged regions. For the balcony 
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image, tree leaves, roof, the scale factors are 102%, 96%, and 115% respectively. As we can 

notice in the tree leaves example, our algorithm succeeded to indicate the forged leave 

without the upper small part. That is because we use 16 x 16 blocks, therefore we neglect any 

region with smaller size. From Fig. 4.2, 4.3 , 4.4, and 4.5 we can notice that our proposed 

algorithm does not indicate any wrong forged objects. 

Table 4.1 shows a companson between our proposed algorithm and five other 

methods. We compared all methods according to four main factors. These factors are; image 

representation technique, number of blocks, extracted feature dimension, and finally, the 

effectiveness against different distorted operations (i.e. JPEG compression, blurring, etc.) and 

geometrical transformation (i.e. scale, rotation) . As we can see from Table 4.1 , our algorithm 

needs shorter feature dimension (i.e. 16-dimension), to identify the forged regions, compared 

to Fridrich et al. [36] , Popescu et al. [42] , and Jing et al. [71] methods that need 64-

dimension, 32-dimension, 128-dimension extracted features respectively. Furthermore, 

Fridrich et al. and Popescu et al. methods cannot detect the forgery after applying some post-

processing techniques (i.e. rotation, scaling, and color reduction, etc.) Also we can notice that 

although, Li et al. [72] and Cao et al. [3 7] methods need shorter feature dimension than our 

algorithm (i.e. 8-dimension and 4-dimension extracted features respectively), but their 

methods cannot detect the forgery if some post-processing techniques are applied on the 

forged region such as; scaling, rotation, color reduction, and brightness change. As a result 

we can conclude that our proposed algorithm can detect the forgery even after applying 

different distortion operations and geometrical transformation on the forged region with 

reasonable extracted feature dimension. 

69 



Original image Forged image Binary mask Our result 

Fig. 4.5. Results for sample of test images (CoMoFoD database) 
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Table 4.1. Comparison results of the six approaches for a 512 x 512 image with 8 x 8 

window block. 

Algorithm Frid rich Popescu Li Cao Jing Proposed 
algorithm 

DWT 
Block Steerable Image DCT PCA & SIFT 

representation SVD 
representing pyramid 

Block number 
255 ,025 255,025 62001 255 ,025 >2000 255 ,025 

(8 X 8) 
Feature 64 32 8 4 128 16 

dimension 

Translation .I .I .I .I .I .I 

Scale X X X X .I .I 

Rotation X X X X .I .I 

JPEG .I .I .I .I .I .I 
compression 

Noise addition X .I X .I .I .I 

Colour X X X X X .I 
adjustment 

Blurring X X X .I .I .I 

Color reduction X X X X X .I 

Brightness change X X X X X .I 
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4.3 Conclusion 

In this chapter, we presented a new blind forgery detection algorithm for copy move 

forgery. We applied copula based mutual information on the forged image only to identify 

whether there are any forged regions in the image or not. In this work we used five copula 

functions namely: Gaussian, Matshall-Olkin, Clayton, Frank, and Gumbel copulas. Our work 

showed how copulas can be used not only to measure the image quality, but also to localize 

the copy move forgery in the image with high accuracy. Our proposed algorithm was able to 

identify the forged region in the images even after applying scaling process on the forged 

region by a factor :::::: +\- 20, and also after applying rotation angle :::::: +/-5 degrees on the 

forged region, and by any translation distance. The proposed forgery detection algorithm can 

be applied on security documents, insurance documents, and even medical documents. The 

results of testing the proposed algorithm on CoMoFoD database showed the accuracy of it 

even after applying different types of manipulations (i.e. translation, rotation, scaling) and 

also after applying reasonable post-processing techniques such as JPEG compression, 

blurring, noise adding, and color reduction. 
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Chapter 5 

Conclusion and Future Work 

5.1 Conclusion 

In this thesis, five copula functions were employed to measure the image quality and 

to detect the copy move forgery in the digital images as well. For the proposed image quality 

measure (i.e. chapter 3), copulas were applied on the tested images from the LIVE image 

database to compare our image quality measure algorithm with HVS (LIVE database result) 

and other three popular image quality measures VIF, UQI, and SSIM. Our proposed 

algorithm obtained comparable results with all of them. We also showed how and why the 

results were different in all methods including all objective methods in the case of fast fading 

distortion type. We also investigated the effect of the sub band choice on the performance of 

our proposed algorithm. The results showed the flexibility of our algorithm to choose any sub 

band to measure the image quality. In addition, we presented a full reference image quality 

assessment algorithm to indicate the unmatched regions in two images. The results showed 

how accurate our algorithm is (i.e. it detects the difference in one pixel). The advantage of 

using copula based image quality measure is that the value of it changes with any slight 

difference between the images which enables us to detect a very slight difference that cannot 

be notice by the naked eye. The results showed that the choice of the sub band does not affect 
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the results for four types of distortion (Gaussian blur, JPEG, JPEG 2000, and white noise) . 

We can also notice that the most popular image quality measures such as VIF, SSIM, and 

UQI have different results than the HVS results in few distorted versions as well. Moreover, 

copulas' simple calculations and the fact that they are not dependent on the distribution of the 

used data are the observed advantages in this work. 

Finally, a new blind forgery detection algorithm for copy- move forgery was 

proposed in chapter 4. We applied copula based mutual information on the forged image only 

to identify whether there are any forged regions in the image or not. In this work we used five 

copula functions namely: Gaussian, Matshall-Olkin, Clayton, Frank, and Gumbel copulas. 

Our work showed how copulas can be used not only to measure the image quality, but also to 

localize the copy move forgery in the image with high accuracy. The proposed forgery 

detection algorithm can be applied on security documents, insurance documents, and even 

medical documents. The results of testing the proposed algorithm on CoMoFoD database 

showed the accuracy of it even after applying different types of manipulations (i.e. 

translation, rotation, scaling) and reasonable post-processing techniques such as JPEG 

compression, blurring, noise adding, and color reduction. 

5.2 Future work 

From the results presented in this thesis, we can notice the effectiveness and the 

accuracy of the results by applying copula functions . Therefore, researchers, in the future , 

can investigate the use of copula functions in image processing applications such as indexing, 

retrieving, registration, classification, and forgery detection. Moreover, the researchers can 
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improve our blind forgery detection algorithm to be able to detect the forgery region even 

after applying other manipulation techniques and post-processing methods other than those 

we addressed in this thesis. Finally, in the future work, researchers can improve our proposed 

algorithm to to be able to detect the forgery even after applying rotation with a large rotation 

angles and large scale factors. 
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Appendix A 

A.1 Gaussian and Laplacian pyramids 

The Gaussian Pyramid decomposes the image into a set of low pass filtered images, 

which when piled one on top of the other build the Gaussian pyramid. Fig. A. l shows the 

result of applying Gaussian pyramid technique on "Lena" image. In contrast, the Laplacian 

Pyramid decomposes the image into a set of band pass filtered images [58]. The Laplacian 

pyramid is obtained by calculating the difference between successive Gaussian levels [58, 

59]. The Laplacian pyramid images are like edge images, which means that most of its 

elements are zeros [ 60]. 

It is frequently used in image processing and pattern recognition tasks because of its 

ease of computation [ 61]. Fig. A.2 shows the result of applying Laplacian pyramid technique 

on "Lena" image. 
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(a) (b) 

Fig. A.1. Gaussian pyramid technique on Lena image: ( a) original image; (b) the resulted sub 

bands after applying Gaussian pyramid technique on the original image 

(a) (b) 

Fig. A.2. Laplacian pyramid technique on Lena image: (a) original image; (b) the resulted 

sub bands after applying Laplacian pyramid technique on the original image 
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A.2 Image retouching 

Image retouching is a class of forensic methods that make a slight change in the 

image for various artistic and commercial purposes. The retouching is mostly used to 

enhance or reduce the image features. Usually image retouching is realised by altering the 

color or texture of the objects. Fig. A.3 shows original images and the retouched versions of 

them. This type of forgery is also known as the image enhancement for its use to improve the 

facial features. 
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Fig. A.3. Image retouching technique [28, 29] 
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Forgery detection in case of image retouching, involves finding the enhancements, 

blurring, illumination and color changing. Image retouching detection may be an easy task 

only if the original image is available. Otherwise, the task may be very challenging [24]. 

Boato et al. [30], a non-blind detection technique is presented that takes into account the 

global modifications in the image. This detection technique detects the negative or positive 

changes within the image on the basis of image quality measures (IQMs) and the binary 

similarity measures. This technique is quite effective and produces accurate results in cases, 

when the image is highly modified. In [32] a blind identification algorithm, for the 

retouching forgery is based on the bi-Laplacian filtering is introduced. This technique 

searches for each block of the image on the basis of a KD tree and derives the adjacent 

matching blocks. This technique is applicable to the uncompressed images and compressed 

high resolution images. 

A.3 Image splicing 

Image splicing is one of the most common image tampering techniques to create 

forged images. In image splicing, a region from one image is copied and pasted into another 

image which produces composite image called spliced image. This type of forgery is a 

challenging issue from tamper detection point of view [32]. As shown in Fig. A.4, by 

copying a spliced portion from the source image into a target image, one can create 

composite scenery to cheat others. The availability of the current state-of-the-art rmage 

editing software enabled even non-professional users to perform splicing without much 

difficulty. It is a challenging issue to detect the spliced image in a fully automated way. In 
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many cases, humans can detect such change easily. However, developing fully automatic 

algorithms to do the same task is extremely difficult. The difficulties come from the fact that 

a natural image usually consists of complicated edges of arbitrary magnitudes, orientations. 

Therefore hard to design an edge detector which can distinguish the changes caused by the 

forgery splicing and the changes that are parts of the image signal [32] . 

Forged image 

Image 2 

Fig. A.4. Example on image splicing 

B. Wang et al. in [33] introduced a technique to localize image splicing that depended 

on re-demosaicing. The demosaicing was used in order to estimate the spliced image natural 

counterpart. Then a comparison between the natural counterpart of the tested image and the 

image itself was applied for classifying every pixel as forged or authentic pixel. According to 

the results of classification, a binary image with the same size of the input test image was 

generated. This binary image referred to the spliced contour after post-processing operation. 

The suspect image natural counterpart is estimated by Color Filter Array (CF A). After that 

the distance is calculated by taking the absolute value of the difference between counterpart 
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of the tested image and the original image. The proposed technique was examined on 

DVMM dataset that contains 180 tampered and 183 authentic images. The detection results 

of spliced tampering showed clear contour for the pasted region in white points. 

F. Peng et al. in [34] introduced a blind method to detect image splicing using Sensor 

pattern noise (SPN). First, the input color image was transferred into the gray scale image 

then wavelet transform which based on de-noise operation was used and Sensor pattern noise 

(SPN) was calculated. Then, feature vector f was constructed from variance Sensor pattern 

noise (SPN), signal noise ratio (SNR), information entropy (H), and average energy gradient 

(AEG). After that, the original image I, de-noised image Id, and difference image (i.e. N = l-

id) were divided into non-overlapped sub-blocks using sliding window with size of w x w. 

The feature vector [i, was calculated for each block B (i,j). Then, Euclidean distance was 

calculated between [i , and f . And the similarity S (ii, f) between the block feature vector and 

whole image feature vector was computed and compared with a pre-identified threshold T. If 

S Cfi, f) < T, then the block B (i,J) considered as tampered region and it is added into the 

tampered region set. Finally, the previous steps were repeated for all blocks. The proposed 

method was tested on 100 faked images. The accuracy was 92.26% and the average of false 

detection rate was 8.17%. 
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