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Abstract

Global warming and the increasing cost of fossil fuels have driven researchers to

focus on renewable and cleaner sources of energy like wind, water, and solar. These

energy sources show promise for sustainability and reduced greenhouse gas emissions,

the only disadvantage of them is that they are intermittent and currently expensive.

Measuring the impact of integrating new energy sources into an existing grid system is

not feasible. Therefore, Modeling and Simulation becomes an indispensable approach.

Several tools exist for modeling and simulation of the power grid. They primarily focus

on analyzing smart grids and are complex to use for integration studies. Designing

and implementing software that allows the users to model and simulate power grid

system for integration study is the primary motivation of this thesis. We propose,

GridSim, an easy, intuitive software to perform grid integration analysis and its use

is illustrated through case studies.
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Chapter 1

Introduction

The contribution of this thesis is related to the simulation of power grid systems 1. In

this chapter, we �rst provide the background for the work presented in this thesis by

discussing the future energy trends, existing power grid system and research trends.

We also describe the statement and motivation behind our work. Next, we outline

the key contribution of our research. Finally, a roadmap of the thesis is presented.

1.1 Future Energy Trends

In the last several decades, worldwide energy consumption has grown tremen-

dously. Looking at the history, electricity went from a novelty to a necessity due

to modernization and electri�cation. The Energy Information Administration (EIA)

predicted that the world energy consumption would increase by 1.4 % per year be-

tween 2012 and 2040. Although the power consumption increase per year appears

small, if compounded, it will cause the energy consumption increase of 48 % from 2012

1This work has a brief history. The original idea of building a �exible smart grid simulation

system for various prediction studies and data analytics was conceived by Dr. Alex Aravind in

the early 2008 and he started building the system with the help of an undergraduate student Nic

Waller in 2009 [16]. Then, it was continued to the next stage later in 2011 by a Master's student

Viswanathan Manickam. My thesis work started from this stage.

1



Figure 1.1: Per capita electricity consumption in kWh. Galvin Electricity Initiative

2007. [1]

to 2040 [17]. In our view, based on the worldwide energy consumption of the recent

past, this is a conservative estimate, and it could be much higher. The reason for the

increase in energy consumption can be attributed mainly to population growth and

per capita electricity consumption. The per capita electricity consumption is shown

in Figure 1.1.

In developed countries like the US, Australia, and Japan the per capita electricity

consumption is relatively high when compared to developing countries like China

and India. This can be attributed to a sophisticated lifestyle, including the use

of television, personal computers, and electric vehicles. Developing countries like

China and India have greater growth in per capita energy consumption mainly due

to industrialization. Also per capita, by its de�nition, includes the population of the

country. A small increase in per capita energy consumption has a great impact on

the total energy consumed for densely populated countries. It is very likely that the

developing countries like China and India will be the largest consumer of electricity

in a few years from now. The estimated future growth trend is shown in Table 1.1.
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Category 1950 2000 2050(est.)

World Population 2.6 B 6.2 B 8.3 B

Electricity as % total energy 10.4% 25.3% 33.7 %

Cell Phone Connections (USA) 0 0.8B 5B

Electric hybrid vehicles 0 55,800 3M

Table 1.1: Example of future growth trends [1]

The estimated population growth is 8.3 billion in the year 2050 and the increasing

per capita energy demand will drastically increase the total energy consumed. The

number of electric vehicles is estimated to grow to 3 million. However, this estimate is

likely to be low as electric vehicles are already popular in the consumer market. The

number of cell phone connections is calculated only for the USA, but for developing

countries like India, it is likely to be higher. The number of personal computers is

projected to increase to 8 billion, but there is a high probability that smartphones

and tablets will replace personal computers.

1.2 Existing Power Grid System

The power grid is a complex engineering system created by humans. The power

grid system is responsible for generation, transmission, distribution, and management

of electrical energy. Figure 1.2 provides a simpli�ed overview of an electrical grid with

critical subsystems.

A generating station generates electrical energy from fuel (for example, a coal-

�red power plant uses coal as its fuel) or other energy sources. The electrical energy

generated is transmitted as electrical current at a speci�c voltage. The voltage needs

to be stepped up to a higher voltage using �Step Up� transformers to reduce power

loss before being transmitted over a long distance. At the consumer end, the voltage

is stepped down using a �Step Down� transformer. This is a simple overview of the

electrical power grid system. A detailed discussion can be found in [18] .

3



The current grid system works on a pull model where the demand controls the

production of electrical energy. The electrical grid adapts to the user demand by

producing more or less electrical energy. For example, a power plant might produce

100 units of electrical energy while the user demand is only 95 units. The Alternating

Current (AC) frequency will become higher than the nominal frequency of 60 Hz. This

change in frequency of the electrical grid will be sensed by the control systems in the

power plant and cause the power plant to reduce its generation of electrical energy.

Failure to match the user demand will cause the frequency of the grid system to change

causing a power outage. The process of matching the consumer's power demand is a

complex optimization problem, which has been studied in detail in [19], [20], [21].

1.3 Existing Energy Sources

Current power generation is still dominated by fossil fuels (oil and coal), as shown

in Figure 1.3.

The early dominance of fossil fuel was mainly due to economic reasons as fossil

fuels were cheaper to extract. It is estimated that the coal reserve can last up to 150

years with the current consumption rate [22]. Researchers did not study the serious

impact of burning fossil fuel until early 1900's. Only when Svante Arrhenius and

Thomas Chamberlin discovered that the burning of fossil fuel would cause an increase

in greenhouse gases concentration in the Earth's atmosphere did people realize the

need for Renewable Energy (RE). From then on, people have slowly started looking

for renewable sources of energy. Although there was a steady increase in the use of RE

sources from 1988 to 2014, its percentage contribution to total energy requirements

is relatively constant due to increasing energy consumption.

1.4 Need for more Renewable Energy

With increasing energy needs, relying on fossil fuels as a primary energy source

becomes a serious issue. Fossil fuels are becoming more expensive to extract and

4



Figure 1.2: Current power grid system [2]

Figure 1.3: Energy source contributions to total energy (Million tonnes oil equivalent)

[3]

5



are fast depleting. The burning of fossil fuels for producing electrical energy has

caused an increase in emission of Greenhouse Gas (GHG). Since the beginning of

the industrial revolution, the world Carbon Dioxide (CO2) grew 800-fold, causing

the world temperature to rise by 0.8 ◦C on average [23]. The increase in global

temperature has caused polar ice caps to melt and the water level of oceans to rise.

The need for reducing carbon emission by using RE for power generation is discussed

in [24]. Studies performed by researchers on carbon abatement estimate that 170

megatons of CO2 can be avoided by using wind and solar power in the United States

[25]. Jacobson and Master estimate that 60% of the energy generated from coal can

be replaced with wind power to meet the Kyoto Protocol greenhouse target [26].

Since the wind and solar energy farms can be distributed, it can also help to

prevent blackouts. Suppose there are 1000 wind farms each of 1 MW capacity. A

single power plant failure in this case will only cause a loss of 1MW. Compare that

to the case of a nuclear power station producing 1 GW. Small scale integration of

RE can be done with existing infrastructure by treating them as load modi�ers [27].

As the penetration capacity of RE increases, additional infrastructure for load bal-

ancing like energy bulk storage is necessary, incurring extra costs. Also, RE, due to

their variability (change in power production due to climatic conditions), does not

provide frequency support to maintain the grid stability and is still an open area

for research [28]. Several barriers have prevented RE from becoming a mainstream

energy source. These barriers include technological limitation, economic infeasibility,

and other social and environmental issues. A survey and detailed analysis of barriers

to RE are presented in [29].

1.5 Energy Research Trend

The increase of energy needs and our necessity to meet the demands have caused

many researchers to look into new methods to meet future energy challenges [30].

Active research is being done related to various aspects (production, transmission, and

consumption) of the aging power grid. Researchers from several �elds like electrical

6



engineering, power engineering, information technology, electronics, mathematics and

other �elds are working in synergy to improve the existing electricity grid system.

1.5.1 Large Scale Power Production Trend

In response to the concerns discussed, researchers are looking for sustainable re-

newable technologies like photovoltaic solar cells, windmills, wave and tidal power.

The variable speed wind turbines improved photovoltaic cells, and other advance-

ments show great potential for making these technologies the primary energy pro-

ducers. A survey of these technological improvements is provided in [30]. Due to the

technical advancement of transmission lines like High Voltage Direct Current trans-

mission lines (HVDC) [31], the large scale power plants are moving towards o�shore

locations like oceans. HVDC o�ers lower power loss, less frequency control and other

great bene�ts as described in [32]. Although HVDC has great potential, it has a

lot of complexities when compared to AC transmission lines [32]. Alternative energy

sources provide a great potential, but they are not reliable energy sources since the

energy produced is directly related to the climatic condition.

1.5.2 Storage Technology

Incorporating intermittent energy sources like Wind, Water and Solar (WWS)

requires technological advancement in energy storage technology. Currently, Pumped

Hydro Energy Storage (PHES) is the only economically feasible energy storage that

is used to store excess electrical energy. USA and Japan have the highest capacity of

installed PHES system. USA has a capacity of 21,886 MW, but it only attributes to

2.1 % of the total generating capacity. PHES is resource intensive and to be installed,

speci�cally requires a di�erence in elevation as its georphical conditions [33]. Bulk

Energy Storage (BES) systems, which can store huge amount of electrical energy are

also researched to increase the penetration of WWS energy source [34] [35] [36] [37].

There has been a signi�cant increase in the research and development of batteries such

as lead acid, lithium, nickel, redox-�ow, sodium-sulfur, etc., that support large-scale
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grid integration. Each battery type has their advantages and limitations. Detailed

study of various battery technology for storing large about of energy is performed

in [38].

With the increase in the number of electrical vehicles, Vehicle to Grid (V2G)

technologies is also researched for providing storage of excess energy that is gener-

ated during non-peak load [39]. A detailed study of V2G integration is described

in [40]. Although V2G looks promising, it becomes feasible only after the current

storage technology of batteries are improved to allow repeated charge and discharge

of electrical energy with higher e�ciency [41].

1.5.3 Consumer Technology and Distributed Generation

Amalgamation of informatics with other �elds led to a growing trend towards

intelligent energy consumption and distributed small-scale power generation called

smart grids [42]. A smart grid can be de�ned as a power grid system in which there is

a two-way information �ow between the power producer and the consumer that can

be used to make intelligent decisions and provide reliability, resilience, e�ciency, and

sustainability [43].

1.6 Atmosphere and Greenhouse Gases

In this section, we brie�y describe the gases that cause global warming and the

mechanism of global warming. We also discuss on the trend of CO2 over the past few

years.

1.6.1 Atmosphere and Gases

Our planet is surrounded by a layer made up of gases called the atmosphere. The

atmosphere is made up of various gases like O3,CO2,O2, CH4 and N2O. The sunlight

(energy/heat ) which consists of infrared radiation of higher frequency can penetrate

the atmosphere. The earth, after getting heated up by the infrared radiation, starts

emitting infrared radiation of lower frequency. The gases like CO2, CH4, and N2O
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Figure 1.4: CO2 Emissions trend 1965-2014 [3]

in the atmosphere trap this radiation which cause further heating. The activity of

humans has resulted in the increase of CO2 present in the atmosphere.

1.6.2 Greenhouse gas emission trends

Although there is an urgent need to decrease GHG emission, the average rate

of increase of GHG was 0.4 percent per year from 1965 to 2014. Between 2012 and

2013, these emissions increased by 2.6 percent, which is the equivalent of 131.7 Million

Metric Tonnes (MMT) of CO2. [44]. The carbon emission trend from 1965 to 2014 is

shown in Figure 1.4. The rate of increase in CO2 has decreased from 2010 to 2014 due

to technological advancement in the electrical power grid system. Increased awareness

of consumers about global warming is also a key contributing factor. However, the

increase in population and per capita energy consumption will not allow the trend to

continue.
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1.7 Motivation

Evidence of increased natural calamities due to global warming stresses the urgent

need to reduce carbon emissions by integrating RE sources. However, integrating RE

sources in the existing power grid is complex. Also, RE sources may not eliminate

the carbon emissions completely as there are carbon emissions involved in designing,

constructing, and maintaining RE sources. For example, the economic and carbon

cost of building a windmill may outweigh their bene�ts. Some of the ` `big questions�

that we need to answer before tackling the problem of integrating RE sources are:

• What policies should the government support for meeting future energy demand

in a sustainable manner?

• Should companies focus research on particular RE technology to reduce carbon

emission?

• What will be the amount of GHG emissions if the additional energy requirement

is met with current energy power sources?

• How much battery storage is needed to integrate RE?

• What will be the reduction in GHG emissions if 80 % of the world energy is

met with RE. Is zero carbon emission possible?

• Will the global grid [45], a vision of creating interconnection of all the electricity

grid networks meet the future energy demands?

• Can RE meet 100 % of energy demand?

Constructing a real system to answer these questions is not feasible. We need

a simulator that can help users to design various scenarios and measure their char-

acteristics. The answers to the above questions can be inferred by the measured

characteristics. For example, let us try to answer the speci�c question of policy mak-

ing for reducing carbon emission. Suppose a government wants to decide to provide
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a subsidy for its citizens either for installing a solar panel or buying smart electronics

which can schedule their energy consumption, what would be the best decision for the

government? Factors such as availability of technology, the cost of technology come

into play in making such a decision. Performing such analysis requires a modeling

and simulation framework/tool that can simulate all the factors. The output from the

computer modeling and simulation can be used to infer the answer to this question.

Computer modeling is a processes of representing a real-world entity (e.g. car,

chemical, human being, etc.) into a digital prototype. During modeling entities

of the system can be combined into a single entity for easier implementation. For

example, a thermal power plant consists of several components like a turbine, coolant

plant and boilers but it can be modeled/abstracted as a single entity. This is a valid

approach as long as the abstraction provided by the model is su�cient enough for

studying the system under examination [46], [47], [48].

Simulation is the imitation of real-world processes over time through a suitable

model [49]. For example in vehicular simulation, the models/entities are the cars,

roads, tra�c lights, etc., and the simulation helps us to study the interaction of

various models. Simulation modeling is used to:

• Learn about the behavior of a system without actually testing it in real life.

• Compress a longer time frame into a smaller time frame [50].

• Form predictions on future systems which are still under development.

• Perform �what-if� analysis on existing system.

• As a pedagogical tool for understanding the interaction of models.

The primary objective of this thesis is to develop a simulation software that can

be used to answer questions similar to the ones listed above. Although there are

various power grid simulation tools available (discussed in Chapter 2), in our view,

they are not su�ciently suitable to answer these questions.
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The thesis has two main contributions.

• Simulation Software: Develop a simulation software specialized for perform-

ing grid integration studies and its impact. We refer to this software framework

as GridSim, and it will provide necessary support to integrate with time series

data which can be provided by the sensors. It will also support advanced data

analysis.

• Simulation Library: Various grid components are modeled and implemented

as separate modules. These modules are provided in the form of a library and

can be easily extended by adding new features.

1.8 Thesis Organization

The rest of thesis is structured as follows: Chapter 2 provides some background

information about related work on grid simulation tools and grid integration studies.

After discussing goals and design aspects of GridSim in Chapter 3, details about

modeling of the grid system is given in Chapter 4. Design and implementation of

GridSim is given in Chapter 5. In Chapter 6, we assess di�erent scenarios of grid

integration and decarbonization strategies. Finally, in Chapter 7, we conclude the

thesis and provide future directions to extend the work carried out in this thesis.
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Chapter 2

Related Work

In this chapter, we will discuss grid integration studies in detail. We then provide a

classi�cation of the available grid simulation tools based on their purpose and usage.

We compare GridSim to the other available simulation tools and provide the necessary

background for this research.

2.1 Grid Integration Study

Grid integration study is a methodology for evaluating the integration of renewable

energy sources like wind and solar into the power grid. For example, if the government

decides to replace the existing conventional power plant with renewable energy like

wind turbines, what will be the impact on GHG emissions and cost? The integration is

not simple since the study has to consider various aspects such as the wind variability,

availability, cost, etc. Grid integration study provides a framework for performing

such analysis.

Hart, Stoutenbyrg, and Jacobson have classi�ed analytical methods for grid inte-

gration into three categories viz. [4],

1. Zeroth-order analysis - which provides information about the mean resource

quality
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2. First-order analysis - which helps to study resource variability

3. Second-order analysis- which considers uncertainty associated with variability

Figure 2.1 gives an overview of various integration classes available and the type of

analysis that can be performed.

Figure 2.1: Framework for classifying grid integration [4]

2.1.1 Zeroth-order Analysis

In Zeroth-order analysis, the relevant data required for performing the analysis

is the long-term average measures of resource quality. These are simple analyses

over a large area and only require limited data. This type of analysis is very useful

in estimating the energy density of the area. Zero order wind assessment for wind

integration includes mean annual wind speed characterized into classes as shown in

Figure 2.2. The power density P can be calculated using the formula shown in

Equation 2.1 [51], where ρ is the air density and υ is the annual average wind speed.

P =
3

π
ρυ3 (2.1)
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Figure 2.2: Wind class classi�cation [4]

Zeroth order solar assessment considers the annual average solar isolation, a measure

of the irradiance(I) integrated over a speci�c period, mostly a period of 24 hrs. It is

measured in kWh/m2. We can measure the amount of energy that can be produced

by a solar power plant with equation 2.2 [51], where A is the area of solar panel in m2

and η is the e�ciency of the solar panel which can vary depending on the material

used to build the solar panel. The Total Energy (Te) can be calculated as follows:

Te = IA.η (2.2)

Zeroth order RE integration does not consider the variability and uncertainty

aspects of the source but provides a rough estimate of the energy capacity.

2.1.2 First-order Analysis

First order analysis considers resource variability and requires site-speci�c time

series data. This type of analysis can be used to perform time-synchronized load

balancing between producer and consumer. This analysis also takes into account

ramp-up time, i.e., the time required to start an RE source and make its power
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available to consumers. Gas turbine units have the lowest ramp up time and can be

used to match up with peak demands. This analysis does not include the uncertainty

associated with variability.

2.1.3 Second-order Analysis

Second order analysis can provide additional insight by taking into account the

uncertainty associated with RE sources. The additional insight can be achieved by

forecasting tool which can provide day ahead information and hour-by-hour predic-

tion. Giebel et al. estimate that the forecasting tool is necessary when the energy

penetration of wind power is above 5 % [52]. This analysis provides deep insight

about the technological requirement for storing excess energy which can be used to

meet the power demand during an uncertain power outage. Watson et al. used the

Numerical Weather Prediction (NWP) model to forecast the energy reserve required

to increase penetration of wind energy.

These are the various types of analysis that can be performed on renewable energy

integration. In the next section, we discuss the various simulation tools that are used

for studying power grid systems.

2.2 Simulation Tools for Power Grid Systems

The power grid is a very complex system. The complexity comes from the fact that

there are various interacting components. Each element of the power grid is evolving

due to innovations discussed in Chapter 1. The most widely used approach to study

grid integration in power grid systems is by using analytical methods. Another ap-

proach used to study the rapidly changing technology and e�ects on the power grid

and environment is to use a computer simulation. Broadly, grid simulators can be clas-

si�ed into two categories: compositional (co-simulation) and standalone simulators.

Compositional simulators usually provide a framework or Application Programming

Interface (API), that allows integration with another system to e�ectively simulate

power systems. On the other hand, standalone simulators are complete systems de-
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signed to, or capable of simulating grid systems. Standalone simulators, further, are

classi�ed into general purpose and special purpose simulators. General purpose sim-

ulators are designed with a broader scope in mind, and they can be used to simulate

various types of power grid systems. Network simulators (NS-2) [53], OMNet++ [54]

and many others fall into this class. Modeling and simulation of a power system

using general purpose simulators require a lot of e�ort due to lack of support for

implementing grid systems. Special purpose simulators are speci�cally designed to

simulate power systems with a speci�c set of features. Figure 2.3 shows the basic

classi�cation of power grid simulators.

Figure 2.3: Classi�cation of power grid simulators

2.3 Compositional Simulators

The compositional simulation (co-simulation) framework provides necessary high-

level API to integrate di�erent existing simulation frameworks. They primarily use

sockets or message queues for exchanging data between di�erent simulation models.

We examine two widely used co-simulation frameworks/tools.
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Mosaik [55] is a compositional simulation framework that provides a platform for

integrating existing heterogeneous simulation models written in di�erent program-

ming languages. It is based on SimPy, a discrete event simulation library written in

Python.

PowerNet [56] is a co-simulation framework developed by Liberatire and Al-

Hammouri. PowerNet can simulate real-time power grid to investigate security, relia-

bility, and performance of various control strategies. It combines NS-2 [53], a network

simulator and Modellica [57], a language for modeling complex systems. NS-2 and

Modelica run as separate processes, and inter-process communication is achieved us-

ing UNIX pipes. NS-2 acts as the controller and provides the necessary support for

synchronization of data exchange between Modelica and NS-2.

Co-simulation framework like Mosaik and PowerNet provides API for integration

with other grid simulation framework. They cannot operate as standalone simulation

framework. Their functionality is heavily dependent the on simulation tool that is

being integrated into the co-simulation framework.

In the next section, we discuss, in detail, the various standalone simulators used by

the research community to model and simulate and thereby study power grid systems.

As mentioned above, there are two types of standalone simulators. We will, therefore,

discuss the general purpose simulators �rst and then describe various special purpose

simulators to see how much support they provide for grid integration analysis.

2.4 General Purpose Simulators

Although the general purpose simulators were originally designed with �exibility

to be able to model any system, they were primarily used for the purpose of modeling

computer networks.

NS-2 [53] and OMNeT++ [54] are commonly used discrete events simulators that

can be used to simulate power grid . They are widely used to simulate the functional-
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ity and e�ects of computer network protocols such as Transmission Control Protocol

(TCP), User Datagram Protocol (UDP), IPv4 (Internet Protocol version 4), IPv6

(Internet Protocol version 6) and various other network protocols. Many third party

libraries are available as an add-on to the simulator. Researchers have demonstrated

the use of OMNet++ and NS-2 for simulating smart grids in [58], [59] , [60]. OM-

Net++ and NS-2 provide good support for modeling topology and network protocol

which can be used in combination with other power simulation tools to simulate smart

grids.

OMNet++ and NS-2 cannot be considered as a grid simulation tool because it

lacks many features to simulate an electrical grid. They do not provide a user interface

to design scenarios. The user should have good programming knowledge and should

understand power grid systems to use these software.

2.5 Special Purpose Simulators

Although existing general purpose simulators can be used to simulate power grid

systems, they still have major limitations. One simulation tool may not be able to

simulate all the aspects of the power grid. There is an increasing need to study several

speci�c aspects of the power grid system. Various special purpose simulators were

designed to facilitate this. We examine some of the special purpose simulators.

2.5.1 NGNS2

NGNS2 (Next Generation Network and System Simulator) [9] is an object-oriented

grid simulation framework written in C++. The main purpose of NGNS2 is to simu-

late smart grid scenarios. It can also simulate various smart grid scheduling policies

for user load management. It supports modeling of household devices including elec-

tric vehicles. It can distribute simulation of models among multiple cores using MPI

(Message Passing Interfaces) [61] and OpenMP [62] threads. The parallelization in

execution is completely transparent to the user which allows for reusing the same code

to be run on a single machine or a cluster. This simulator requires code written in a
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C++ like syntax for simulating smart grid. It cannot perform integration studies.

2.5.2 HOMER

HOMER (Hybrid Optimization Of Multiple Energy Resources) [63] is a commer-

cially available simulation software developed specially for modeling micro-grids by

the National Renewable Energy Lab; A division of the U.S. Department of Energy.

The user can add di�erent Distributed Energy Resources(DER) to a simulated grid

and adjust parameters to simulate di�erent scenarios. The models cannot be extended

and primarily focus on an economic model which includes operation and maintenance

of micro-grid. Although HOMER helps the user to perform various integration stud-

ies, its primary focus is on micro-grid. Since this is proprietary software, the software

is not extensible and cannot be customized by the user. It can only model and sim-

ulate operation for a year with an hourly resolution. It does not allow the user to

create a custom control strategy. The data analytics feature of Homer is limited and

tightly coupled with the tool. It does not support integration with sensor data, which

can be an important feature for integration studies.

2.5.3 GridLAB-D

GridLAB-D [64] is a power distribution system simulation and analysis tool de-

veloped by the US Department of Energy at Paci�c Northwest National Laboratory

(PNNL). GridLAB-D incorporates various modeling techniques including agent-based

models. It is still under active development, and the last stable release is version 3.2.

The important capabilities of GridLAB-D are:

• Home appliance and equipment modeling using the latest agent-based simu-

lation methods. Consumer behavior can be simulated on a daily, weekly or

seasonal basis.

• Distributed energy generation modeling including the storage technology. Load

shedding and scheduling of load can also be performed.
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• Retail market modeling and simulation including contract selection, business,

and operations can be conducted.

• Provides integration with MatLab, MySQL, and other database and analytical

tools.

• Can e�ciently use the processing power in multi-core and multi-processor en-

vironment.

GridLAB-D can examine the detailed interplay between all aspects of a power

grid like power generation, transmission to end users and consumption. GridLab-D

can be used to perform the following simulation:

• Distribution Automation and Design/Evaluation: Provide capability to

perform design and analysis of distribution automation technologies such as

volt-var optimization, coordination of devices and grid reliability.

• Peak Load Management: Helps to model and simulate various load manage-

ment strategies combining advanced mechanisms such as transactive controls,

centralized management, and monitoring.

• Distributed Generation and Storage: Can model di�erent scenarios of dis-

tributed generation such as combined heating and power(CHP) technologies and

storage systems. It can evaluate cost/bene�ts trade-o� between infrastructure

expansion.

• Rate Structure Analysis: Di�erentiated rate structure for meeting peak

power demand can be studied and analyzed in detail.

In GridLAB-D, the user uses GLM (Grid Lab Model), a custom modeling lan-

guage, to describe the simulation setup. The GLM allows modeling a particular

hierarchy of objects e.g. A house model consisting of various appliances can be mod-

eled.
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Although GridLAB-D provides an excellent capability to model and simulate the

power grid, the user should write code in C-like syntax and should understand the �ne

grain details of various components. Moreover, it does not allow users to model using

a GUI (Graphical User Interface) and does not support simple integration studies.

The simulation framework is complex to use and understand. It does not support

integration with sensor data. It cannot answer the "research questions" discussed in

Chapter 1.

2.5.4 Power Matcher

Power Matcher [65] implements supply and demand matching (SDM) using a

computer based multi-agent system approach. The power matcher uses various type

of agents in a hierarchical structure as shown in Figure 2.4. The main purpose of this

simulator is to model smart grids using multi-agents. Each component in the power

matcher is modeled as an agent that can perform autonomous actions. The power

matcher has four main agents.

1. The auctioneer agent is on the top of the hierarchy and controls the entire

bidding process. The auctioneer makes the decision of supply/demand based

on the bid placed by the agents.

2. The concentrator can act as an aggregator of bids of child agents or cluster

and helps to reduce the amount of information transmitted to auctioneer agents.

3. The role of the objective agent is to optimize a given objective based on the

business logic the cluster implements.

4. The device agent is a representation of a device item e.g. washing machine,

windmill, battery, etc. The device agent sends bids and receives a price based

on the current state.

Power matcher considers the consumer side of the power grid system. It cannot be

used to perform integration studies.
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Figure 2.4: Hierarchical structure of agents [5]

2.5.5 IDAPS

The IDAPS (Intelligent Distributed Power System) is a multi-agent based mi-

crogrid simulation framework [6]. There are four di�erent types of agents imple-

mented using ZEUS agent toolkit [66] and they communicate between each other

using TCP/IP protocol. A control agent is responsible for controlling the micro-grid

by monitoring the power quality and detect any outages. Distributed Energy Re-

source(DER) agents are agents that manage the energy sources. User agent acts on

behalf of the user to prioritize the energy consumption. Finally, the database agent

stores information about the simulation run. Figure 2.5 shows the simulation setup

of IDAPS.

In IDAPS, the simulation of the power grid resides in one computer modeled

using MATLAB and the multi-agent system resides on the other computer as shown

in Figure 2.5. The communication between the agents and the model in computer-

1 uses TCP/IP protocol. Real-time measurements from computer-1 are sensed by
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Figure 2.5: Simulation setup of IDAPS [6]

the multi-agents and are used to control the power grid by sending real-time control

signals.

IDAPS simulation frameworks were primarily designed for simulating smart grid's

consumer end scenarios and to help devise policies for user load management. They

cannot help to answer the question regarding future energy trends and grid integration

studies.

The above simulators focus on di�erent aspects of the power grid system; there

is no simulator available that speci�cally focuses on grid integration studies. Most of

the available simulators that provide extended functionality and support for power

grid systems such as HOMER, are not available as open source software. Narrowing

down further, it is very obvious that very limited simulators even provide support for

integration studies and support for time series data. Only very few of the simulators

discussed so far have a graphical user interface for easy user access let alone an

intuitive one. Most of the available simulators are not extensible; they do not provide

support for additional sensor data and interchangeable data exchange format. Since

GridSim was built using Java, it is not platform or OS dependent, unlike most other
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simulators. A comparison of various simulators is shown in Table 2.1.

Features HOMER NGNS
2

GridLab-D Mosaik

Purpose GIS CLS CLS CLS

GUI Yes No No No

Scenario Design Click & Add Coding Coding Coding

Time Series Input Data No No No No

Extensibility 1 No No Yes Yes

Data Analytics No No Yes Yes

OS Support Windows Windows Not Known Windows

License Commercial Not known BSD License Open Source

GIS - Grid Integration Study; CLS - Consumer Load Scheduling;

Table 2.1: Comparison of various simulation software

This comparison was done with grid integration study as the central theme and

the insight thus obtained was used to build GridSim.

2.6 Summary

In this chapter, we reviewed the related works and that we believe sets the context

for our contribution in this thesis. Next, in Chapter 3, we will look at the motivation

and design consideration of our proposed simulator GridSim.

1Extensibility is a software design principle where the implementation of software can accommo-

date future requirements [67].
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Chapter 3

GridSim: Purpose and Design Goals

The main contribution of this thesis is the simulation software GridSim. In this

chapter, we �rst describe the various design goals and consideration that were used

to design GriSim.

3.1 Design Goals

Among the existing simulation frameworks, although some provide high cus-

tomization, the user is required to write code to implement many aspects of the

model that they intend to simulate. On the other hand, a fully designed software tool

provides ease of use, but it limits its use to only the models and features supported in

the tool. For GridSim, we decided to choose a middle ground between a framework

and a fully closed software tool. Some of the design goals with which GridSim has

been developed are the following.

• Easy extensibility: GridSim aims to provide support for easy extensibility

of components. Extensibility refers to the design principle that allows easy

extension of software. GridSim implementations are driven by interface-based

programming [68] and hence support easy extensibility. The list of available

interfaces for extending GridSim can be found in the source code of GridSim.
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• Separation of concern: GridSim aims to provide modules that can be added

or removed as needed. The modular approach helps in extensibility. Some of the

modules can be exported as a library to be used with other tools/frameworks.

• Support for integration: GridSim aims to support integration with real-

world sensor data for time series analysis.

• Open source: GridSim is open source and only uses existing open source

framework/tools. Every module of GridSim can be extended.

3.2 Feature Consideration

To perform various grid integration studies with ease, we believe that the following

features are necessary for GridSim.

• Intuitive user interface: Intuitive GUI that can help the user to design

various scenarios with ease.

• Data analytics: Advanced data analytics is required to perform analysis of

simulation results for deep insights. The data analytics service is decoupled

from the simulator which allows simulations independent from data analysis.

• Integration of sensors: A good integration study software should provide

methods to integrate with real-time sensor data.

• Easy customization: GridSim accommodates various customization of mod-

els and control strategies.

3.3 Summary

In this chapter, we presented the motivation and design objectives of GridSim. In

the next two chapters, we present the modeling of grid systems and the design and

implementation of GridSim.
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Chapter 4

GridSim: Modeling

In this chapter, we describe in detail the various models associated with the power grid

system. First, we discuss the modeling consideration and then present an overview

of main components of the power grid. We then describe each component, attributes

and parameters, followed by a detailed discussion on models of energy generation

units.

4.1 Modeling Consideration

The accuracy of the models depends on the purpose of the simulation. Model is

an abstract representation. In this thesis, model representations are mathematical

expressions with their attributes (parameters). Our design choice for the model was

mainly motivated by following observations.

• �Simplicity is the key to understanding...Simpli�ed simulations provide the best

grounds for extracting major properties quickly.� [69].

• �A good model is a judicious trade-o� between realism and simplicity.� [49].

• �So, in practice, models that attempt to be highly accurate, end up running

tiny toy workloads.� [70].

28



• �Even though the assumptions of a model may not literally be exact and com-

plete representation of reality, if they are realistic enough for the purpose of our

analysis, we may be able to draw conclusions which can be shown to apply to

the world.� [46]

Next, we will discuss on the models available in GridSim.

4.2 Power Grid System

The power system that we propose to simulate consists of the following main com-

ponents (models): (i)Energy generation units (ii)Energy consumption units, (iii)Energy

transmission units, (iv)Energy storage units, (v)Energy control units.

Figure 4.1: Power grid system components [7]

Energy production units produce energy that will be either stored or transmitted

through energy transmission units to energy consumption units. Energy storage units

store excess energy that can be used to meet future energy demand. The energy con-

trol unit manages and facilitates the energy transfer from the energy production units

to the energy consumption units. Figure 4.1 shows the various units in a power grid.
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Since energy generation units are the most important component of the simulation

tool, they are described elaborately in section 4.3.

4.2.1 Energy Storage Units

In the proposed simulation tool, the energy storage units are used to model Bulk

Energy Storage(BES) technology. The BES technology stores the extra energy gen-

erated by the energy production units. The energy stored can be consumed by the

consumption unit when the energy demand is greater than the energy generated by

the production units. For example, the excess energy generated from wind farms

during the period of high-intensity wind can be stored in a battery for a later period

when energy demands are high. Solar power plants require BES technology to store

energy generated during day time. There are several types of storage technology with

various use cases. BES technology, such as PHES stores the electrical energy in the

form of gravitational potential energy of water. PHES can only be used for large scale

storage and cannot provide frequency support to the grid. PHES Technologies, like

the lead-acid battery can act as a peaking power plant but have poor depth of dis-

charge and short lifespan. Compressed Air Energy Storage (CAES) stores electrical

energy by compressing air to a very high pressure and then storing them in caverns

and depleted wells. The use cases of BES are widely distributed, and the details of

such can be found in [71].

All the storage units technology should extend the Storage interface. Currently,

the simulation tool supports only a single storage class whose parameters can be

modi�ed to accommodate di�erent storage technologies. In the simulation tool, BES

technology has the following parameters.

• Maximum capacity: speci�es the power rating of the storage unit in MW. If

this value is set to -1, the power plant can have in�nite capacity.

• Levelized cost: speci�es the levelized cost of electricity in $/MWh.

• Lifecycle carbon emission: speci�es the amount of CO2e emitted in kg/MWh.
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• Depth of discharge: speci�es the depth of discharge of the battery. The value

should be speci�ed in percentage.

• E�ciency: speci�es the e�ciency of the battery. The default value is 0.75.

4.2.2 Energy Consumption Unit

The energy consumption unit is used to model the user demand of electrical energy.

It can be used to model consumption behavior of a house, factory, city, province or

a country. In the simulation tool, the energy consumption can be provided as a time

series data averaged over a minute, hour, month or a year from a JSON/CSV �le.

It also supports input as a Gaussian distribution with a mean and variance as the

parameters. The simulation tool requires at least one load to be connected to the

energy control unit. In the simulation tool, the energy consumption unit has the

following parameters.

• Input �le: speci�es the input �le for energy consumption data as a time series

data.

• Mean Consumption: speci�es the mean parameter of a Gaussian distribution

for the mean consumption of the load. Used only when input �le parameter is

empty.

• Variance Consumption: speci�es the variance associated with the consump-

tion.

4.2.3 Energy Transmission Unit

The energy transmission unit is used to model the transmission lines in the power

grid. Given the energy storage, production, consumption and control units as nodes,

the transmission lines are modeled as an edge connecting those nodes. In the simu-

lation tool, the transmission line has the following parameters.
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• Maximum capacity: speci�es the maximum capacity of the transmission line

in MW. Setting this to -1, makes the capacity in�nite.

• Levelized cost: speci�es the levelized cost of building the transmission line in

$/km. The default value is 0.

• E�ciency: speci�es the e�ciency of the transmission line. The default value

is set to 1 in GridSim model.

• Length: speci�es the length of transmission lines in km.

To keep the model simple, the voltage variation and phase change associated with

AC transmission lines are not considered.

4.2.4 Energy Control Unit

The energy control unit can be used to model new control strategy that controls

and facilitates the transfer of energy from the production unit to the consumer unit.

The energy control unit can model the control system used in the power grid system.

The control strategy can run any of the optimization algorithms to meet the energy

demand of the consumption unit. The user can write their custom strategy/opti-

mization algorithm for the scenario they would like to simulate. Any new energy

control strategy implemented should override the Strategy interface and implement

the necessary methods. The control will be injected to the simulation engine through

dependency injection during the run time.

4.3 Energy Generation Unit

The energy generation unit is used to model the various energy production tech-

nology. Energy generation units have few terminologies associated with them that

are described in this section.
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4.3.1 Costs

There are various costs associated with power plants. These costs are grouped into

the Capital cost (CapEx /Xp), Operation and Maintenance (O&M) cost. The O&M

cost can be future classi�ed into Fixed Operation and Maintenance Cost (FOM) and

Variable Operation and Maintenance Cost (VOM).

• Capital Cost: It is the cost associated with construction of a power plant. It

includes civil/structural material cost, mechanical equipment cost, design and

planning cost. It is measured in $ per kW and heavily in�uenced by the total

capacity of the power plant.

• Fixed Operation and Maintenance Cost(FOM): It includes the cost as-

sociated with non-fuel expenses such as sta�ng, regular maintenance cost and

also the fuel related expenses. XE represents the FOM.

• Variable Operation and Maintenance Cost(VOM): It includes the cost

associated with major unexpected maintenance and operation and varies with

electrical energy generation. This cost includes waste water disposal, lubricants,

chemicals, and gases.

The cost associated with the various power plants is shown in Table 4.1. These

are future projected costs of power generation technologies. These estimates were

generated by the U.S. Energy Information Administration (EIA) and do not represent

the actual cost as some of the technologies are under research. Advanced Combustion

turbine uses methane as the fuel and is one of most cost e�ective technology. Its has

lower GHG signature than coal stations and may replace coal-�red power plants in

the future. Certain technology like hydroelectric cost lesser overall when compared

to a coal plant, but it is not always technically feasible to construct hydroelectric

plants. The hydroelectric plant requires a suitable geological location say for instance

a di�erence in elevation.
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Technology Fuel
Nominal

Capacity(kW)

Capital

Cost ($/kW)

Fixed O&M

( $/kW-yr)

Variable O&M

($/MWh)

Advanced Pulverized Coal Coal 650,000 3,246 37.80 4.47

Advanced Pulverized Coal Coal 130,000 2,934 31.18 4.47

Advanced Pulverized Coal Coal 650,000 3,246 37.80 4.47

Advanced Pulverized

Coal with CCS
Coal 650,000 5,277 80.53 9.51

Conventional CT Gas 85,000 973 7.34 15.45

Advanced CT Gas 210,000 676 7.04 10.37

Hydroelectric Hydro 500,000 2,936 14.13 0

Pumped Storage Hydro 250,000 5,288 18.00 0

Onshore Wind Wind 100,000 2,213 39.55 0

O�shore Wind Wind 400,000 6,230 74.00 0

Photovoltaic Solar 20,000 4,183 27.75 0

Photovoltaic - Tracking

with 20% storage
Solar 150,000 4,236

Table 4.1: U.S. technology cost speci�cation [10]

Similarly, onshore wind plants provide an attractive capital cost, but technical

feasibility limits their widespread adaptability. Wind farms require minimum wind

velocity (speed and direction) to operate and occupy a lot of space. O�shore wind

plant capital cost is more than onshore wind farms due to the installation of support-

ing structure under water. It has higher O&M costs due to the remote location and

accessibility issues. The photovoltaic cells capital cost is higher due to its storage

requirement. Large batteries need to be employed to store electrical energy that is

generated from the solar panel. The FOM and VOM associated with Photovoltaic cell

with 20% storage are not reported in [10]. However, we can assume it to be roughly

equal to the photovoltaic cell. Also, it is good to notice that the higher nominal capac-

ity tends to reduce the capital cost associated with that technology. There are other

cost estimates that were performed by organizations and independent researchers that

can be seen in [72], [73], [74], [75].

The capital cost of various BES technology is shown in Table 4.2. Some storage
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technology like PHES, CAES are highly suitable for large scale storage and have

better XE and Xp. Technology like Lead-Acid and Zinc bromine are better suited for

integration with photovoltaic technologies.

BES technology Capital XP ($ per kW) XE( $ per kWh) E�ciency

Pumped Hydroelectric Storage 1500-2000 10-100 75-80

Underground diabatic compressed air energy storage (D-CAES) 850-1200 5-25 4.2

Underground adiabatic compressed air energy storage (A-CAES) 1100-1700 10-50 55-70

Lead acid battery(Pb-A) 450-650 300-450 75-90

Sodium sulfur battery(NaS) 350-800 250-400 75-85

Zinc bromine battery (ZnBr) 500-1500 200-400 60-75

Vanadium redox battery(VRB) 1000-15000 200-600 65-80

Table 4.2: Cost speci�cation of selected battery technology [11]

Although Capital cost, FOM, and VOM provide the total cost of the power plant

over a lifetime, it cannot accurately represent the net present value of the unit cost of

electricity. Also having three cost measures makes the analysis complex and restricts

users from analyzing over a smaller period (for a month). A simpler representation

of the cost of the power plant is Levelized Cost of Electricity (LCOE). It is the net

present value of the unit cost of electricity over the lifetime of a generating asset. It

is often cited as a good measure of the overall cost of di�erent generating technolo-

gies. Levelized cost can capture various incentives provided by the government. The

levelized cost for di�erent technology is shown in Table 4.3. The method to calculate

LCOE is provided in [76]. The levelized cost for the power plant was obtained from

EIA [12]. It is good to notice that the levelized cost tracks the total cost of tech-

nology provided in Table 4.1. The LCOE values are calculated based on a 30-year

cost recovery period. In reality, the recovery period varies by technology, capacity

of the power plant and project type. The levelized cost provided in Table 4.3 does

not consider the regional variation associated with the technology. Wind farms with

high average wind speed will have lesser LCOE than an average wind farm. It does

not include the cost of transmission and can vary signi�cantly based on location. For

example An o�-shore wind farm transmission cost will be more than an on-shore wind
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farm.

Dispatchable Technologies Levelized capital cost Fixed O&M Variable O&M Total system LCOE

Conventional Coal 60.4 4.2 29.4 94

Advanced Coal 76.9 6.9 30.7 114.5

Advanced Coal with CCS 97.3 9.8 36.1 143.2

Conventional Combined Cycle 14.4 1.7 57.8 74

Advanced Combined Cycle 15.9 2.0 53.6 71.4

Advanced Nuclear 70.1 11.8 12.2 94

Wind 57.7 12.8 0.0 70.5

Wind - O�shore 168.6 22.5 0.0 191.1

Solar PV 109.8 11.4 0.0 121.2

Hydroelectric 70.7 3.9 7.0 81.5

Table 4.3: U.S. average levelized costs ($/MWh) for 2020 [12].

The levelized cost of BES is shown in Table 4.4. The LCOE was obtained from

Lazard's levelized cost of storage analysis [13]. The PHES has the lowest LCOE when

compared to other battery technologies. However, PHES has speci�c use cases and

is not suitable as a general purpose storage technology. PHES requires a di�erence

in elevation to be installed. However, PHES accounts for 99% of the storage capacity

installed globally. Battery technologies like Pb-A, NaS, ZnBr and VRB use chemical

energy to store energy. They have higher LCOE because of limited life expectancy of

chemical storage when compared to mechanical storage like PHES.

BES technology Levelized Cost ($/ MWh)

Pumped Hydroelectric Storage 188-274

Lead acid battery(Pb-A) 402-1692

Sodium sulfur battery(NaS) 365-1079

Zinc bromine battery (ZnBr) 245-1500

Vanadium redox battery(VRB) 248-950

Table 4.4: Levelized cost of BES technology [13]
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Dispatchable Technologies Levelized total system LCOE 2020 Levelized total system LCOE 2040

Conventional Coal 95.1 91.7

Advanced Coal 115.7 105.5

Advanced Coal with CCS 144.4 127.6

Conventional Combined Cycle 75.2 82.6

Advanced Combined Cycle 72.6 79.3

Advanced Nuclear 95.2 88.9

Wind 73.6 75.1

Wind - O�shore 196.9 175.6

Solar PV 125.3 107.1

Hydroelectric 83.5 197.1

Table 4.5: levelized costs of electricity 2020 and 2040 [10]

The comparison between projected LCOE of various technologies for the year 2020

and 2040 is provided in Table 4.5. The levelized cost includes a transmission cost in

the range of 1.2 to 6.00 $ per MWh. Overall we can see a decrease in levelized cost

of electricity in 2040. However, conventional technologies have very little decrease in

LCOE. In some cases like wind farms and conventional combined cycle generators,

the LCOE has increased. This increase in LCOE can be attributed to research in

other advanced technology which cannot be adapted to conventional technologies.

The other reason could be an increase in the cost of fuel and labor which exceeds the

improvement made in conventional technologies. The signi�cant decrease in o�shore

wind technology can be attributed to research in better transmission lines like HVDC

[31].

4.3.2 Maximum Capacity and Capacity factor

The maximum capacity of a power plant is the maximum power output. It is

measured in kW, MW, etc. It is the maximum energy that can be supplied by the

power plant in a second. The energy output of a power plant is the operational power

over a period of time. It is usually measured in kWh, MWh, etc. For example, if a

power plant's maximum capacity is 1250 kW and if operated at 85 % of operational

power output, it's output capacity is 1000 kW. If the 1000 kW power plant is operated
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for one hour, it will produce 1000 kWh of electrical energy.

The capacity factor of a power plant is the ratio of its actual output to its potential

output [77]. For example, if a power plant is rated at 1000 MW, and produces energy

output of 576000 MWh of energy in 30 days, then its capacity factor is 80 %.

The capacity factor of a power plant is a�ected by several factors [78] and [12]:

• Routine failure and equipment maintenance of power plants cause plants to shut

down temporarily reducing the capacity factor.

• Voluntary shutdown of the power plant due to lesser energy demand. A peaking

power plant is often switched o� when the base load power plant can meet the

demand.

• Unavailability of fuel sources for generating power. For example, fuel supplies

for the coal-�red power plant would have reduced impacting its energy output.

For hydropower plant, the seasonal change can a�ect the amount of running

water available which can cause a variation in energy output.

4.3.3 Peaking Power Plant vs. Base Load Power Plant

The power producers can be classi�ed into two categories based on their opera-

tional characteristics.

Peaking power plant: It is also called a dispatchable power plant. They are

power producers that can be quickly turned on/o� to meet the energy demand of the

consumers for example compressed gas turbine (CGT). Some of the advantages of

peaking power plants are:

• They help to meet the power demand during peak loads.

• The capital cost to setup is less expensive.

• They help to maintain the stability of the grid by regulating the frequency.
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• They can act as a backup system that can be used to meet demand when part

of the base load energy plant fails.

Some limitations of dispatchable power plants are:

• They are more expensive to operate than a primary unit of energy.

• They cannot produce a high volume of electrical energy.

• They have a higher carbon emission than the base load power plant.

Base load power plant: These power plants are the primary generator units

and always produce a constant amount of energy irrespective of the consumer power

demands for example coal-�red power plant. They take hours to start and stop. Some

advantages of base load power plants are:

• They are cheaper to operate and maintain.

• They can produce a greater volume of electrical energy when compared to peak-

ing power plants.

Some limitations of base load power plants are:

• They cannot be switched on/o� immediately. Turning on can take hours before

the unit becomes operational.

• They cannot be used to maintain the grid frequency.

• The excess electrical energy produced during lower demand period is often

wasted.
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4.3.4 Types of Power Producers

The following components for production technology are modeled.

• Coal power plant

• Peaking power plant (Dispatchable Power Plant)

• Nuclear power plant

• Solar power plant

• Wind farms

• Hydropower plants

4.3.4.1 Coal Power Plant

The coal-�red power plant produces electrical energy by converting the heat energy

of coal into electrical energy. It contributes to 70% of the total electrical energy

produced globally. Coal is burned to generate heat energy which is used to convert

water into steam. The steam is used to turn the turbine under a magnetic �eld to

produce electricity. The coal-�red power plant is a chief contributor of GHG emission.

Nearly 40% of the cost of building new coal plants is spent on pollution control.

In the simulation framework, coal power plant has the following parameters.

• Maximum capacity: speci�es the power rating of the station in MW. If this

value is set to -1, the power plant can have in�nite capacity.

• Mean capacity factor: speci�es the mean of capacity factor. The default

value is set to 0.85.

• SD capacity factor: speci�es the standard deviation of capacity factor. The

default value is set to 0.1.
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• Levelized cost: speci�es the levelized cost of electricity in $/MWh.

• Lifecycle carbon emission: speci�es the amount of CO2 emitted in kg/MWh.

• Dispatchable: boolean value that can be set to true to make the power plant

dispatchable.

• Life span: speci�es the lifespan of the wind turbine in years.

4.3.4.2 Wind Power Plant

The wind farms consist of one or more wind turbines. A wind turbine converts the

kinetic energy of the wind into mechanical energy. The mechanical energy from the

rotation of the turbine is converted into electrical energy. A wind turbine produces

energy that is directly proportional to the cube of wind speed and the diameter of

the rotor blade.

In the simulation framework, the wind farm has the following parameters.

• Maximum capacity: speci�es the power rating of the station in MW. If this

value is set to -1, the power plant can have in�nite capacity.

• Levelized cost: speci�es the levelized cost of electricity in $/MWh.

• Capital cost: speci�es the capital cost in $ per MW.Will be ignored if levelized

cost is speci�ed.

• Maintenance cost: speci�es the maintenance cost in $ per MWh. Will be

ignored if levelized cost is speci�ed.

• Life span: speci�es the lifespan of the wind turbine in years.

• Lifecycle carbon emission: speci�es the amount of CO2 emitted in kg/MWh.

• Minimum wind speed: speci�es the minimum cut-o� speed for a wind tur-

bine.
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• Rotor diameter: speci�es the diameter of the rotor (D). Rotor diameter is

used to calculate the area (A) of the wind turbine using equation 4.1.

A =
π

4
D2 (4.1)

• Number of units: speci�es the number of wind turbine units (n) in the wind

farm.

• E�ciency: speci�es the e�ciency (η) of the wind turbine. The default value

is set to 30%.

• Air density: speci�es the air density (ρ) at the location. The default value is

set to 1.225 kg/m3.

• Wind speed: speci�es the average wind speed (υ) at the location of the wind

farm. The wind speed should be a time series data from a JSON or CSV �le.

The wind speed can be averaged over a minute, hour or year depending on the

simulation scenario.

• Minimum wind speed: speci�es the minimum cut-o� speed for a wind tur-

bine.

Equation 4.2 calculates the power produced by the wind turbine [51]. The power

generated, Pgen, is not directly converted into output power. It is restricted by

the power curve of a wind turbine which follows equation 4.3 where υmin is the

cut-o� speed of the wind below which the power generated is not useful and

assumed to be zero. Sometimes the wind speed is too high and likely to cause

damage to the wind turbine. To avoid damage, the wind turbine is made parallel

to the wind direction and power output is zero. Poutput calculated is multiplied

by the scenario time unit (t) and η to produce the total energy output of the

wind turbine as shown in equation 4.4.

Pgen =
3

π
ηAρυ3 (4.2)
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Poutput =


0 if υmin > υ

Pgen if Pgen < max capacity

0 if Pgen > max capacity

(4.3)

Te = Poutputnt (4.4)

4.3.4.3 Nuclear Power Plant

A nuclear reactor uses nuclear reaction (�ssion) to produce electrical energy. The

heat generated from nuclear �ssion of nuclear fuel like uranium is used to drive the

steam turbine to generate energy. Nuclear reactors are primarily used as a base load

power plant. A nuclear reactor has a high capital cost and low operating cost. They

emit less GHG but produce radioactive waste which is highly hazardous.

In the simulation framework, a nuclear power plant has the following parameters.

• Maximum capacity: speci�es the power rating of the plant in MW. If this

value is set to -1, the power plant can have in�nite capacity.

• Mean capacity factor: speci�es the mean of capacity factor. The default

value is set to 0.85.

• SD capacity factor: speci�es the standard deviation of capacity factor. The

default value is set to 0.1.

• Levelized cost: speci�es the levelized cost of electricity in $/MWh.

• Lifecycle carbon emission: speci�es the amount of CO2 emitted in kg/MWh.

• Dispatchable: speci�es the boolean value that can be set to make the power

plant dispatchable. The default value is set to false.
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4.3.4.4 Solar Power Plant

A solar power plant uses a set of solar panels to convert sunlight into electricity

using photovoltaics e�ect. Since the solar power plant can only produce energy during

the time of good solar isolation, it often requires a BES technology. The solar panel

generates Direct Current (DC), which needs to be converted into Alternating Current

(AC) for integration into the grid system. The storage, conversion from DC to AC

negatively a�ects the e�ciency. The type of material which is used to construct the

solar panel also a�ects the e�ciency. Some solar power plants track the movement of

the sun throughout the day to get maximum solar isolation.

In the simulation framework, a solar power plant has the following parameters.

• Maximum capacity: speci�es the power rating of the solar plant in MW. If

this value is set to -1, the power plant can have in�nite capacity.

• Levelized cost: speci�es the levelized cost of electricity in $/MWh.

• Capital cost: speci�es the capital cost in $ per MW.Will be ignored if levelized

cost is speci�ed.

• Maintenance cost: speci�es the maintenance cost in $ per MWh. Will be

ignored if levelized cost is speci�ed.

• Life span: speci�es the lifespan of the solar power plant in years.

• Lifecycle carbon emission: speci�es the amount of CO2 emitted in kg/MWh.

• Area: speci�es the area of the solar panel in square meters.

• E�ciency: speci�es the e�ciency (η) of the solar panel and electrical compo-

nent like DC to AC conversion system. The default value is set to 12%.

• Solar isolation: speci�es the average solar isolation(θ) in kW/m2 . The solar

isolation should be time series data from a JSON or CSV �le. The solar isolation
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can be averaged over a minute, hour, year, etc. depending on the simulation

scenario.

The total energy output(Te) of the solar plant can be calculated using equation 4.5,

where t is the time unit of the scenario.

Te = θηtA (4.5)

4.3.4.5 Hydro power plant

A hydropower plant converts the kinetic energy of the �owing water into electrical

energy. A hydropower plant contributes to 70% of the renewable energy produced

and 14% of the total energy produced globally [79].

In the simulation framework, a hydropower plant has the following parameters.

• Maximum capacity: speci�es the power rating of the plant in MW. If this

value is set to -1, the power plant can have in�nite capacity.

• Mean capacity factor: speci�es the mean of capacity factor. The default

value is set to 0.4.

• SD capacity factor: speci�es the standard deviation of capacity factor. The

default value is set to 0.2.

• Levelized cost: speci�es the levelized cost of electricity in $/MWh.

• Lifecycle carbon emission: speci�es the amount of CO2 emitted in kg/MWh.

• Dispatchable: speci�es the boolean value that can be set to make the power

plant dispatchable. The default value is set to false.

4.3.4.6 Peaking Power Plant

A peaking power plant is used to provide electrical energy when the base load

power plant cannot meet the energy demand of the load. They have the ability
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Producer Technology Maximum capacity(MW)
Mean

capacity factor

Standard deviation

capacity factor

Levelized cost

$ / MWh

Lifecycle

Carbon Emission

kg / MWh

Dispatchable

Coal power plant 10000 0.85 0.2 60 850 No

Peaking power plant 1000 NA NA 75 500 Yes

Nuclear power plant 10000 0.85 0.1 95 20 No

Solar power plant 1000 NA NA 125 97 No

Wind farms 2 NA NA 75 25 No

Hydropower plant 5000 0.6 0.2 74 25 No

Table 4.6: Default value of parameters for various power producer technology

to control the power output based on the energy need. Conventional Combined

Cycle Gas Turbine (CCGT) and Advanced Combined Cycle Gas Turbine (ACGT)

are commonly used as the peaking power plant. They use either oil or natural gas

as fuel. In the simulation framework, the peaking power plant has the following

parameters.

• Maximum capacity: speci�es the power rating of the plant in MW. If this

value is set to -1, the power plant can have in�nite capacity.

• Levelized cost: speci�es the levelized cost of electricity in $/MWh.

• Lifecycle carbon emission: speci�es the amount of CO2 emitted in kg/MWh.

• Dispatchable: speci�es the boolean value that can be set to make the power

plant dispatchable. The default value is set to true.

Table 4.6 summaries the default values for the power producer. These values were

obtained from the US government website [77]

4.4 Pollution Measurement Unit

Here we would like to describe the GWP and GHG emission of the power grid

systems that we are interested in studying. Global warming produced by gases is

measured in terms of GWP. Each GHG has di�erent GWP.

The GWP of a GHG is de�ned as the ratio of the time-integrated radiative forcing
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Gas Global Warming Potential

CO2 1.0

CO 2.2

CH4 10

N2O 180

HCFC-22 410

CFC-11 1300

CFC-12 3700

Table 4.7: GWP of di�erent gases [14]

from the instantaneous release of 1 kilogram (kg) of a trace substance relative to that

of 1 kg of a reference gas [80]. The reference gas used is carbon dioxide (CO2) and

hence GWP of all gases are represented as CO2e (Carbon dioxide equivalent) or GHG

emission. We use CO2e and GHG interchangeably. The GWP for various greenhouse

gases is shown in Table 4.7. The Chloro�uorocarbon (CFC) has the highest GWP

and can cause greater warming of earth's atmosphere per kg of its emission. Although

CO2 has GWP of 1, emission of gases other than CO2 is comparatively less. CO2

accounts for more than 70% of the emissions [14].

CO2 is primarily emitted from burning fossil fuels in a coal station. GHG emission

in g/kWh between the year 1971 to 2010 is shown in Figure 4.2. The projection for

the year 2020 is also shown. There is a steady decrease in the average emission of

GHG. Several reasons contribute to the average decrease in GHG emissions, they are:

• E�cient power production technology: Due to technological advancement,

the e�ciency of the power plant has increased over these years. Conversion from

heat energy of fossil fuel to electrical energy is much more e�cient.

• Increasing use of Renewable energy: There is an increase in the use of

renewable energy like wind and solar in recent years. The increase in use has
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Figure 4.2: CO2 emission (g/kWh) [8]

replaced part of the energy generated from fossil fuels.

• E�cient consumer technology: The consumer electronics have undergone

a major change in recent years. Intelligent scheduling of electrical appliances

during non-peak hours reduced dependency on the peaking power plant.

• Switching to low carbon fuel: Emerging CCGT technology that uses methane

as fuel. CCGT produces less carbon emission per kWh than a conventional

power plant.

The average GHG for various power generation technologies is shown in Figure

4.3. The average GHG emission varies through construction, operation and decom-

missioning of a power plant. Accounting for emissions from all phases of the project

(construction, operation, and decommissioning) is called carbon lifecycle approach.

Technologies like coal plants and gas turbines (Natural Gas / Oil) emit most of their

carbon during the operation phase. Some technology like hydro emits most of the

GHG during construction and decommissioning phase of the project. Nuclear, hydro

and wind technologies emit the least carbon in its entire life cycle. The signi�cant

variation in CO2 emissions of coal power plants is mainly due to the di�erent types

of coal used during operation. High-quality coal produces a smaller amount of CO2.

Solar PV has a large variation in CO2 due to variation in the technology used in the
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Figure 4.3: CO2 emission lifecycle of di�erent power generation technology [8]

Storage Technology GHG emissions(tonnes CO2e/MWh)

CAES 19.4

Pumped Hydro Storage 35.7

Lead acid battery(Pb-A) 125.3

Vanadium redox battery(VRB) 161.4

Table 4.8: CO2 emission lifecycle of storage technology

production of Solar PV. Some solar PV has a better e�ciency of converting sunlight

into electrical energy but emit higher GHG during the manufacturing process.

The life cycle of CO2e for BES is given in Table 4.8. The CAES has the least

amount CO2 emission of 19.4 CO2e per MWh. However, it is the least e�cient among

BES technology. There is a loss of approximately 96 % during CAES operation.

Chemical batteries have the highest carbon emission but have more use cases than

PHS and CAES.
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4.5 Summary

In this chapter, we discussed about various components that form the power grid.

We also looked in detail at the terminologies and parameters that are associated with

power grid modeling. We established a standard for measuring GHG emissions. In

the next chapter, we will provide implementation details of our simulation tool.
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Chapter 5

GridSim: Design and Implementation

This chapter provides an overview of various design decisions of our proposed simula-

tion tool and its implementation details. An overview of the architecture is presented,

followed by implementation details of architecture including back-end services, UI,

and middleware is provided. A brief user manual is provided in the end which can be

used as a quick start guide for working with GridSim.

5.1 Architecture of the Framework

Based on our design goals and current software development trends, we have de-

signed the architecture that can meet our requirements. The proposed components

contain �ve essential elements namely Simulation Engine, Search Analytics, Messag-

ing Bus and Data Store as shown in Figure 5.1. Sensors are external to the framework

and can communicate with the simulation engine using Advanced Message Queuing

Protocol (AMQP) [81]. Every component of GridSim uses open source software. We

brie�y describe how these components help us to achieve the intended design goals.

• Search Analytics: Search analytics provides data analysis service to help

users perform various statistical measures. It also provides intuitive UI to make

custom graphs. Its helps to separate the actual simulation engine execution
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Figure 5.1: Architecture of proposed simulation framework [9]

from the trace data thus maintaining the separation of concern.

• Messaging Bus: Messaging bus is the core that connects various components.

It provides the backbone to integrate the simulation engine, data store, search

analytics and sensors. It uses AMQP as the data exchange format. This helps

us to achieve separation of concerns as well as support integration for other

services.

• Data Store: Data store services help us to store data of the simulation run.

The data store is used by the search analytical service to generate graphs and

other meaningful results.

• Simulation Engine: The simulation engine is the core of framework that sim-

ulates the given scenario. The simulation engine consists of various components

which will be explained in later sections.

In the following section, we look into the various considerations and implementa-
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tion of the components.

5.2 Data Store

The data store service is used to store data generated by each simulation run.

The data store service is responsible for serialization of the object. The data store

is implemented using a Not Only Structured Query Language (NoSQL) database

since the data generated by each simulation run can be di�erent and there is no

complicated relationship between the data generated. This supports our design goal of

easy extensibility. Some advantage of using NoSQL over Structured Query Language

(SQL) are:

• Schema-less: In NoSQL columns(attributes) can be added in �y. The data

can be structured, semi-structured or unstructured. This helps the simulation

to cope up new attributes added to the model.

• Better query performance: Generally, NoSQL gives better performance over

SQL when no relational queries are performed.

• Object oriented support: Since NoSQL provides store data without rela-

tionship, the object associated with the model can be directly stored with the

usage of ORM library (Object-relationship mapping)

The NoSQL data store is a MongoDB instance [82]. MongoDB is a document-

oriented database, that stores object models as a document. A document is a key-

value pair of the object attributes and its associated data. MongoDB can store

huge volumes of data and query without performance degradation when compared to

relational databases. It supports good integration with the Elasticsearch engine.

5.3 Search analytics

The most important requirement of a search analytic service is that we envision the

ability to access large amount of data in near real-time and agility for data growth
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and updates. A near real-time search engine with standardized API is its main

attraction. Most databases that store large volumes of data, require some sorting,

�ltering and other such capabilities to segregate and organize that data. Then it can

be easily searched and queried. In this case, an o�ine analysis is the only solution.

A simulation application would greatly bene�t by the presence of a search analytics

service that provides on-going, live support for growing near-real-time data. Such

repositories are in practice now.

For example, Elasticsearch used by thousands of organizations worldwide includ-

ing Net�ix, Facebook, GitHub, etc., has such characteristics. Elasticsearch can be

used to perform near real-time search, data analytics, and visualization [83]. It is

an open source software, and that makes it easier to integrate with any application.

In our simulator, we use MongoDB as our database storing all the events occurring

during the simulation and Elasticsearch to provide support for data analytics. Each

event is associated with a time-stamp and is stored on our servers in Javascript Object

Notation (JSON) format. By querying the events using the appropriate message, we

can get real-time analysis.

We use Elasticsearch in our proposed framework for the following reasons:

• Scalability: When it comes to data analytics on a massive scale, elastic search

provides incredible support. Elasticsearch can be run as a single instance or

multiple instances and is transparent to other services using it.

• Visualization: Elasticsearch provides great visualization capability with the

help of Kibana [84]. Kibana provides real-time summary and charting of data.

Users can create custom graphs and visualization without the need for program-

ming.

• RESTful API: Since Elasticsearch is a RESTful server, the most widely used

mode to communicate with it is through its REST API. A client typically opens

a connection with the Elasticsearch server, posts a JSON Object as a request
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and receives a JSON object as a response. This is very useful because there

is no restriction on the type of client, the programming languages used. Any

client which can communicate with HTTP requests can communicate with the

Elasticsearch server.

5.4 Messaging Middle-ware

There are various standards and protocols for building message-oriented middle-

ware systems. One of the most popular middleware is the Java Messaging Service

(JMS) [85]. JMS provides a standard API for the Java platform. JMS also provides

many services for interoperability within and outside the Java platform. Integration

with other languages such as Ruby, Scala, etc. is possible but very tricky. Therefore,

there was this necessity for a messaging standard that will assure interoperability

among di�erent platforms and services. AMQP emerged out of this need [86�88]. At

the time of writing this thesis, AMQP, and its various open source implementations

were in practice in some of the most critical systems running in the world, especially

in the �nancial industry.

AMQP is an important protocol heavily used in recent years. It was developed by

John O'Hara of JP Morgan Chase Inc. and is a binary wire transmission protocol.

AMQP originated in the �nancial industry as a solution to the problem of seamlessly

connecting di�erent processing platforms together. In order to attain this e�ortless

interoperability, AMQP boasts of a well-de�ned, structured set of rules or behavior

for sending and receiving messages. These rules use a combination of techniques

including store and forward, publish and subscribe, peer to peer, request/response,

clustering and transaction management among many. Because of these the protocol

has become valuable for communication across various operating systems, program-

ming platforms, integration services and hardware devices without compromising on

performance and security [88].

RabbitMQ is an open source implementation of the standard AMQP and is written
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in Erlang [89]. It provides support for all major operating systems and is also available

in languages such as Python, Java, Ruby and .NET. RabbitMQ is very extensible and

provides a number of plugins to allow communication with other web protocols such

as HTTP, XMPP, SMTP and STOMP [88]. A complete list of the advantages and

disadvantages of using a message-oriented middleware is discussed in detail here [90].

We use RabbitMQ as our messaging middleware based on the architecture pro-

posed in [91]. It stores messages in queues and acts as a broker between two types

of processes, the producers and consumers. There are two core units that form Rab-

bitMQ namely, Queues and Exchanges/Router. In simple terms, every message that

is passed through RabbitMQ has to be placed in a queue. The main function of

the router is to route the messages from the appropriate producer to the appropriate

consumer. Each message consists of a simple header, specifying where it is heading

to. The router doesn't read or process the message, it simply delivers the message to

the appropriate queues. The consumers, on the other hand, can either subscribe to

a particular message or keep polling to see if a message is received. Figure 5.2 shows

a simpli�ed architecture of the components involved in the RabbitMQ messaging

system [90].

The producers in RabbitMQ generate messages which are then pushed to the

exchanges. The exchanges then apply some routing rules on these messages and

push each message to the appropriate queues, thus providing a delivery service. The

messages can either be directly delivered, or it can be delivered because of an existing

subscription system. The routing choices simply depend on the value of the routing

key which is available in the header part of the message. This header is constructed

by the producer itself. If a particular message is to be sent to more than one queue,

then the exchanges take the responsibility of duplicating the message and delivering

it to the queues. Consumers always must have a permanent connection with their

corresponding exchanges, so that the exchanges may be aware of the exact details of

the queues the consumers have subscribed to.
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We chose RabbitMQ as our messaging service mainly because of two reasons:

1. It supports a standard messaging protocol (AMQP) because of which we are

not con�ned by any proprietary client-speci�c messaging protocol.

2. All the messages are collected by the RabbitMQ; this type of message storage

pattern is very similar to a push-style data �ow. All the messages move from

where they are produced to where they are consumed in a �uid manner, without

having to periodically pull messages at various end points.

In our simulator, we also have a common queue that stores all incoming messages

to all exchanges in their order of arrival. This common queue is what mining reposi-

tory is subscribed to. All operations inside RabbitMQ are done in memory. All the

messages in our simulator are time-stamped and their order is maintained consistently

throughout the simulation.

5.5 Simulation Engine

The simulation engine is the heart of the entire framework. The simulation engine

uses NetBeans Platform as a base framework and has several modules as shown in

Figure 5.3. The components are written as separate NetBeans modules which help

us to achieve the goal of separation of concern. In the following sections, each of

components is explained in detail.

5.5.1 User Interface Components

Intuitive UI is one of the core design principles of the proposed framework. In this

section, we brie�y describe the various UI components that the user can interact with

and their implementation details. The windowing system used in this framework is

provided by the NetBeans platform API.

• Designer Window : The designer window, shown in Figure 5.4 is used to

design various simulation scenarios. Users can drag/drop grid components from
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Figure 5.2: RabbitMQ Architecture

Figure 5.3: Simulation Engine Components
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Figure 5.4: Designer Window

the palette window. The components added to the designer window can be

removed using context sensitive menu. The components can be connected using

edges that represent the �ow of electricity. Like components, the edges can be

deleted by using the context sensitive menu. The designer window can be

zoomed in/out and scrolled. A scenario that is designed can be saved from the

options in the �le menu. The designer window uses Netbeans platform visual

API as the base component. The modeled scenario is converted into a graph

data structure using Java Universal Network/Graph Framework (JUNG) [92].

• Palette Window : The Palette Window shown in �gure 5.5 has various grid

components that can be added to the designer window. The user can drag/drop

components from the Palette onto the designer window. Each grid component

is internally mapped onto a node of a graph data structure and each node is

internally mapped to the associated model.

• Context Sensitive Menu : Each component added to a designer window

provides a context sensitive menu as shown in Figure 5.6. The context menu

can be opened by right clicking on a particular grid component. The delete

node is used to delete a particular node and properties is used to open up a

property window for that particular node.

• Property window : The property window, shown in Figure 5.7 is used to edit
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Figure 5.5: Palette Window

Figure 5.6: Context Sensitive Menu
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Figure 5.7: Property Window

Figure 5.8: Toolbar

properties associated with a particular grid component . There is a default value

for each attribute associated with the model. The user can use the property

window to edit the property of a particular model.

• Toolbar : The toolbar shown in Figure 5.8 is used to control the start, stop

and pause the simulation. It has control to save the current scenario.

5.5.2 Model Library

The model library is a separate NetBeans module that stores the details of various

models of grid components. The models are Java classes that can be exported as a
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package to be used with other simulation tools. New components/models can be

added to the library by extending the various interfaces provided in the package.

The details of models are described in the next chapter. The model library also has

a package for "control strategy" that can be associated with a distribution station

(Routers). A new control strategy can be attended if the user wants to extend the

framework.

5.5.3 Helper Library

The helper library contains helper functions for the simulation framework. It has

helper methods to Read/Write JSON �les. It also provides necessary support for ob-

ject serialization/de-serialization. It has functions for connecting with Elasticsearch,

RabbitMQ and query their status.

5.5.4 Simulation Core

The simulation core is the run time that performs the simulation. The simulation

engine is based on time-stepped simulation. The simulation core initializes the simu-

lation by reading the con�guration �les. It checks the status of various services before

performing the simulation. It is also responsible for capturing the state generated by

the model and passing it to the data store service.

At each time step, the model's particular method de�ned in the interface is called

by the simulation core. The simulation core accesses the model based on the control

strategy de�ned by the user. The simulation core performs the simulation for the time

scale given in the input con�guration �le. The scale can vary from hourly to years.

The input attributes required for simulating various time-scale should be provided by

the model.

5.6 User Manual

We provide a brief overview of the system requirements for GridSim, followed a

user manual. We also provide an overview of the software layout for development
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Figure 5.9: GridSim NetBeans module

purposes.

5.6.1 System requirements

The GridSim was tested with the following con�guration in Windows 7 and Mac

OSX:

System requirements: 1 GB Ram, 2.2 GHz processor.

Software requirement: RabbitMQ, Elasticsearch, Kibana, JRE or JDK 1.8 (JDK

for development), Eclipse/ Netbeans and Maven(for development)

5.6.2 Working with GridSim

The simulator package comes with an installer for Mac OSX and Windows. Before

running the simulator, the con�guration �le /resource/con�guration.properties needs

to be edited. The properties in the �le should point to URLs of RabbitMQ and

Elasticsearch. Once setup, the simulator can be launched by doubling the GridSim.exe

(which in turn invokes .jar �les). The following steps are involved in performing a

simulation using the GridSim for integration study.

1. First, the user has to input the data and set the parameters necessary for a par-

ticular scenario. For example to perform integration study of wind energy into

the existing grid system, he/she needs to collect data related to wind patterns
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and speeds for the particular location.

2. Next, the user can use the designer window to design the scenario. The user can

drag and drop various grid components from the palette window. At least one

producer, consumer, and control unit should be part of the designed scenario.

3. The user then needs to open the property of the particular components whose

properties the user wishes to edit. For example if the user wants to change the

input �le for the wind speed, he/she needs to right- click on the windmill icon

in the designer window and then select edit. The property window will open.

He/She can enter the location of the wind speed data �le for the windmill.

4. Once the parameters have been set, he/she can then press the Run button on

the simulation toolbar. Once the simulation has been completed, he can view

the result in Kibana.

5. Kibana has several pre-written queries that can be used to visualize the results.

This is the typical work�ow for a user. However, there can be other tasks involved

which can alter the work�ow.

5.6.3 Software Organisation

The project is composed of four NetBeans modules, shown in the Figure 5.9, each

implementing a particular functionality of the simulation tool. The pom.xml has

all the required dependencies to begin development. All the grid component models

are located in the grid-item NetBeans module. The grid-item module is a separate

NetBeans module that stores the details of various models of grid components and

helper library. The models are Java classes that can be exported as a package to

be used with other simulation tools. New components/models can be added to the

library by extending the various interface provided in the package. The model library

also has a package called control unit which has all the control strategies.
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A new control strategy can be attended if the user wants to extend the simulation

tool. It has helper functions for parsing JSON data, serialization/deserialization of

JSON data. The helper library contains all the helper functions for the simulation

tool. It has helper methods to Read/Write JSON �les. It also provides necessary

support for object serialization/de-serialization. It has functions for connecting with

Elasticsearch, RabbitMQ and queries their status. Grid-UI modules contain all the

required UI components of the simulation tool including designer windows, graphs,

toolbars and con�guration settings window. The Grid-core module contains the core

of the simulation tool which includes the simulation engine.

5.7 Summary

In this chapter, We examined in detail the various backend components of GridSim

namely the simulation engine, the middleware, and various UI available to interact

with the tool. We also provide a small user manual that can be used as a guide for

operating the software.
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Chapter 6

GridSim: Simulation and Analysis

In this chapter, we present a few integration studies that we conducted using GridSim

to illustrate its use. We chose the province of British Columbia (BC) in Canada and

Tamil Nadu (TN) in India for this demonstration study. The rationale for choosing

these provinces is that both of them have some interesting similarities and di�erences.

For example, they are similar in terms of energy production and consumption, but

very di�erent in climatic conditions. BC has a cold climatic condition, whereas TN

has a hot climatic condition. BC's bulk of the energy production comes from Hydro

(renewable energy), and TN has the highest installed wind capacity in India, at 40 %

of the total India's renewable energy [93]. However, TN's bulk of the energy produc-

tion comes from the thermal power plant that uses coal as the energy source. These

similarities and di�erences made us choose these two provinces as the candidates for

integration study.

The primary objective of this study is to estimate the amount of GHG emitted for

the provinces of BC and TN for the 2015 and future. We also performed integration

of renewable energy like the wind into BC's energy system and measured the GHG

emissions, cost and feasibility. To be more speci�c, we have devised the following

question for the province of BC and TN that we would like to answer using our
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simulator1.

• What is the current amount of GHG emission with the present capacity of

energy generation and consumption for BC and TN?

• What will the GHG emission trend be with respect to the increase in energy

consumption for BC and TN?

• It is predicted that BC's energy demand will grow by 40% by the year 2035 [15]

and TN's by 500% in the next 35 years [94]. What will the GHG emission be

for the predicted increase in energy consumption?

• Suppose consumer electronics become intelligent and schedule their energy con-

sumption(smart grids) to reduce the peak demand. What will be its e�ect on

GHG emissions for BC?

• What will be the GHG emission if the CCGT is replaced with wind turbines in

the year 2035 for BC?

• What will be the cost of electricity with the various class of wind farms for BC?

6.1 Scenario Assumptions

We use a simple electricity model [11]. The following assumptions are made to

perform the simulation. These assumptions are not the limitations of our simulation

tool.

• The cost and power loss associated with transmissions is set to zero.

• The temporal resolution used for wind and load data is 1 hour.

• The simulation does not take into account the reliability and technical constraint

aspects of the power grid.

1The simulation experiments were performed only for demonstration of GridSim.
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• The simulation time span used is one year.

• A control strategy that will optimize the dispatch order that will produce the

least carbon emission was used.

• The direction of the wind was not considered, and it is assumed that the wind

direction is always perpendicular to the wind turbines. This is a valid assump-

tion as modern wind turbines have a yaw drive which orients the wind turbine

into the wind direction.

6.2 Model Parameters

The parameters for our simulation are given in Table 6.1.

Technology
Carbon Emission in

Kg per MWh
Cost per MWh ($)

Capacity factor

(Mean)

Capacity factor

(Standar deviation)

Coal Station 800 95 0.75 0.2

Nuclear Station 29 95 0.9 0.1

Diesel (Peaking power plant) 800 220 NA NA

CCGT 400 79 NA NA

Hydro 26 74 0.5 0.2

Wind turbine 26
operational - 27,

capital - 1200
NA NA

Table 6.1: Parameters for energy producers

Due to unavailability of model parameters speci�c to countries2, the parameters

were obtained from the US government website [77] and [95] and may vary between

countries. All the costs speci�ed are LCOE expect for wind turbines. The wind

turbine cost is speci�ed as capital and operational cost. The life expectancy of the

wind turbine was set to 20 years [96].

2The choice of parameters a�ects the accuracy of experiments
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BC site name Type Capacity MW

Columbia Region Hydro 5946

Lower main land and coast Hydro 1997

Peace region Hydro 3424

Vancouver island Hydro 459

Burrard Generating Station CCGT 950

Prince Rupert CCGT 46

Fort Nelson CCGT 73

Total 12895

Table 6.2: BC production capacity [15]

6.3 BC's Power Grid System

British Columbia (BC) is a beautiful western province in Canada with a population

of more than 4 million people. Currently, the primary source of energy in BC is

hydropower plants, and there are �ve primary sites that generate electricity. The

additional requirement for energy is met using a peaking power station or imported

from other provinces. The current generating capacity of BC is 12895 MW [15].

Table 6.2 shows the generating capacity of the various plants in BC. The Columbia

region has the highest capacity of hydro with 5946 MW, followed by the Peace region.

The CCGT generators are split into three regions and are operated only when the

hydropower plants cannot meet the energy demand.

The hydropower plant capacity is 11826 MW and CCGT capacity is 1069 MW

which contributes 8% of the total generating capacity. The hydropower plants are

non-dispatchable, and CCGT acts as the peaking power plant.The capacity factor

of hydropower plant was set to a Gaussian distribution with mean 0.5 and standard

deviation of 0.2. The value was derived from the assumption that a 11826 MW

hydropower plant produces an average of 48000 GWh of electrical energy per year [15].
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Figure 6.1: Histogram of monthly consumption for the year 2015

6.4 Data and simulation experiments for BC

Although the simulation can take any valid input parameters for simulation, we

use historical wind and load data to build the scenario. This helps us to perform a

valid integration study on BC's power grid system.

• Load Data: The load data was obtained from BC Hydro, a main electric

distributor [97] for the province of BC, for the year 2015(Jan-Dec) and averaged

over a period of one hour. The BC load data has consumption for 8760 hours

as an excel sheet. The �le was converted into CSV(Comma- Separated Values)

and then into JSON format. Although the simulator supports CSV format,

JSON is preferred as it maps to and from objects with much more convenience.

The BC power consumption on a monthly basis is shown in Figure 6.1. The av-

erage consumption per day is 168897 MWh, and total consumption is 61,647,759

MWh, which is approximately 61,648 GWh. The consumption is high in the

month of January and December; it gradually decreases towards the middle of

the year. This is mainly due to cold winters, where heating of indoor spaces

becomes a necessity. In the month of July, the increase in consumption can be

attributed to the use of air conditioners.
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Figure 6.2: Histogram of Prince George hourly wind speed for the year 2015

• Wind Data: The wind data was obtained from Environment Canada [98]

for the city of Prince George (PG)3. The data contains monthly wind data

for 2015(Jan-Dec) which is averaged hourly. The data for several months was

aggregated into JSON �le. Since air density values were not available,the air

density was set to the standard value of 1.225 kg/m3.

As per the wind data of Prince George, the average wind speed is 10 km/h. An

average of 10 km/h quali�es Prince George to be in the class 1 category of wind

classi�cation [99]. The hourly average wind speed, shown in �gure 6.2, is high

during 11 to 18 hours of a day which coincides with the peak demand of BC.

6.4.1 Experiment 1

In Experiment 1, we would like to answer the following question �What is the GHG

emissions share with current capacity of British Columbia (BC) and load data?� The

GHG emission and cost per MWh for the year 2015 was estimated by running a

simulation using GridSim. The simulation parameters given in Table 6.1 were used

and were derived from [12], [95], and [100] . Figure 6.3 shows the relative contribution

of GHG emission and electrical energy produced. The CCGT produces only 12% of

3The city of Prince George is considered a wind shadow. Accurate simulation should use wind

data at the erection site.

71



Figure 6.3: Electrical energy produced and GHG emissions in 2015 with hydro plant

and CCGT

the total energy but emits 71% of the total GHG emissions. The average cost per

MWh of electrical energy was estimated to be $ 71.5.

6.4.2 Experiment 2

In Experiment 2, we would like to answer the following question �What will be

the GHG emission trend with respect to the increasing energy consumption?� To

estimate the emission trend of GHG with respect to increase in energy demand,

a simulation using parameters given in Table 6.1 was performed by increasing the

energy consumption from 0 to 40%. The capacity of CCGT is set to -1 to match any

increase in energy demand. Figure 6.4 shows the carbon emission trend with respect

to increase in energy consumption. The steep increase in GHG emission, when there

is 5% increase in energy demand, causes a relative increase in the use of CCGT to

meet the additional energy demand. Also, the amount of GHG emissions doubles

when there is a 10% increase in energy consumption.
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Figure 6.4: Increase in energy demand Vs. GHG emission

6.4.3 Experiment 3

In Experiment 3, we would like to answer the following question �What will be the

GHG emission in 2035 when additional energy demands(40% increase) is met with

additional hydro plants and CCGT?� To answer this question, we ran the simulation

with 40% increase in energy demand. We included future energy projects of BC Hy-

dro which consist of two turbines of 500 MW for Mica Dam and 1100 MW for Peace

River. We assume that the CCGT is used to generate the remaining energy require-

ments, and its capacity will increase to 2000 MW. The mean of capacity factor of

the hydropower plant was increased to 0.6 to compensate for technological advance-

ments in the hydropower plant. Also, the carbon emission associated with CCGT was

reduced to 350 kg per MWh. These parameters were derived from [12], [95] and [100].

The simulation result for 40% load increase is shown in Figure 6.5. The hy-

dropower plant contribution to the total energy generated is reduced to 84% and

accounts for 25% of carbon emission. The CCGT emits 75% of the total GHG emis-

sions. The average cost per MWh of electrical energy is increased to $77. The carbon

emission has increased by 60% from 2015 to 2035.
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Figure 6.5: Electrical energy produced and GHG emissions in 2035 with hydro plant

and CCGT

6.4.4 Experiment 4

In experiment 4, we would answer the question �What will be the impact of e�cient

scheduling of consumer demand(smart grid) on carbon emission?� This experiment

was designed to demonstrate the importance of scheduling the load to decrease energy

consumption. To answer this question, we simulated this scenario by using a Gaus-

sian distribution for consumer load with mean 9852 MWh and standard deviation

of 1000 MWh. The mean was obtained from BC's load data with 40% increase in

energy demand. The simulation estimates a 7.5% decrease in carbon emissions when

compared estimated GHG emissions in 2035 without scheduling.

6.4.5 Experiment 5

In experiment 5, we would answer the question - �Suppose, BC Hydro plans to

replace the CCGT with wind energy to reduce carbon emission. What will be the

reduction in emission? What will be the cost of electrical energy?� To answer these

questions, a simulation with wind farms replacing CCGT was performed.
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Figure 6.6: Electrical energy produced and GHG emissions in 2035 with hydro plant

and wind farms at class 1 location

An initial simulation was conducted to estimate the average power that can be

produced with a 2 MW (90 m rotor diameter) wind turbine. The e�ciency of the

wind turbine was set to 0.4. This simulation helped to estimate the amount of wind

energy capacity required to replace the CCGT of 2000 MW. The average power that

can be produced from the available wind data was estimated to be 157 kW. So to

replace the 2000 MW CCGT, approximately 12800 wind turbines are required. The

wind turbines are not dispatchable and any excess energy produced is curtailed.

The simulation result for replacing 2000 MW CCGT power plant with wind tur-

bines is shown in Figure 6.6. The percentage of energy produced from wind farms is

16% but emit 75% of carbon emission. Also, the amount of GHG emission is about

2% more than the using CCGT. This can be mainly attributed to the poor wind

speed. The average cost per MWh of electrical energy is increased to $257. This

makes wind energy unfavorable for replacing CCGT. Figure 6.7 shows the compari-

son GHG emissions using various technologies. The bar graph compares the current

emission(2015) to the predicted total emissions of 2035 using various strategies. Meet-

ing the future energy demand with CCGT alone produces the most GHG emissions,
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Figure 6.7: GHG emission comparison for the year 2035 with di�erent technologies.

followed by wind turbines. The fact that emissions are higher for wind turbine is due

to poor quality of wind available in siting area, so additional energy needs should be

compensated using CCGT. The scheduling of energy consumption in the consumer

end produces the least carbon emission for 2035. Also, the amount of GHG emission

increases from 2015 to 2035 by at least 60% .

6.4.6 Experiment 6

In experiment 6, we would answer the question �What will be the cost of electrical

energy and reduction in carbon emission if average wind speed is in class 7 wind clas-

si�cation (7.5 m/s)?� Although wind speeds in siting location cannot be changed,

these experiments help us to understand the sensitivity of unit cost of electricity(per

MWh) to the siting location of wind turbines. In order to answer this question, we

need to convert current wind speed data into class 7 wind speed data. To convert

the wind speed data to class 7, we need an average increase of 170% in wind speed
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Figure 6.8: Electrical energy produced and GHG emissions in 2035 with CCGT and

wind farms at a class 7 location.

(computed manually). The new data generated from existing wind data has an av-

erage of 7.5 m/s wind speed which is highly favorable for wind turbines installation.

An initial simulation was done to estimate the average power that can be produced

with a 2 MW (90 m rotor diameter) wind turbine. The e�ciency of the wind turbine

was set to 0.4. The average power that can be generated from the available wind is

909 KW. So to replace the 2000 MW CCGT power plant will require approximately

2000 wind turbine.

The simulation result for replacing 2000 MW CCGT power plant with wind tur-

bines at a class 7 location is shown in Figure 6.8. The percentage of energy produced

from the wind farm is 16% and emits 36% of carbon emission. Also, the amount of

GHG emission is decreased by 61% when compared to using CCGT. This is mainly

due to favourable wind speed. The average cost per MWh of electrical energy is

increased to $96 when compared to $77 using CCGT due to a high capital cost of

installing wind turbines. A class 7 wind location makes wind energy highly favorable

for replacement of CCGT.
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Figure 6.9: Cost per MWh vs wind speed class

We also ran experiments to estimate the cost of electricity with the various classes

of wind speeds. The electricity cost declines as the wind class level increases as

shown in the Figure 6.9 . The cost is very high when wind farms are located at class

1 location since the power generated per wind turbine is less and more wind turbines

need to be installed to meet the energy demand. The cost remains almost constant

($100 per MWh) from class 4 to class 7 due to curtailment of excess energy produced

during high-speed wind.

6.4.7 Implication

BC Hydro plans to meet the future energy demand using hydro capacity, and it

claims that this plan will be environmental friendly. However, the simulation results

expose the inconsistency of the claim in that there is a more than 60% increase in

carbon emission from the year 2015. Since the bulk of GHG is emitted from CCGT

which is only operated during peak energy demand, better scheduling of consumer

load is a good option for BC as shown by the result in experiment 4. Integration of

wind energy in BC is not a good option if the wind speed available is less than class 2.

Replacing CCGT with other renewable energy can cause a further decrease in energy
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Figure 6.10: TN's power generation capacity share

demand, but the cost of electricity may increase.

6.5 TN's Power Grid System

Tamil Nadu is one of the 29 states of India located in the south with a population

of 77 Million and has an area of 130,060 square km. The main source of power

generation in TN is thermal coal-�red power plants. The capacity of thermal power

plants is 10411 MW (coal station + diesel peaking power plant) followed by wind

energy with a capacity of 8000 MW [93]. The installed capacity of hydro is 2182

MW and nuclear is 900 MW. Figure 6.10 shows the relative contribution of each

power generation technology to total generation capacity. Tamil Nadu has the largest

renewable energy resource compared to any other state in India.

6.5.1 Data and simulation experiments for TN

The data for the simulation of scenarios in TN was obtained from the government

of Tamil Nadu website TEDA [93] and the book titled �A Roadmap to Tamil Nadu's

Electricity Demand-Supply by 2050� [94]. Since the hourly load data was not avail-

able, the values were generated from a Gaussian distribution from Table 6.3. The
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Year
Average Consumption

in MWh

Peak Load

(MW)
Variance

2016-2017 12500 19000 3250

2021-2022 18000 26330 4165

2030-2031 27104 34270 3583

2040-2041 48539 61370 6415.5

2050-2051 86926 109900 11487

Table 6.3: TN's average consumption and peak load

Figure 6.11: TN's energy and GHG share

data was derived from [94].The mean for Gaussian distribution was set to average

consumption per hour, and the variance in energy consumption was assumed to be

half of the di�erence between average energy consumption and peak load.

6.5.2 Experiment 7

In this experiment, we have answered the following question: �What is the actual

contribution of each energy source to the total production and their GHG emissions?�

The percentage of energy production from various sources and their contribution to

GHG emission is shown in Figure 6.11.
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Figure 6.12: TN's GHG trend for 2050

The result shows that the coal station contributes to 94% GHG emission but only

55% to the total energy production. Although the installed capacity of wind is 38%,

it contributes only 30% to the total energy production due to variability associated

with the wind. The GHG associated with the wind and small generators (peaking

power plant) is 3%. The simulation estimates that the GHG emission of TN is 1200%

more than GHG emission of BC.

6.5.3 Experiment 8

In this experiment, we will answer the following question: �What would be the

future GHG emission if the same proportion of technology was used to meet future

energy demand?� This experiment provides future insight into the GHG emission

for the state of Tamil Nadu. The input for consumer demand was obtained from

Table 6.3. The average consumption per hour was obtained from the total predicted

energy consumption for various years. The variance associated with the energy con-

sumption was calculated at one-half of the di�erence between peak load and average

consumption. The result of the experiment is shown in 6.12.
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The increase in the percentage of GHG emission with respect to average consump-

tion increase and peak demand increase is shown in Figure 6.12. Although the initial

increase in energy demand does not cause a huge di�erence in the increase in GHG

emission, there is a signi�cant di�erence from the year 2040. This can be mainly

attributed to heavy dependence the coal-powered thermal power plant to meet the

future energy demand.

6.5.4 Implications

TN's heavy dependence on coal is a severe threat to the environment in the future.

Due to a growing economy of the state, there is a 500% increase in energy demand

in 2050. This will cause the GHG emission to increase by 1200%. Proper scheduling

of the load will have a small impact in GHG emission, yet, in our view, it is an

important step in reducing GHG. Since the impact of GHG emission is very severe on

environment and health, the government should take all necessary actions to meet the

future energy demand in an environmentally friendly manner. With the availability

of stable sunlight for about 8 hours a day throughout the year and to some extended

guaranteed wind power most of the year, Tamil Nadu is in a very good position to

become a self-su�cient green energy state. Economically, it can bring jobs related to

green energy production and management.

6.6 Summary

In this chapter, we demonstrate the use of GridSim on real world data. We

predicted the carbon emission for the future and performed wind energy integration

studies using existing and simulated wind speed data for the province of BC and Tamil

Nadu. The above experiments, we believe, demonstrated some of the capability and

use cases of our tool. Similarly, with carefully designed experiments GridSim can

answer most of the questions discussed in Chapter 1, section 1.7.
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Chapter 7

Conclusion and Future Directions

This chapter provides the summary of research presented in this thesis. The main

contribution of the thesis is GridSim that can be used to perform grid integration

studies. We, then, discuss some of the limitations of GridSim and future directions

for improving it. Finally, I re�ect on my research experience at UNBC.

7.1 Summary of the Research

The primary research objective of this thesis has been to develop a simulation

tool for grid integration, which we believe could be useful to answer some of the �big

questions" that we listed in Chapter 1. I soon realized that it is more challenging than

we initially thought. It required a good understanding of the three �elds � computer

science, modeling and simulation, and grid systems. For grid systems, I had to

understand the current trends in energy production, electrical power grid technologies,

and its impact on the environment such as GHG emissions. I also had to carefully

investigate various tools and frameworks available for electrical grid modeling and

simulation and understand their use and limitations. With that knowledge, I started

to prepare the requirement speci�cation document. At this stage, the main challenge

was getting the speci�cation for the �right software framework" for modeling and

simulation of grid system intended for grid integration study.
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Once I decided on my thesis topic, I started to think about what kind of software

framework I ultimately wanted to design and implement. I started with the analysis

of the system, and that provided several key insights into the design aspects of the

system. It included research into the existing trend of software development and

technologies that can help to achieve the design goals of the framework. Design

goals were used to narrow down the choice of the software technologies (language,

middleware, database, etc.) that we used to design and implement GridSim. The

implementation phase of the framework included a detailed study of grid components

and their characteristics. Finally, we had to demonstrate the use of GridSim for some

real scenario.

The selection of case studies also involved some research and investigation. We

chose two provinces � one from Canada and one from India. The rationale for the

selection was given in the Simulation chapter. The thesis presented a very limited

case study. GridSim is powerful enough to model and simulate more complex sce-

narios. However, as is the case with any software framework and tool, GridSim can

be improved and expanded in several ways. We have listed some limitations here.

Currently, GridSim:

• Does not support all types of grid components. For example, it supports only

one type of storage technology.

• Models its components only at coarse-grained level. The accuracy of modeling

the components could be improved by incorporating the primitives necessary for

�ne-grained modeling. This would closely re�ect the real system. For example,

nuclear radiation from the nuclear power plant was not considered in GridSim.

• GridSim is mainly focussed on integrating units from a power production per-

spective. There are several simulators focussed on a power consumption per-

spective. The possibilities of integrating GridSim with other simulation tool/frame-

works that deal with the consumer end of a power grid can be investigated.
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• GridSim has options for very few control strategies. More control strategies

that support optimization constraints can be included.

• Needs to be installed in the system along with other dependencies in order to

run. A cloud-based service will simplify the process of running the simulation.

• Uses Kibana to generate graphs. The graphs generated using Kibana cannot be

easily converted into image �les. It lacks support for creating gray-scale graphs.

Addressing these limitations could be possible opportunities for future work.

7.2 Learning Experience

The experience and the skills developed through this thesis are very rich. I came to

UNBC without any research experience. I had some industry experience of software

development, and that was helpful in terms of maintaining a good work ethic and

work habits. I soon realized that research is an entirely di�erent venture. Compared

to industry, the requirements and speci�cations are often fuzzy. Even choosing a

research problem to focus on was di�cult. There were many interesting problems

that I wanted to work on. Next, I learned to read research papers. It is quite di�erent

from reading a textbook. With the explosion of literature on the internet, the number

of papers I had to skim through and select to read was initially overwhelming. Slowly,

I learned to choose and read research papers better.

Throughout my thesis work, in addition to thinking about solving technical issues,

I had to face the problem of deciding what I wanted in my thesis and what I could

leave out. An interesting aspect of my thesis is that it is interdisciplinary by nature. I

had to learn about grid systems on my own. From the computer science perspective,

my thesis involves software design, modeling and simulation, data analytics, and

distributed computing. It certainly expanded the breadth of my knowledge and also

taught me how to focus deeper.

Finally, after completing my work, I had to write a thesis. Through this experi-
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ence, I learned how di�cult it is to write a good technical document. Through the

evolution of the document, my writing skills have improved a lot. This experience

has increased my con�dence in writing such a document in the future and also helped

me to realize the importance and appreciation of such documents.
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