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#### Abstract

The main result of this paper is a polynomial time version of Rademacher's theorem. We show that if $z \in \mathbb{R}^{n}$ is p-random, then every polynomial time computable Lipschitz function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is differentiable at $z$. This is a generalization of the main result of [19].

To prove our main result, we introduce and study a new notion, p-porosity, and prove several results of independent interest. In particular, we characterize p-porosity in terms of polynomial time computable martingales and we show that p-randomness in $\mathbb{R}^{n}$ is invariant under polynomial time computable linear isometries.
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## 1 Introduction

The topic of interactions between algorithmic randomness [11, 18] and computable analysis $[17,27]$ has been extensively studied in the recent years. The general idea is that classical theorems about properties holding almost everywhere in $\mathbb{R}^{n}$ have effective variants formulated in terms of algorithmic randomness. Differentiability of well-behaved functions is a sub-area that attracted particular interest of researchers (see $[8,13]$ ). Most of results in this area are concerned with computable real functions of one variable. Less is known about functions of several variables (however, see $[20,15,14]$ ) and still less is known about differentiability and randomness in resource bounded settings [19].

The randomness notion this paper is concerned about is $p$-randomness, first studied by Wang [26]. It is usually defined in terms of polynomial time computable betting strategies.

In [19], Nies characterized p-randomness in terms of differentiability of polynomial time computable real-valued monotone functions of one variable. He showed that $z \in[0,1]$ is p-random if and only if every polynomial time computable monotone function $f:[0,1] \rightarrow \mathbb{R}$ is differentiable at $z$. Note that if $f: \mathbb{R} \rightarrow \mathbb{R}$ is a $K$-Lipschitz function, then $x \rightarrow f(x)+K x$ is a monotone function. Hence the $\Rightarrow$ direction of this result also shows that polynomial time computable Lipschitz functions are differentiable at p-random reals.

The following classical result by Hans Rademacher [23] shows that Lipschitz real valued functions on $\mathbb{R}^{n}$ are almost everywhere differentiable.

- Theorem 1 (Rademacher, 1919). If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is Lipschitz, then it is differentiable at almost every $x \in \mathbb{R}^{n}$ (with respect to the Lebesgue measure).

In this paper we prove the following polynomial time version of Rademacher's theorem:

- Theorem 2 (Polynomial time Rademacher). If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is Lipschitz and polynomial time computable, then it is differentiable at every $p$-random $x \in \mathbb{R}^{n}$.
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The notion of porosity, which originated in works of Denjoy, is crucial for this paper. Informally, $x$ is a porosity point of $S \subseteq \mathbb{R}^{n}$ if it is possible to find relatively large balls disjoint from $S$ (called holes in $S$ ) arbitrarily close to $x$. Most proofs of Rademacher's theorem, as well as our proof of the Theorem 1, have two distinct steps:

- The "one-dimensional" step, showing that directional derivatives (of a given Lipschitz function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ ) exist almost everywhere. This part can be seen as concerned with differentiability of real functions of one variable.
- The step which shows that the set of points where the full derivative does not exist despite existence of some of the directional derivatives is negligible too.

Porosity can be observed and exploited in both steps. For real functions of one variable, porosity appears in sets where different types of derivatives disagree (see [9, 25] and [1]). In a polynomial time setting this phenomenon has been exploited by Nies in [19]. In the second step porosity appears in sets witnessing failures of linearity of directional derivatives (that is, when the directional derivative at a point as a function of direction is not a linear function). This particular phenomenon has been observed and studied for functions exhibiting Lipschitz-like regularity (for example, see [22] and [7]).

Since our main goal is to prove a polynomial-time version of Rademacher's theorem, we need a polynomial-time version of porosity. In the Section 3 we define a suitable notion, which we call p-porosity. It is worth mentioning that at least one effective version of porosity and its connections to algorithmic randomness has been studied before (see $[6,16]$ ). We will briefly explain the difference between this notion of porosity and ours later in the paper.

The paper is structured as follows: in the Section 2 we review the relevant basic notions and define the notation used in the paper. In the Section 3 we define and study the notion of p-porosity. In the Section 4 we outline the proof of the Theorem 2.

## 2 Preliminaries and notation

In this paper we often have to go back and forth between the Cantor space and $\mathbb{R}^{n}$. Mostly, we use the standard notation (for notation related to the Cantor space and strings of finite length, please consult [18]). However, for the sake of readability and expressiveness, we will introduce some custom notation which is described below.

### 2.1 Dyadic cubes in $\mathbb{R}^{n}, 1 / 3$-shift trick

Let $\mathcal{D}^{n}$ denote the collection of half-open basic dyadic cubes in $\mathbb{R}^{n}$. That is

$$
\mathcal{D}^{n}=\left\{2^{-k}\left(\left[m_{1}, m_{1}+1\right) \times \cdots \times\left[m_{n}, m_{n}+1\right)\right): k \in \mathbb{Z}, m_{1}, \ldots, m_{n} \in \mathbb{Z}\right\} .
$$

For $k \in \mathbb{Z}$, let $\mathcal{D}^{n}(k)$ denote the collection of basic dyadic cubes in $\mathbb{R}^{n}$ with its side length equal to $2^{-k}$. If $\Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a linear isometry, let $\mathcal{D}_{\Omega}$ denote the set of images of elements of $\mathcal{D}^{n}$ under $\Omega$. Analogously, let $\mathcal{D}_{\Omega}(k)$ be the collection of images of elements of $\mathcal{D}^{n}(k)$ under $\Omega$. For $x \in \mathbb{R}^{n}$ and $i \in \mathbb{N}$, define $\mathcal{D}^{n}(x, i)$ (respectively, $\left.\mathcal{D}_{\Omega}(x, i)\right)$ to be the unique element of $\mathcal{D}^{n}(i)$ (respectively, $\left.D_{\Omega}(i)\right)$ containing $x$.

By $B(x, r)$ we denote the open ball in $\mathbb{R}^{n}$ with radius $r$ and centered at $x$. The following proposition is known as the " $1 / 3$-shift trick" in $\mathbb{R}^{n}$.

- Proposition 3 (cf. Theorem 3.8 in [24]). For any ball $B=B(x, r) \subset \mathbb{R}^{n}$, there exists $k \in \mathbb{Z}$, $Q \in \mathcal{D}^{n}(k)$ and $t \in\{0,1 / 3,2 / 3\}^{n}$ such that $B \subset(Q+t)$ and $6 r<2^{-k} \leq 12 r$.


### 2.2 Binary expansion of elements in $\mathbb{R}^{n}$

Each real number $r \in[0,1)$ can be written in the form $r=\sum_{i \geq 0} r_{i} 2^{-i-1}$ where $r_{i} \in\{0,1\}$. We say $r_{0} r_{1} \ldots$ is the binary expansion of $r$. The binary expansion of $r$ is unique unless $r$ is a dyadic rational.

Let $x \in \mathbb{R}^{n}$. For every $1 \leq i \leq n$, let $X_{i}$ denote the binary expansion of $x_{i}$, the $i$-th component of $x$. Then $X \in 2^{\omega}$ is the binary expansion of $x$ if for all $1 \leq i \leq n$ and all $j$, $X(n j+i-1)=X_{i}(j)$.

Fix a positive $m \in \mathbb{N}$. Let $A \in 2^{\omega}$. We denote by $0 \cdot m A$ an element of $\mathbb{R}^{m}$, whose binary expansion is $A$. We omit the $m$ subscript, when it is clear from the context.

Let $\sigma \in 2^{<\omega}$ with $|\sigma|=n k+m$ for some natural numbers $n, k, m$ with $n>0$ and $m<n$. Define $\{\sigma\}_{n}$ by $\{\sigma\}_{n}=\sigma \upharpoonright_{n k}$. By $[\sigma]_{n}$ we denote the basic (open) dyadic cube (in $\mathbb{R}^{n}$ ) corresponding to $\{\sigma\}_{n}$.

### 2.3 Polynomial time computability and p-randomness

Intuitively, a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is computable in polynomial time if for any $s \in \mathbb{N}$ and $x \in \mathbb{R}^{n}$, we can compute, uniformly in $s$ and $x$, an approximate value $e$ to $f(x)$ within an error $2^{-s}$ in time $O\left(s^{k}\right)$ for some constant $k$. For the rigorous definition, please see the Section 2.5 in [17]. This approach is equivalent to the one used in [19].

A martingale is a function $M: 2^{<\omega} \rightarrow \mathbb{R}_{0}^{+}$such that $2 M(\sigma)=M(\sigma 0)+M(\sigma 1)$ for all $\sigma \in 2^{<\omega}$. This notion of martingales is meant to formalize the intuitive notion of a betting strategy:

- $M(\sigma)$ represents the capital available after betting on bits of $\sigma$, which is always positive,
- betting the amount $\alpha \leq M(\sigma)$ on the next bit being 0 , will result in losing $\alpha$ in the case when the next bit is $1(M(\sigma 1)=M(\sigma)-\alpha)$ and winning $\alpha$ otherwise $(M(\sigma 0)=M(\sigma)+\alpha)$.
We say that $M$ succeeds on $Z$ if $\lim _{\sup }^{n} 10\left(Z \upharpoonright_{n}\right)=\infty$. For more details, please see [18].
- Definition 4. A martingale $M$ is called polynomial time computable if from a string $\sigma$ and $i \in \mathbb{N}$ we can in time polynomial in $|\sigma|+i$ compute an approximate value $(M(\sigma))_{i}$ to $M(\sigma)$ with $\left|M(\sigma)-(M(\sigma))_{i}\right| \leq 2^{-i}$.
- Definition 5. We say that $Z \in 2^{\omega}$ is $p$-random if no polynomial time martingale succeeds on $Z$. An element of $\mathbb{R}^{n}$ is said to be p-random if its binary expansion is p-random.
p-randomness is a polynomial time variant of computable randomness (see [18]). Computable randomness is usually defined in terms of succeeding of computable martingales. However, it is known that in the context of computable randomness, succeeding can be replaced with divergence. That is, $Z \in 2^{\omega}$ is not computably random iff there exists a computable martingale $M$ with $\lim _{\inf }^{i} 10\left(Z \upharpoonright_{i}\right)<\lim \sup _{i} M\left(Z \upharpoonright_{i}\right)$. An analogous result holds for p-randomness and a somewhat stronger proposition will be shown later in this paper.


### 2.4 Martingales-measures correspondence and derivatives

We denote the Lebesgue measure (both on $\mathbb{R}^{n}$ and on $2^{\omega}$ ) by $\lambda$. By $\mathcal{M}_{\lambda}$ we denote the class of measures $\mu$ on $\mathbb{R}^{n}$ for which $\mu(A) \leq k \cdot \lambda(A)$ holds for some $k$ and all Borel $A$.

Most of martingales considered in this paper are bounded. We will use repeatedly the following correspondence between measures from $\mathcal{M}_{\lambda}$ and bounded martingales.

- Definition 6. Let $M$ be a martingale bounded from above. For all $\sigma \in 2^{<\omega}$ define

$$
\mu_{0}\left([\sigma]_{n}\right)=M\left(\{\sigma\}_{n}\right) \lambda\left([\sigma]_{n}\right)
$$

This defines a pre-measure on $[0,1]^{n}$. We can extend $\mu_{0}$ to a measure $\mu \in \mathcal{M}_{\lambda}$ on $\mathbb{R}^{n}$ supported on a subset of the unit cube. We say $\mu$ is a corresponding (to M) measure.

For the other direction, let $\mu \in \mathcal{M}_{\lambda}$. We define the corresponding (to $\mu$ ) martingale $M$ by setting

$$
M(\sigma)=\frac{\mu\left([\sigma]_{n}\right)}{\lambda\left([\sigma]_{n}\right)}
$$

Clearly, $M$ is a bounded martingale.

- Notation 7. Let $\mu$ be a measure on $\mathbb{R}^{n}$. Let $x \in \mathbb{R}^{n}$ and let $i \in \mathbb{N}$. Define

$$
\frac{\partial_{2} \mu}{\partial_{2} \lambda}(x, i)=\frac{\mu\left(\mathcal{D}^{n}(x, i)\right)}{\lambda\left(\mathcal{D}^{n}(x, i)\right)}
$$

and

$$
\frac{\partial_{2} \mu}{\partial_{2} \lambda}(x)=\lim _{i \rightarrow+\infty} \frac{\partial_{2} \mu}{\partial_{2} \lambda}(x, i) .
$$

If $\Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a linear isometry, we define

$$
\frac{\partial_{\Omega} \mu}{\partial_{\Omega} \lambda}(x, i)=\frac{\mu\left(\mathcal{D}_{\Omega}(x, i)\right)}{\lambda\left(\mathcal{D}_{\Omega}(x, i)\right)}
$$

and

$$
\frac{\partial_{\Omega} \mu}{\partial_{\Omega} \lambda}(x)=\lim _{i \rightarrow+\infty} \frac{\partial_{\Omega} \mu}{\partial_{\Omega} \lambda}(x, i)
$$

- Notation 8. Let $n \geq 1$. By $e_{1}, \ldots, e_{n}$ we denote the unit vectors of the standard basis for $\mathbb{R}^{n}$.

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a function and let $v, x \in \mathbb{R}^{n}$. By $D_{1} f(x), \ldots, D_{n} f(x)$ we denote the partial derivatives of $f$. We denote the directional derivative (in the direction of $v$ ) of $f$ at $x$ by $D_{v} f(x)$.

## 3 p-porosity

Let $(X, d)$ be a metric space. $x \in X$ is said to be a porosity point of $S \subseteq X$ if

$$
\operatorname{por}(x, S)=\underset{r \rightarrow 0}{\limsup } \gamma(x, r, S) / r>0
$$

where $\gamma(x, r, S)$ is defined for any $r>0$ as

$$
\sup \left\{r^{\prime}>0: \quad \text { for some } z \in X, B\left(z, r^{\prime}\right) \subseteq B(x, r) \text { and } B\left(z, r^{\prime}\right) \cap S=\emptyset\right\}
$$

A set $S$ is said to be porous if all its points are porosity points of $S$. A set is said to be $\sigma$-porous if it is a countable union of porous sets.

The following definitions are meant to formalize an efficient version of the above notion of porosity.

- Definition 9. Let $C$ be a subset of $2^{\omega}$ and let $Z \in C$. Define

$$
\operatorname{por}_{2}(Z, C)=\liminf _{i \rightarrow \infty}\left\{|\sigma|-i: \sigma \succ Z \upharpoonright_{i} \wedge[\sigma] \cap C=\emptyset\right\} .
$$

If $\operatorname{por}_{2}(Z, C)<\infty$, then we say that $Z$ is a dyadic porosity point of $C$.
Since we are interested in polynomial time computable betting strategies, we need to restrict our attention to subsets of $2^{\omega}$ for which finding holes can be done in polynomial time.

- Definition 10. Let $A \subseteq 2^{\omega}$ be a $\Sigma_{1}^{0}$ set. We say $A$ is polynomial time computable if there is a function $p: 2^{<\omega} \rightarrow\{0,1\}$ computable in polynomial time such that $p(\sigma)=1 \Longleftrightarrow[\sigma] \subset A$ for all $\sigma$. Let $B \subseteq 2^{\omega}$ be a $\Pi_{1}^{0}$ set. We say it is polynomial time computable in if its complement is polynomial time computable.
- Definition 11. Let $X \in 2^{\omega}$. We say $X$ is a polynomial time porosity point (p-porosity point) if there exists a polynomial time computable $\Pi_{1}^{0}$ set $A \subseteq 2^{\omega}$ such that $X$ is a dyadic porosity point of $A$. If $C \subseteq A$ and $X \in C$, we say $X$ is a p-porosity point of $C$.

We say $X \in 2^{\omega}$ is a $p$-nonporosity point if it is not a p-porosity point.
To show that $Z \in 2^{\omega}$ is a p-porosity point, it is sufficient to describe a polynomial-time algorithm for locating holes in some $S \subset 2^{\omega}$ arbitrarily close to $Z$. That is, to exhibit a function $p: 2^{<\omega} \rightarrow\{0,1\}$ computable in polynomial time, such that

1. $p(\sigma)=1 \Longleftrightarrow[\sigma] \cap S=\emptyset$ and
2. $Z$ is a dyadic porosity point of the complement of $\bigcup_{p(\sigma)=1}[\sigma]$.

- Remark. While our definitions admit straightforward generalizations to $\mathbb{R}^{n}$, for the sake of simplicity, we have defined our notion of p-porosity in terms of the Cantor space.
- Remark. As was mentioned in the introduction, one other effective version of porosity has been studied in the context of algorithmic randomness $[6,16] . X \in 2^{\omega}$ is said to be a porosity point if there exists a $\Pi_{1}^{0}$ set $S \subseteq 2^{\omega}$ such that $X$ is a dyadic porosity point of $S$. The main difference between this notion and p-porosity is that the latter requires a polynomial time algorithm for finding holes, while holes in a $\Pi_{1}^{0}$ set in general can only be enumerated.


## 3.1 p-porosity and polynomial time computable martingales

Since out main result, Theorem 2, is concerned with p-randomness, and we plan to use the notion of p-porosity extensively in the proof of it, we need to characterize the notion of p-porosity in terms of success sets of polynomial time computable martingales. This subsection is devoted to this task.

- Remark. A closely related notion, p-genericity, has been studied extensively (see [3], [2]). $Z \in 2^{\omega}$ is said to be $p$-generic if it does not belong to the boundary of any polynomial time computable $\Sigma_{1}^{0}$ subset of $2^{\omega}$. Since every p-porosity point belongs to the boundary of some polynomial time computable $\Sigma_{1}^{0}$ set, p-genericy implies p-nonporosity. Moreover, it is known that p-randomness implies p-genericity (see [4]). Hence, p-randomness implies p-nonporosity.
- Definition 12. Let $\mu$ be a measure on $\mathbb{R}^{n}$ and let $\epsilon>0$. We say $x \in \mathbb{R}^{n}$ is an $\epsilon$-oscillation point of $\mu$ if for infinitely many $i \in \mathbb{N}$,

$$
\left|\frac{\partial_{2} \mu}{\partial_{2} \lambda}(x, i)-\frac{\partial_{2} \mu}{\partial_{2} \lambda}(x, i+1)\right| \geq \epsilon .
$$

We say $x \in \mathbb{R}^{n}$ is an oscillation point of $\mu$ if $x$ is an $\epsilon$-oscillation point of $\mu$ for some $\epsilon>0$.

Analogously, we say $X \in 2^{\omega}$ is an $\epsilon$-oscillation point of a martingale $M$ if for infinitely many $i \in \mathbb{N}$,

$$
\left|M\left(X \upharpoonright_{i}\right)-M\left(X \upharpoonright_{i+1}\right)\right| \geq \epsilon
$$

Let $M$ be a martingale and let $\epsilon>0$. By $\mathbf{O s c}(M, \epsilon)$ we denote the set of $\epsilon$-oscillation points of $M$. Finally, we let

$$
\mathbf{O s c}(M)=\bigcup_{\epsilon>0} \mathbf{O s c}(M, \epsilon) .
$$

- Definition 13. For $A, B \subseteq \mathbb{R}^{n}$ we say $A$ and $B$ are $\epsilon$-separated by $\mu$ if

$$
\left|\frac{\mu(A)}{\lambda(A)}-\frac{\mu(B)}{\lambda(B)}\right| \geq \epsilon .
$$

The following proposition provides a characterization of p-randomness in terms of $\epsilon$-oscillation points of polynomial time computable martingales.

- Proposition 14. Let $Z \in 2^{\omega}$. The following are equivalent:

1. $Z$ is p-random and
2. $Z \notin \boldsymbol{O s c}(M)$ for every bounded from above polynomial time computable martingale $M$.

Proof Sketch. The $(1) \Rightarrow(2)$ direction is a polynomial time version of the Doob martingale convergence theorem. A straightforward adaptation of the proof of Theorem 7.1.3 from [10] suffices.

For the $(2) \Rightarrow(1)$ direction, suppose $M$ is a polynomial time computable martingale succeeding on $Z \in 2^{\omega}$. We may assume $M$ has the saving property, that is $M(\sigma \nu) \geq M(\sigma)-1$ and $M(\sigma)>1$ for all $\sigma, \nu \in 2^{<\omega}$. (See the proof of the Proposition 5.3.8 in [10])

Our proof is a suitable modification of the construction found in the proof of Theorem 4.2 from [13]. There, given a computable martingale $M$ with the saving property, succeeding on $Z$, authors construct a computable martingale $B$ that diverges on $Z$ and for all $\sigma \in 2^{<\omega}$, $1 \leq B(\sigma) \leq 4$. It is easy to verify, that when $M$ is polynomial time computable, $B$ is polynomial time computable too. The construction turns the success of $M$ into oscillations of $B$. It does so by having $B$ alternating between two "phases": in the up phase $B$ adds the capital that $M$ risks, until $B(\sigma)$ reaches 3 , while in the down phase, $B$ subtracts the capital that $M$ risks, until $B(\sigma)$ reaches 2 . The required modification is following: the last bet of every up phase is a $1 / 4$-bet. It can be verified that for all $\sigma \in 2^{<\omega}, 1-1 / 4 \leq B(\sigma) \leq 4+1 / 4$ and $Z \in \mathbf{O s c}(B, 1 / 4)$.

- Definition 15. Let $M$ be a martingale. We define $\mathcal{E}_{\geq}(M)$ to be the set of those $X$ such that $M$ does not make any losses while betting on $X$. More formally,

$$
\mathcal{E}_{\geq}(M)=\left\{Z: \forall_{i} M\left(Z \upharpoonright_{i+1}\right) \geq M\left(Z \upharpoonright_{i}\right)\right\}
$$

The following proposition provides a characterization of p-porosity points in terms of martingales: p-porosity points are precisely those $X$ for which there exists a martingale computable in polynomial time that succeeds on $X$ without making any losses and places infinitely many $\epsilon$-bets in the process.

- Proposition 16. Let $Z \in 2^{\omega}$. The following two are equivalent:

1. $Z$ is a p-porosity point, and
2. $Z \in \boldsymbol{O s c}(M) \cap \mathcal{E}_{\geq}(M)$ for some computable in polynomial time martingale $M$.

Proof $1 \Rightarrow 2$. Let $A$ be a polynomial time computable $\Sigma_{1}^{0}$ set and let $p: 2^{<\omega} \rightarrow\{0,1\}$ be as in the Definition 10. Suppose $Z$ is a dyadic porosity point of $2^{\omega} \backslash A$. Let $s=\operatorname{por}_{2}\left(Z, 2^{\omega} \backslash A\right)$. We define a martingale $M$ in the following way. Let $M(\emptyset)=1$ (by $\emptyset$ we denote the empty string). For all strings $\sigma \in 2^{<\omega}$ with $l=|\sigma|=k(s+1)$ for some $k>1$, we let $M(\sigma)=M\left(\sigma \upharpoonright_{l-1}\right)$. Suppose $M(\sigma)$ has been defined, where $l=|\sigma|=k(s+1)$. If there is a string $\tau \succ \sigma$ of length $l+s$ such that $p(\tau)=1$, then let $M(\tau)=0$ and let $M\left(\sigma_{1}\right)=M(\sigma) \frac{2^{s}}{2^{s}-1}$ for all $\sigma_{1} \succ \sigma$ with $\sigma_{1} \neq \tau$ and $\left|\sigma_{1}\right|=s+l$. Otherwise, if such string $\tau$ does not exist, let $M\left(\sigma_{1}\right)=M(\sigma)$ for all $\sigma_{1} \succ \sigma$ with $\left|\sigma_{1}\right|<(k+1)(s+1)$. $M$ is clearly computable in polynomial time. Since $Z$ is a dyadic porosity point of $2^{\omega} \backslash A$, for infinitely many $i$, we have

$$
M\left(Z \upharpoonright_{i+s}\right)-M\left(Z \upharpoonright_{i}\right) \geq \frac{1}{2^{s}-1}
$$

It follows that $Z \in \mathbf{O s c}\left(M, \frac{1}{s\left(2^{s}-1\right)}\right) \cap \mathcal{E}_{\geq}(M)$.
Proof $2 \Rightarrow$ 1. Suppose $Z \in \operatorname{Osc}(M, \epsilon) \cap \mathcal{E}_{\geq}(M)$, where $M$ is a computable in polynomial time martingale and $\epsilon>0$. Let $s \in \mathbb{N}$ be such that $\epsilon>2^{-s}$. For every $\sigma \in 2^{<\omega}$ with $\sigma \neq \emptyset$, let $\bar{\sigma}$ denote the string obtained from $\sigma$ by flipping the last bit.

Define $p: 2^{<\omega} \rightarrow\{0,1\}$ by letting

- $p(\emptyset)=0$ and
- for all $\sigma \neq \emptyset$, if $\left(M(\sigma)-M\left(\sigma \upharpoonright_{|\sigma|-1}\right)\right)_{s}>0$, then $p(\bar{\sigma})=1$. Otherwise, let $p(\bar{\sigma})=0$.

Since $\left(M(\sigma)-M\left(\left.\sigma\right|_{|\sigma|-1}\right)\right)_{s}>0$ is decidable in polynomial time, $p$ is computable in polynomial time too. Hence the set $A=2^{\omega} \backslash \bigcup_{p(\sigma)=1}[\sigma]$ is polynomial time computable. For infinitely many $i$, we have $M\left(Z \upharpoonright_{i+1}\right)-M\left(Z \upharpoonright_{i}\right)>2^{-s}$ and hence $p\left(\overline{Z \upharpoonright_{i+1}}\right)=1$. It follows that $Z$ is a dyadic porosity point of $A$.

## 4 Polynomial-time Rademacher's theorem

### 4.1 Overview of the proof

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a Lipschitz function. Let us denote by $N(f)$ the set of points where $f$ is not differentiable. Classical Rademacher's theorem asserts that it is a Lebesgue nullset. This can be proven in two steps.

1. Firstly, fix a countable set of unit vectors $V \subset \mathbb{R}^{n}$. Let $N(V, f) \subset \mathbb{R}^{n}$ denote the set where $D_{v} f(x)$ does not exist for at least one $v \in V$. A.e. differentiability of real-valued Lipschitz functions of one variable in conjunction with Fubini's theorem implies that this set is a Lebesgue nullset.
2. Secondly, consider the set $N(f) \backslash N(V, f)$. It can be proven that this set is $\sigma$-porous provided $V$ is not empty (for example, see Theorem 3.1 in [5] and Theorem 2 in [21]). This concludes the proof, since $\sigma$-porous sets are Lebesgue nullsets.

Our proof of Theorem 2 follows a similar path. Firstly, let $V_{p}$ be the set of polynomial time computable unit vectors in $\mathbb{R}^{n}$. Suppose $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a polynomial time computable Lipschitz function. We need to show that $N(f)$ contains no p-random elements. Just like in the classical case outlined above, we show this by splitting $N(f)$ in two parts - $N(f) \backslash N\left(V_{p}, f\right)$ and $N\left(V_{p}, f\right)$ - and then showing that neither of them contains a p-random element.

The proof has three nontrivial and relatively self-contained parts:

- Firstly, we show a result of independent interest. In the subsection 4.2 we prove that p-randomness in $\mathbb{R}^{n}$ is invariant under linear isometries computable in polynomial time.

It is worth mentioning that the one-dimensional version of this result follows from results in [12]. Higher dimensional result in this paper, requires, however, quite a different approach.

- Then, we show that p-randomness of $z$ is sufficient for existence of partial derivatives of $f$ at $z$. This is an adaptation of the one-dimensional proof from [19]. Existence of directional derivatives $D_{v} f(z)$ where $v \in V_{p}$ follows the preservation property mentioned in the previous point. This concludes the proof that $N\left(V_{p}, f\right)$ contains no p-random elements.
- Finally, we demonstrate that $N(f) \backslash N\left(V_{p}, f\right)$ contain no p-random points. This is accomplished by a careful analysis of structural properties of $N(f) \backslash N\left(V_{p}, f\right)$ and showing that binary expansions of elements of this set are p-porosity points.

Due to size limitations, this paper contains the full proof of the first part only (bar the proof of the technical lemma from the Section 4.2.2).

### 4.2 Invariance of p-randomness under linear isometries computable in polynomial time

In this subsection we will use the following notational convention.

- Notation 17. Let $\mu$ be a measure on $\mathbb{R}^{n}$, and let $\Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a linear isometry. By $\mu_{\Omega}$ we denote the measure defined by $\mu_{\Omega}(A)=\mu(\Omega(A))$ for all Borel $A$.

If $M$ is a martingale corresponding to $\mu$, by $M_{\Omega}$ we denote the martingale corresponding to $\mu_{\Omega}$.

The main result of this subsection is that p-randomness is invariant under polynomial time computable linear isometries. Let us examine how an analogous result can be shown for computable randomness. Suppose $z \in \mathbb{R}^{n}$ be not computably random and let $\Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a computable linear isometry. We want to show that $\Omega^{-1}(z)$ is not computably random. Let $M$ be a bounded computable martingale diverging on $Z$ (where $z=0 . Z$ ) and let $\mu$ be a corresponding measure on $\mathbb{R}^{n}$. Define $y=\Omega^{-1}(z)$ and let $Y$ be the binary expansion of $y$. Observe that $M_{\Omega}$ is also a bounded computable martingale. There are two possibilities:
(A) Either $M_{\Omega}$ diverges on $Y$, in which case $Y$ is not computably random, or
(B) $M_{\Omega}$ converges on $Y$ and then $y$ belongs to the set

$$
A=\left\{x: \frac{\partial_{2} \mu_{\Omega}}{\partial_{2} \lambda}(x) \text { exists and } \frac{\partial_{\Omega} \mu_{\Omega}}{\partial_{\Omega} \lambda}(x) \text { does not exist }\right\} .
$$

In this case it is possible to show that $y$ is a porosity point of some subset of $A$ and use this information to conclude that $y$ is not computably random.

A similar argument can be made about p-randomness. However, there are two additional obstacles. Firstly, it is not clear what (additional) conditions on $M$ and $\Omega$ ensure that $M_{\Omega}$ is polynomial time computable. Secondly, the porosity mentioned in (B) would have to be replaced with p-porosity. A significant portion of this section is dedicated to address those two problems. The plan is following:

- In the Subsection 4.2.1 we show that $\epsilon$-oscillation points of $M_{\Omega}$ are not p-random, even if it is not known whether $M_{\Omega}$ is computable in polynomial time;
- In the Subsection 4.2.2 we prove a technical lemma related to linear transformations and $\epsilon$-oscillation;
- Finally, in the Subsection 4.2 .3 we combine those ideas to prove our main invariance theorem.


### 4.2.1 Betting on $\boldsymbol{\epsilon}$-oscillation points of $M_{\Omega}$

- Lemma 18. Let $A, B \subseteq \mathbb{R}^{n}$ be Borel with $A \subseteq B$ and $\lambda(B)>0$. Let $\mu$ be a measure on $\mathbb{R}^{n}$ such that for some $k \in \mathbb{N}, \mu(C) \leq k \lambda(C)$ for all $C$. Suppose $\frac{\lambda(B \backslash A)}{\lambda(A)} \leq \epsilon$ for some $\epsilon \in \mathbb{R}$. Then

$$
\left|\frac{\mu(B)}{\lambda(B)}-\frac{\mu(A)}{\lambda(A)}\right| \leq 2 k \cdot \epsilon
$$

Proof.

$$
\begin{aligned}
\left|\frac{\mu(B)}{\lambda(B)}-\frac{\mu(A)}{\lambda(A)}\right| & =\left|\frac{\mu(B) \lambda(A)-\mu(B) \lambda(B)+\mu(B \backslash A) \lambda(B)}{\lambda(B) \lambda(A)}\right| \\
& =\left|\frac{\mu(B)}{\lambda(B)} \frac{\lambda(B)-\lambda(A)}{\lambda(A)}+\frac{\mu(B \backslash A)}{\lambda(A)}\right| \\
& \leq 2 k \cdot \epsilon .
\end{aligned}
$$

Lemma 19 (Approximation lemma). Let $M$ be a computable in polynomial time martingale bounded above by some $k \in \mathbb{N}$. Let $\mu$ be a corresponding measure on $\mathbb{R}^{n}$. Let $\Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a computable in polynomial time linear isometry. Fix $s \in \mathbb{N}$. There exists function $M_{\Omega, s}: 2^{<\omega} \rightarrow \mathbb{R}$ computable in polynomial time such that for all $\sigma$

$$
\left|M_{\Omega, s}(\sigma)-M_{\Omega}(\sigma)\right| \leq 2^{-s}
$$

Proof. This is a consequence of Lemma 18. For a given $\sigma$, we can find in polynomial time a finite collection of dyadic basic cubes $\left(D(\sigma)_{i}\right)_{i \in \mathbb{N}}$ such that

$$
\frac{\lambda\left(\Omega\left([\sigma]_{n}\right) \backslash \bigcup_{i} D(\sigma)_{i}\right)}{\lambda\left(\bigcup_{i} D(\sigma)_{i}\right)} \leq \frac{2^{-s-1}}{k}
$$

so that

$$
\left|\frac{\mu\left(\Omega\left([\sigma]_{n}\right)\right)}{\lambda\left(\Omega\left([\sigma]_{n}\right)\right)}-\frac{\mu\left(\bigcup_{i} D(\sigma)_{i}\right)}{\lambda\left(\bigcup_{i} D(\sigma)_{i}\right)}\right| \leq 2^{-s}
$$

Define $M_{\Omega, s}(\sigma)=\frac{\mu\left(\bigcup_{i} D(\sigma)_{i}\right)}{\lambda\left(\bigcup_{i} D(\sigma)_{i}\right)}$. This function is computable in polynomial time and the following holds for every $\sigma$ :

$$
\left|M_{\Omega}(\sigma)-M_{\Omega, s}(\sigma)\right|=\left|\frac{\mu\left(\Omega\left([\sigma]_{n}\right)\right)}{\lambda\left(\Omega\left([\sigma]_{n}\right)\right)}-\frac{\mu\left(\bigcup_{i} D(\sigma)_{i}\right)}{\lambda\left(\bigcup_{i} D(\sigma)_{i}\right)}\right| \leq 2^{-s}
$$

Lemma 20. Let $M$ be a polynomial time computable martingale bounded above by some $k \in \mathbb{N}$ and let $\Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a polynomial time computable linear isometry. For every $\epsilon>0$, there exists a polynomial time computable martingale $H_{\epsilon}$ such that every $\epsilon$-oscillation point of $M_{\Omega}$ is an $\epsilon / 2-$ oscillation point of $H_{\epsilon}$.

Proof. Let $s$ be such that $2^{-s+1}<\epsilon$. By Lemma 19, there exists a polynomial time computable function $M_{\Omega, s}$ such that for all $\sigma$

$$
\left|M_{\Omega, s}(\sigma)-M_{\Omega}(\sigma)\right| \leq 2^{-s}
$$

We define $H_{\epsilon}$ as following. We let $H_{\epsilon}(\emptyset)=M_{\Omega, s}(\emptyset)$. For any $\sigma$, suppose $H_{\epsilon}(\sigma)$ has been defined. We define $\alpha(\sigma)=H_{\epsilon}(\sigma)-\frac{1}{2}\left(M_{\Omega, s}(\sigma 0)+M_{\Omega, s}(\sigma 1)\right)$ and we let

$$
H_{\epsilon}(\sigma 0)=M_{\Omega, s}(\sigma 0)+\alpha(\sigma), \text { and } H_{\epsilon}(\sigma 1)=M_{\Omega, s}(\sigma 1)+\alpha(\sigma)
$$

It is easy to verify that $H_{\epsilon}$ is a polynomial time computable martingale. Now suppose $\left|M_{\Omega}(\sigma)-M_{\Omega}(\sigma 1)\right| \geq \epsilon$. We have

$$
\left|H_{\epsilon}(\sigma)-H_{\epsilon}(\sigma 1)\right|=\frac{1}{2}\left|M_{\Omega, s}(\sigma 1)-M_{\Omega, s}(\sigma 0)\right| \geq \frac{1}{2}\left(2 \epsilon-2^{-s+1}\right)>\epsilon / 2
$$

The case when $\left|M_{\Omega}(\sigma)-M_{\Omega}(\sigma 0)\right| \geq \epsilon$ is handled analogously.

### 4.2.2 A technical lemma

Let $M$ be a martingale computable in polynomial time, bounded from above, and let $\mu$ be a corresponding measure on $\mathbb{R}^{n}$. Suppose $y \in \mathbb{R}^{n}$ is an $\epsilon$-oscillation point of $\mu$. It can be easily shown that for any $k>0$ and for infinitely many $i, \mathcal{D}^{n}(y, i)$ contains two dyadic cubes from $\mathcal{D}^{n}(i+k)$, that are $\epsilon-$ separated by $\mu$.

Now consider a linear isometry $\Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. Suppose that for some $k>0, \epsilon>0$ and for infinitely many $i, D=\mathcal{D}^{n}(y, i)$ contains two cubes $D_{1}, D_{2} \in \mathcal{D}_{\Omega}(i+k)$, that are $\epsilon$-separated by $\mu$. In general, this does not imply that $y$ is an oscillation point of $\mu$. However, the following technical lemma shows that if $y$ is not an oscillation point of $\mu$, then it is a p-porosity point.

- Lemma 21. Let $M$ be a martingale computable in polynomial time, bounded from above. Let $\mu$ be a corresponding measure on $\mathbb{R}^{n}$. Let $\Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a linear isometry. Let $y \in \mathbb{R}^{n}$ with $Y \in 2^{\omega}$ being its binary expansion. Suppose that for some $k>0, \epsilon>0$ and for infinitely many $i, D=\mathcal{D}^{n}(y, i)$ contains two cubes $D_{1}, D_{2} \in \mathcal{D}_{\Omega}(i+k)$, that are $\epsilon$-separated by $\mu$. If $y$ is not an oscillation point of $\mu$, then $Y$ is a p-porosity point.


### 4.2.3 Invariance theorems

- Theorem 22. Let $z \in[0,1]^{n}$ and let $r \in \mathbb{R}$ be a polynomial time computable real. Suppose $z$ is not $p$-random. Then $z+r e_{i}$ is not $p$-random for any $1 \leq i \leq n$.

Proof. Since we are only interested in the question whether $z+r e_{i}$ is p-random or not, we may assume that $z$ and $r$ are such that $z+r e_{i} \in[0,1]^{n}$.

Without loss of generality we may assume that every component of $z$ is p-random and $n>1$ (otherwise, the required result follows from preservation properties proven in [12]). Fix $i \in \mathbb{N}$ with $1 \leq i \leq n$ and define $\Phi, \Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ by $\Omega(x)=x-r e_{i}$ and $\Phi=\Omega^{-1}$. Let $y=\Phi(z)$. Let $Z$ be the binary expansion of $z$ and let $Y$ be the binary expansion of $y$. Let $M$ be the polynomial time computable martingale $M$ from the (sketch of the )proof of the Proposition 14 such that $Z$ is an $\epsilon$-oscillation point of $M$ for some $\epsilon>0$. M makes an infinite number of $\epsilon$ bets along $Z$. However, we need a modified version of $M$ (which we also call $M$ ). First, let us introduce some notation. Let $\mu$ denote the measure corresponding to $M$. For every $\sigma \in 2^{<\omega}$ with $[\sigma]_{n} \in \mathcal{D}(j)$, let $D^{1}(\sigma), D^{2}(\sigma) \in \mathcal{D}_{\Omega}(j)$ be such that $[\sigma]_{n} \subseteq D^{1}(\sigma) \cup D^{2}(\sigma)$. $D^{1}(\sigma)$ and $D^{2}(\sigma)$ are not necessarily unique, but that does not matter. Our martingale $M$, instead of making an $\epsilon$ bet, waits until its input $\sigma$ is such that $\frac{\lambda\left([\sigma]_{n} \cap D^{1}(\sigma)\right)}{\lambda\left([\sigma]_{n}\right)} \geq 1 / 3$ and $\frac{\lambda\left([\sigma]_{n} \cap D^{2}(\sigma)\right)}{\lambda\left([\sigma]_{n}\right)} \geq 1 / 3$ (this will occur sooner or later since all components of $z$ are p-random). Once such input $\sigma$ is found (with $[\sigma]_{n} \in \mathcal{D}(j)$ for some $j$ ), $M$ places two $\epsilon / 2$ bets on $\tau_{1}, \tau_{2} \succ \sigma$ such that $\left[\tau_{1}\right]_{n},\left[\tau_{2}\right]_{n} \in \mathcal{D}(j+2),\left[\tau_{1}\right]_{n} \subseteq[\sigma]_{n} \cap D^{1}(\sigma)$ and $\left[\tau_{2}\right]_{n} \subseteq[\sigma]_{n} \cap D^{2}(\sigma)$.

What is important in this construction is that for infinitely many $i$, both $D^{1}\left(Z \upharpoonright_{i}\right)$ and $D^{2}\left(Z \upharpoonright_{i}\right)$ contain two elements of $\mathcal{D}(i+2)$ that are $\epsilon / 2$-separated by $\mu$ and either $y \in \Phi\left(D^{1}\left(Z \upharpoonright_{i}\right)\right)$ or $y \in \Phi\left(D^{2}\left(Z \upharpoonright_{i}\right)\right)$.


Figure 1 A particular betting pattern employed in the proof of the Theorem 22.

Clearly $M$ is computable in polynomial time and $Z$ is an $\epsilon / 2-$ oscillation point of $M$.
Consider the martingale $M_{\Omega}$. By the Lemma 21, either $Y \in \operatorname{Osc}\left(M_{\Omega}\right)$ or $Y$ is a p-porosity point. In both cases $Y$ is not p-random.

- Remark. There is an important implication of the above theorem. In those cases where we are only concerned whether some $x \in \mathbb{R}^{n}$ is p-random or not, we can always use the $1 / 3$-shift trick freely. That is, since for every $i, x+1 / 3 e_{i}$ is p-random iff $x$ is p-random, instead of $x$ we can always consider a suitable shift of $x$. This will be used below, in the proof of our main result of this subsection.
- Theorem 23. Let $\Omega: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a polynomial time computable linear isometry. Let $z \in[0,1]^{n} . z$ is $p$-random iff $\Omega(z)$ is $p$-random.

Proof. Since $\Omega^{-1}$ is polynomial time computable linear isometry as well, it is only required to show that if $z$ is not p-random, then $\Omega^{-1}(z)$ is not p-random either. Again, we may assume $\Omega^{-1}(z) \in[0,1]^{n}$.

Let $Z$ be the binary expansion of $z$. Let $M$ be a bounded polynomial time computable martingale such that $Z$ is an $\epsilon$-oscillation point of $M$ for some $\epsilon>0$. Define $\Phi=\Omega^{-1}$, let $y=\Phi(z)$ and let $Y$ be the binary expansion of $y$.

Consider the martingale $M_{\Omega}$ and its corresponding measure $\mu_{\Omega}$. If $y$ is an oscillation point of $\mu_{\Omega}, Y$ is not p-random. Suppose $y$ is not an oscillation point of $\mu_{\Omega}$.

There are infinitely many $j$, such that $\mathcal{D}_{\Phi}(j, y)$ and $\mathcal{D}_{\Phi}(j+1, y)$ are $\epsilon$-separated by $\mu_{\Omega}$. By the $1 / 3$-shift trick and by Theorem 22 , we may assume that for infinitely many such $j^{\prime}$ s, $\mathcal{D}_{\Phi}(j, y)$ is contained in $\mathcal{D}^{n}(y, j-\hat{p})$ for some fixed $\hat{p}$. In that case, by the Lemma $21, Y$ is a p-porosity point and hence not p-random.

### 4.3 Existence of directional derivatives

To prove our main result about directional derivatives, we need the following proposition:

- Proposition 24. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a polynomial time computable Lipschitz function. If $z \in \mathbb{R}^{n}$ is p-random, then $D_{n} f(z)$ exists.
- Remark. The proof of the above proposition is a generalization of the proof of the $\Rightarrow$ direction of the Theorem 4 in [19]. The most technically challenging part required by the proof is the $\Leftarrow$ part of van Lambalgen's theorem for p-randomness. That is, we had to show that if there is an oracle martingale computable in polynomial time diverging on $A$ while having an oracle access to $B$, then there is a martingale computable in polynomial time succeeding on $A \oplus_{n} B$.
- Theorem 25. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a Lipschitz function computable in polynomial time. Let $u \in V_{p}$ and let $x \in \mathbb{R}^{n}$ be p-random.

The directional derivative $D_{u} f(x)$ exists.
Proof. Let $\Theta: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a change of basis map, such that $\Theta\left(e_{1}\right)=u$. We may assume it is computable in polynomial time. Define $z=\Theta^{-1}(x)$. By the Theorem 23, $z$ is p-random too.

Define $g=f \circ \Theta . g$ is a Lipschitz function computable in polynomial time. Then $D_{u} f(x)=D_{1} g(z)$ and we know that $D_{1} g(z)$ exists.

### 4.4 Linearity of directional derivatives

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a Lipschitz function computable in polynomial time. Recall that $N(f) \backslash N\left(V_{p}, f\right)$ is the set of points $x \in \mathbb{R}^{n}$ such that $D_{v} f(x)$ exists for all unit vectors $v$ computable in polynomial time but $f$ is not differentiable at $x$.

Let $u, v \in \mathbb{R}^{n}$. Define $D(f, u, v) \subseteq \mathbb{R}^{n}$ as the set of such $x$ that $D_{u} f(x), D_{v} f(x)$ and $D_{u+v} f(x)$ exist, but

$$
D_{u} f(x)+D_{v} f(x) \neq D_{u+v} f(x)
$$

Since $f$ is Lipschitz and $V_{p}$ is dense in the set of unit vectors, it is known that

$$
N(f) \backslash N\left(V_{p}, f\right)=\bigcup_{u, v \in V_{p}} D(f, u, v) .
$$

The following proposition is the last bit required to prove the Theorem 2:

- Proposition 26. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a Lipschitz function computable in polynomial time. Let $x \in \mathbb{R}^{n}$ with $X \in 2^{\omega}$ being its binary expansion. If $x \in N(f) \backslash N\left(V_{p}, f\right)$, then $X$ is a p-porosity point.
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