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Abstract
We initiate the study of finding the Jaccard center of a given collection N of sets. For two
sets X,Y , the Jaccard index is defined as |X ∩ Y |/|X ∪ Y | and the corresponding distance is
1− |X ∩Y |/|X ∪Y |. The Jaccard center is a set C minimizing the maximum distance to any set
of N .

We show that the problem is NP-hard to solve exactly, and that it admits a PTAS while no
FPTAS can exist unless P = NP . Furthermore, we show that the problem is fixed parameter
tractable in the maximum Hamming norm between Jaccard center and any input set. Our
algorithms are based on a compression technique similar in spirit to coresets for the Euclidean
1-center problem.

In addition, we also show that, contrary to the previously studied median problem by
Chierichetti et al. (SODA 2010), the continuous version of the Jaccard center problem admits a
simple polynomial time algorithm.
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1 Introduction

The Jaccard index is a widely used similarity measure on item sets. Given two sets X and Y
over a base set U , the similarity is defined as J(X,Y ) = |X ∩ Y |/|X ∪ Y | and the distance is
D(X,Y ) = 1− J(X,Y ) = |X 4 Y |/|X ∪ Y |, where X 4 Y denotes the symmetric difference
of X and Y . In this paper we study the problem of finding the center of a given set of item
sets under the Jaccard distance, i.e. for a given collection of sets N = {X1, . . . , Xn} finding
a set C ⊂ U such that max

X∈N
D(X,C) is minimized.

The Jaccard index is arguably the oldest [25] and best known similarity measure on
binary data. It has found a wide range of applications such as plagiarism detection [7],
association rule mining [12], collaborative filtering [13], web compression [9], biogeographical
analysis [34], and chemical similarity searching [39]. Most theoretical computer science
research dealing with the Jaccard index focuses on hashing algorithms for nearest neighbor
problems, which was pioneered by Broder [6], though a number of publications also deal with
clustering tasks on the Jaccard metric, see, for instance, Guha et al [22]. Previous research
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23:2 On Finding the Jaccard Center

most closely related to this paper addresses the Jaccard median problem, i.e. finding an item
set that minimizes the sum of Jaccard distances, see [35, 37].Only recently did Chierichetti
et al. [10] show that the Jaccard median problem is NP-hard but also admits a PTAS.

From a more general perspective, the task of finding a single center in a metric space has
been studied in various forms dating back to the 19th century [36]. In constant Euclidean
space, linear time algorithms exist [30, 38]. In higher dimensions, approximate algorithms
based on (weak) coresets have been proposed [3, 4, 11, 26, 40]. Hardness for the 1-center
problem in certain finite metrics have been established, including permutation metrics such
as Kendall tau and Cayley distances [2, 5, 33], the edit distance on strings [14, 32], and the
Hamming metric on strings [16, 27]. The latter problem, also known as the closest string
problem, is one of the most widely studied center problems in computer science with numerous
results on fixed parameter algorithms [15, 21, 29] and approximation algorithms [18, 27, 28].
The more general k-center problem admits a tight 2-approximation in any metric space [19, 23],
though some improvements are possible in restricted metrics such as Euclidean space [4].

Our Contribution

We show that the problem is NP-hard to solve exactly, even when the input item sets have
cardinality 2. Since the Jaccard distance is a metric, any input point is a trivial 2-approximate
solution, and it is easy to see that this bound is tight. We propose two algorithms for the
problem. The first algorithm is a PTAS with running time |N |O(ε−6)|U |2. The second one is
an FPT algorithm with parameter k = maxX∈N |X 4 C|, i.e. the maximum Hamming norm
of input points and Jaccard center C and running time 2O(k3) · |N | · |U |3. As a consequence
of our hardness result, we show that under the exponential time hypothesis [24] no FPT
algorithm with parameter k and running time 2o(k) and no PTAS with running time 2o(

√
1/ε)

can exist.
Lastly, we also briefly remark on the continuous version of the problem. Here the input

points are non-negative d-dimensional real vectors and Jc(X,Y ) =
∑d

i=1
min(Xi,Yi)∑d

i=1
max(Xi,Yi)

. While

the Jaccard median problem remains NP-hard for the continuous setting [10, 35], the center
problem becomes solvable in polynomial time.

Our Techniques

Our algorithms are based on the existence of a small subset of input points we call core-covers.
Informally, the union of items of all sets in the core-cover contains the (majority of) items of
some optimal center C. Specifically, the intersection of the union of items with C yields an
α-approximate solution. An anchored core-cover further restricts the possible solutions by
always containing the items in the intersection of all sets of the core-cover. Crucially, we
show that the size of an appropriate (anchored) core-cover is independent of the input when
aiming for a (1 + ε)-approximation, and dependent only on the parameter k in the context
of the FPT algorithm.

In an approximate variant, a core-cover is similar to but weaker than a weak coreset
for the Euclidean minimum enclosing ball problem, which requires that the expansion of
the minimum enclosing ball computed on the coreset by an (1 + ε)-factor contains the
entire point set. The existence of constant size weak coresets has been widely studied and
utilized [3, 4, 11, 26, 40]. Though the Jaccard distance can be isometrically embedded into
(high dimensional) squared Euclidean space, see Gower and Legendre [20], the weak coreset
results do not seem to be applicable to the constrained set of solutions corresponding to
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embedded item sets. Stronger coreset guarantees extending to arbitrary centers require an
exponential dependency on the dimension [1] and therefore also do not seem to be feasible
for our purposes.

For the PTAS, we proceed as follows. It turns out that a natural LP relaxation can be
efficiently rounded for a large fraction of inputs, namely when for all input sets X ∈ N , we
have OPT · |X| ∈ Ω(logn/ε2), where OPT denotes the objective value of the optimum center.
If the LP cannot be efficiently rounded, the symmetric difference between any two input
sets as well as the optimum set is bounded by O(logn/ε4). A QPTAS now immediately
follows by choosing an arbitrary set X, iterating over all subsets S of the base set U with
|S| ∈ O(logn/ε4), and determining the best solution among all candidate centers X 4 S. If
we choose multiple sets X1, . . . , Xm then the number of candidate subsets S will be reduced.
In fact, if X1, . . . , Xm is an anchored core-cover then the dependency on the size of the base
set |U | can be replaced by some constant depending only on m and ε. Since there exist
anchored core-covers of size O(1/ε), we obtain a polynomial running time for any fixed ε.

For the FPT-algorithm, the main technical difficulties are to show (1) that the size of
an appropriate core-cover can be bounded in terms of the parameter k and (2) that we can
efficiently construct an anchored core-cover. As was the case for the PTAS, for a given
preliminary anchored core-cover M , we can compute an induced optimum via complete
enumeration. If the induced optimum has distance at most OPT to all sets X ∈ N , we
are done. Otherwise, any set violating this bound can be added to M . The improvement
rate of each added set matches the non-constructive bounds used to show the existence of
core-covers, ensuring that the algorithm terminates quickly.

2 Preliminaries

Let U = {u1, . . . ud} be a base set containing d elements and let N ⊂ P(U) be a collection of
n subsets of U . Denote the symmetric difference of two sets by X 4 Y = (X \ Y ) ∪ (Y \X).

I Definition 1 (Binary Jaccard Measures). Given X,Y ⊆ U , the Jaccard similarity is defined
as

J(X,Y ) =
{
|X∩Y |
|X∪Y | if X ∪ Y 6= ∅
1 if X ∪ Y = ∅,

and the Jaccard distance is defined as D(X,Y ) = 1− J(X,Y ).

It is convenient to refer to specific elements of a set X by the characteristic vector X ∈ {0, 1}d

where Xi = 1 if ui ∈ X and Xi = 0 otherwise. The extension of the Jaccard measure to
vectors with non-negative but otherwise arbitrary entries is as follows.

I Definition 2 (Continuous Jaccard Measures). Given two d dimensional vectors X,Y with
non-negative real entries, the continuous Jaccard similarity is defined as

Jc(X,Y ) =


∑d

i=1
min(Xi,Yi)∑d

i=1
max(Xi,Yi)

if
∑n

i=1 max(Xi, Yi) > 0

1 if
∑d

i=1 max(Xi, Yi) = 0,

and the continuous Jaccard distance is defined as Dc(X,Y ) = 1− Jc(X,Y ).

In both cases the Jaccard distance is a metric. We say that the Jaccard center of a
collection N is the set C ⊆ U (resp. a non-negative real vector C ∈ Rn

≥0 for the continuous
case) such that max

X∈N
D(X,C) is minimized. Throughout this paper we denote by OPT the

ICALP 2017



23:4 On Finding the Jaccard Center

value of min
C⊆U

max
X∈N

D(X,C). We always assume ∅ /∈ N , i.e. the empty set is not part of the

input, as otherwise ∅ is a trivial optimal solution with maximum distance 1 if there exists at
least one further set in N , and maximum distance 0 if N = {∅}. Lastly, we will frequently
use the following easily verifiable facts throughout the paper.

I Fact 3. Let X,Y ⊆ U be two item sets. Then the following statements hold:
|X ∩ Y | = (1−D(X,Y )) · |X ∪ Y |,
|X| ≥ (1−D(X,Y )) · |Y |,
|X \ Y | ≤ D(X,Y ) · |X|.

3 Hardness of Binary Jaccard Center

We reduce the problem of finding the optimum Jaccard center from vertex cover defined as
follows.

I Definition 4. Given a graph G(V,E), a vertex cover is a set K ⊂ V such that e ∩K 6= ∅
for any e ∈ E. The minimum vertex cover is the vertex cover of smallest cardinality.

It is well known that computing the minimum vertex cover is NP-hard [17]. We will use
instances with a minor constraint added for technical reasons. The minimum vertex cover
will always have cardinality at most |V |2 − 2. It is easy to see that this does not affect the
hardness of the vertex cover problem, for instance by adding an isolated star with one central
node and |V |+ 5 remaining nodes.

I Theorem 5. Computing the optimum Jaccard center is NP-hard even if every X ∈ N has
cardinality at most 2.

Proof. Let K be a minimum vertex cover of cardinality at most |V |2 − 2 in a graph G(V,E)
with no isolated nodes. Consider now the instance of the Jaccard center problem where the
input item sets are E, the base set is V , and the center is some subset of V . We claim that
a collection of vertexes C is an optimum Jaccard center if and only if C is a minimum vertex
cover.

For every collection of vertices C and any edge e ∈ E, we have the following three cases:

D(e, C) =


1 if |C ∩ e| = 0
|C|
|C|+1 if |C ∩ e| = 1
|C|−2
|C| if |C ∩ e| = 2.

Note that the distance for some edge is 1 if and only if C is not a vertex cover. Note also that
|C|
|C|+1 >

|C|−2
|C| , i.e. if C 6= V then max

e∈E
D(e, C) = |C|

|C|+1 . Now for any collection of vertices
C that is a vertex cover with |C| > |K|, we have two cases. If C 6= V , then

max
e∈E

D(e, C) = |C|
|C|+ 1 ≥

|K|+ 1
|K|+ 2 >

|K|
|K|+ 1 = max

e∈E
D(e,K).

If C = V , then

max
e∈E

D(e, V ) = |V | − 2
|V |

=
|V |
2 − 1
|V |
2

≥ |K|+ 1
|K|+ 2 >

|K|
|K|+ 1 = max

e∈E
D(e,K). J

I Corollary 6. There exists no FPTAS for the binary Jaccard center problem unless P=NP.
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Proof. Two non-equal distances are at least apart by 1
d2 . If an FPTAS were to exist, we

could compute determine a (1 + 1
d2 ) approximation in polynomial time. This approximation

however would coincide with the optimal solution. J

Assuming the exponential time hypothesis (ETH), we can give stronger time bounds for
PTAS and FPT. ETH, formulated by Impagliazzio, Paturi and Zane [24] assumes that there
exists some positive real number s such that 3-SAT with n variables and m clauses cannot
be decided in time 2s·n(n+m)O(1).

I Corollary 7. Let N be a collection of subsets over a base set U and let C ⊂ U be the optimal
Jaccard center. Assuming ETH, no FPT algorithm with parameter k = maxX∈N |C 4X|,
can run in time 2o(k)poly(N, d). Further, no PTAS for the Jaccard Center problem can run
in time 2o(

√
1/ε)poly(N, d).

Proof. Under ETH, no FPT algorithm for vertex cover with parameter |K|, the minimal
size of the vertex cover, can run in time 2o(|K|)poly(N), see Cai and Juedes [8]. Since
k = maxX∈N |C 4 X| ∈ Θ(|K|), the first claim follows. For the second claim, recall any
PTAS approximating the Jaccard center problem beyond a factor of (1 + 1

d2 ) recovers the
optimal solution. J

4 Core-Covers

Our algorithms are based on the existence of a small collection M of input sets such that
a high-quality center can be extracted from M . Informally, the items of an optimal center
are well represented by the items of the sets contained in M . The construction is somewhat
inspired by coresets for the Euclidean minimum enclosing ball problem, albeit with a weaker
guarantee.

I Definition 8 (Core-Covers). Let N be a collection of subsets of a base set U , let OPT be
the maximum distance of an optimal Jaccard center to any subset in N , and let α ≥ 1 be a
parameter. A collection M ⊆ N is called an α-core-cover if there exists an optimal center C
with

max
X∈N

D

(
X,

( ⋃
X∈M

X

)
∩ C

)
≤ α ·OPT.

A collection M ⊆ N with AM =
⋂

X∈M

X and OM =
⋃

X,Y ∈M

X 4 Y is called an anchored

α-core-cover if there exists an optimal center C with

max
X∈N

D(X,AM ∪ (OM ∩ C)) ≤ α ·OPT.

We are especially interested in the size of core-covers with α = 1 or α = 1+ε. Core-covers
are useful when the supports, i.e. the sets X are small, in which case we can find the solution
by enumerating over all possible subsets of

⋃
X∈M X. Anchored core-covers are more useful

if the supports are large while the optimum value is small. For the remainder of this section,
we will give (non-constructive) upper and lower bounds on the number of points required to
satisfy both guarantees. Our proofs are essentially based on the following observation.

I Observation 1. For any three sets C,K,X ⊆ U

D(X,K) ≤ D(X,K ∩ C) + |K \ C| − 2|(X ∩K) \ C)|
|X ∪K|

.

ICALP 2017



23:6 On Finding the Jaccard Center

Proof.

D(X,K) = |X 4K|
|X ∪K|

= |X 4 (K ∩ C)|+ |K \ C \X| − |X ∩ (K \ C)|
|X ∪ (K ∩ C)|+ |K \ C \X|

≤ |X 4 (K ∩ C)|
|X ∪ (K ∩ C)| + |K \ C \X| − |X ∩ (K \ C)|

|X ∪K|

= D(X,K ∩ C) + |K \ C| − 2|X ∩ (K \ C)|
|X ∪K|

J

If X is an arbitrary input point, K is our possible solution, and C is an optimal center,
this observation implies that it is sufficient to show that D(X,K∩C) is a good approximation
to D(X,C) and |K\C|−2|(X∩K)\C)|

|X∪K| is small or negative.

I Lemma 9. For any collection of subsets N , there exists an α-core-cover M of size d1/εe+1
if α = 1 + ε with ε > 0 and min

{
log(OPT·|C|)
log(2−OPT) + 1, |C|

}
if α = 1.

Proof. We show the existence of the collection M by proving that we can iteratively add a
set to M such that either K is already a good approximate solution or the added set contains
many elements from C \K. Thus, finally we either have C covered by

⋃
X∈M X or no set

violates the approximation guarantee. Let M (0) = {X} for an arbitrary X ∈ N . We denote
by K(i) = C ∩

(⋃
X∈M(i) X

)
our solution after the i-th iteration. Note that due to Fact 3,

we can assume |C \K(i)| ≤ OPT · |C| as M (i) is non-empty. In the following derivations,
we assume that α · OPT < 1, which is always the case for α = 1 and always the case for
α = 1 + ε and OPT ≤ 1

1+ε . The latter assumption is justified by observing that otherwise
any single input point already satisfies the (1 + ε)-core-cover guarantee.

Let X ∈ N be a set such that D
(
X,K(i)) > α ·OPT. Then

|X ∩ (C \K(i))| K(i)⊆C= |X ∩ C| − |X ∩K(i)|
≥ (1−OPT) · |X ∪ C| − (1−D(X,K(i))) · |X ∪K(i)|
> (1−OPT) · |X ∪ C| −

(1− α ·OPT) · (|X ∪ C| − |C \K(i)|+ |X ∩ (C \K(i))|)
≥ (α− 1) ·OPT · |C|+

(1− α ·OPT) · (|C \K(i)| − |X ∩ (C \K(i))|)

For for α = 1 + ε, we have the lower bound |X ∩ (C \ K(i))| ≥ ε · OPT · |C|. Since
|C \K(0)| ≤ OPT · |C|, after adding at most s = d1/εe sets to M (0), we have K(s) = C, or
no set X with D

(
X,K(s)) > (1 + ε) ·OPT exists.

If α = 1, we have

|X ∩ (C \K(i))| ≥ 1−OPT
2−OPT · |C \K

(i)|

which implies that X covers at least 1−OPT
2−OPT items from C \ K(i)) in iteration i. Thus,

|C \ K(i)| ≤ (1 − 1−OPT
2−OPT )i|C \ K(0)| ≤ ( 1

2−OPT )i · OPT · |C| which is smaller than 1 if
i > log(OPT·|C|)

log(2−OPT) . Note that |X ∩ (C \K(i))| ≥ 1 if D(X,K(i)) > OPT which concludes the
proof. J

With the space bound for core-covers, we can prove the main result of this section.

I Lemma 10. For any collection of subsets N , there exists an anchored α-core-cover M ⊂ N
of size O(1/ε) if α = 1 + ε with ε > 0 and of size min{ log(OPT·|C|)

log(2−OPT) + 1, |C|}+ log OPT·|C|
1−OPT if

α = 1.
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Proof. Assume we have some optimal center C. Lemma 9 gives a set M such that K ∩ C
is an α-approximate solution where we can represent K as K = AM ∪ (OM ∩ C). Using
Observation 1, the distance between K and some arbitrary set X is

D(X,K) ≤ D(X,K ∩ C) + |K \ C| − 2 · |(X ∩K) \ C)|
|X ∪K|

= D(X,K ∩ C) + |AM \ C| − 2 · |X ∩ (AM \ C)|
|X ∪K|

≤ α ·OPT + |AM \ C| − 2 · |X ∩ (AM \ C)|
|X ∪K|

If for every X ∈ N , we have 2 · |X ∩ (AM \ C)| > |AM \ C| then the ratio is negative and
D(X,K) ≤ D(X,K∩C) ≤ α ·OPT. Otherwise, there exists an X such that |X∩(AM \C)| =
|(X ∩AM ) \ C| ≤ |AM \ C|/2. We iteratively augment the collection M satisfying the space
and approximation bounds of Lemma 9 with additional sets X. In each iteration, |AM \ C|
is halved.

If α = 1 and after adding i > log |AM \ C| sets, we have AM \ C = ∅. For a more precise
bound on i let Y ∈M . Then due to Fact 3,

|AM \ C| ≤ |Y \ C| ≤ OPT · |Y ∪ C| ≤ OPT · |C|
1−OPT .

For the case α = 1 + ε, we assume OPT < 1/(1 + ε) as otherwise any point is a (1 + ε)
approximation. Let X ∈ N . Again due to Fact 3 we have

|AM \ C| ≤ OPT · |C|
1−OPT ≤ OPT · |X|

(1−OPT)2

≤ OPT · (1 + ε)2 · |X|
ε2 ≤ OPT · 4

ε2 · |X|,

where the last inequality follows for ε ≤ 1. After adding log 4
ε3 sets such that |AM \ C| is

halved with each sets, we have |AM \ C|/|X ∪K| ≤ ε ·OPT · |X|/|X ∪K| ≤ ε ·OPT. Our
approximation factor is therefore α · OPT + ε · OPT = (1 + 2ε) · OPT. Rescaling ε by a
factor of 2 completes the proof. J

We would like to remark that the bound on the number of sets required to satisfy the
(1 + ε)-core-cover guarantee is tight, and that the bound on the number of sets to satisfy the
anchored (1 + ε)-core-cover guarantee is tight up to constant multiplicative factors. Note
that M is constrained to using only input sets. Better bounds are possible when we lift this
restriction on M (for instance, if M consists of only an optimum center C then all guarantees
are met). It is unclear whether improved guarantees not using input sets can be feasibly
used in an algorithm.

I Lemma 11. There exists a collection of subsets N such that for any (1 + ε)-core-cover
M ⊆ N , we have |M | ≥ 1/ε− 1.

Proof. For a given ε > 0 and assuming 1/ε to be an integer, we consider the following
instance of vertex cover. We are given 1/ε − 1 stars, each with at least two leaves. The
optimum vertex cover and the optimum Jaccard center consists of the internal nodes, with
an optimum objective value for the Jaccard center of 1/ε−1

1/ε . If M does not consist of at
least one edge from each star, corresponding to a set containing the element contained in
the optimal Jaccard center, any center computed using only the entries of the picked edges
will not intersect with at least one star, i.e. have distance 1 to the edges of the omitted star.
Since 1/ε−1

1/ε · (1 + ε) = 1− ε2 < 1, M has to hit every star. J

ICALP 2017
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Algorithm 1: PTAS for the Jaccard center problem
Input :Collection N of subsets, Parameter ε > 0
Output : (1 + ε)-approximate Jaccard center C

1 Let D = { i
j | 1 ≤ j ≤ d and 0 ≤ i < j}.

2 Initialize list C = ∅.
3 foreach ÔPT ∈ D do
4 if ∃X ∈ N : ÔPT · |X| < 27 ln(4n)

ε2 then
5 foreach M ⊆ N with |M | = d 5

ε + 5e do
6 Compute optimal solution KÔPT = AM ∪ S with S ⊆ OM (cf. Lemma 10).
7 Add KÔPT to C

8 else
9 Obtain non-integral solution K ′

ÔPT
by solving the set of linear equations given

by Equation 1
10 Obtain KÔPT by rounding each entry of K ′

ÔPT
11 Add KÔPT to C

12 return argmin
ÔPT∈D

{KÔPT ∈ C}

5 A PTAS for Binary Jaccard Center

This section mainly consists of the proof of the following theorem.

I Theorem 12. Given a collection N of n subsets from a base set U of cardinality d and any
ε > 0, there exists an algorithm computing a (1 + ε)-approximation to the optimal Jaccard
center. The algorithm runs in time d2 · (nO(ε−6) + LP (n, d)), where LP (n, d) is the time
required to solve a linear program with n constraints and d variables.

The algorithm (see also Algorithm 1) consists of two main steps. Let OPT be the
optimal objective value. Since there are O(d2) distinct objective values for the Jaccard center
problem with a base set of size d, we can try to a find solution for each value (cf. line 3

Algorithm 1). Recall that Ci =
{

0 if i /∈ C
1 if i ∈ C

and that D(X,C) ≤ OPT holds for all X ∈ N .

By multiplying both sides of the inequality with |X ∪ C|, we obtain

|X 4 C| ≤ ÔPT · |X ∪ C|. (1)

Observe that |X4C| =
∑d

i=1 Xi− 2XiCi +Ci and |X ∪C| =
∑d

i=1 Xi−XiCi +Ci. Hence,
we obtain a set of linear inequalities which we can test for feasibility by relaxing the integrality
constraints on C. Denote a feasible non-integral solution by C ′. The existence of a feasible
integral solution of Equation 1 implies a feasible relaxed solution C ′. We interpret the C ′i as
probabilities, i.e. we obtain a binary vector C by rounding each C ′i to 1 with probability C ′i.
Using Chernoff bounds, this approach yields a good solution if OPT · |X| > s · logn/ε2 for
all X and some constant s (cf. lines 4–7 of Algorithm 1).

If OPT · |Y | is smaller than this threshold for at least one Y ∈ N then we could employ
a naive brute force algorithm by iterating over all

(
d

s·log n/ε

)
∈ O(ds·log n/ε) subsets S and

outputting the best Y 4 S. To eliminate the dependency on d, we first show that a bound
on OPT · |Y | implies that |X1 4 X2| for any two sets X1, X2 ∈ N is bounded. Then we
compute an anchored core-cover M by enumerating all collections of O(1/ε) input sets.
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Having determined M , computing the optimum AM ∪ S with S ⊆ OM becomes feasible
(cf. lines 9–11 of Algorithm 1).

Proof of Theorem 12. In the following, we always assume that OPT < 1/(1 + ε), as
otherwise any solution is a (1 + ε) approximation.

To round the set of linear Equations 1, we first recall and apply the following probabilistic
bounds.

I Theorem 13 (Multiplicative Chernoff-Bounds [31]). Let B1, . . . Bd be independent binary
random variables with µ = E[

∑d
i=1 Bi]. Then for any 0 < δ < 1:

P

[
d∑

i=1
Bi > (1 + δ) · µ

]
≤ exp

(
−δ

2 · µ
3

)
and P

[
d∑

i=1
Bi < (1− δ) · µ

]
≤ exp

(
−δ

2 · µ
2

)
.

I Lemma 14. Let S be a random binary vector obtained by rounding a fractional feasible
solution of the set of Equations 1 and let ε > 0 be a constant. Assume that OPT·|X| ≥ 27 ln(4n)

ε2

for all X ∈ N . Then with probability at least 1/2, the rounding procedure produces a binary
solution S with max

X∈N
D(X,S) ≤ (1 + ε) ·OPT.

Proof. Observe that E[|X ∪ S|] ≥ |X|. We first derive concentration bounds on |X4 S| and
|X ∪ S|. For any X ∈ N , Theorem 13 yields

P [|X ∪ S| < (1− ε/3) · E[|X ∪ S|]] ≤ exp
(
−ε

2 · E[|X ∪ S|]
18

)
≤ exp

(
−ε

2 · |X|
18

)
≤ 1

4n

and

P [|X 4 S| > E[|X 4 S|] + ε/3 ·OPT · E[|X ∪ S|]]

= P
[
|X 4 S| >

(
1 + ε ·OPT · E[|X ∪ S|]

3 · E[|X 4 S|]

)
· E[|X 4 S|]

]
≤ exp

(
−ε

2 ·OPT2 · E[|X ∪ S|]2

27 · E[|X 4 S|]2 · E[|X 4 S|]
)

≤ exp
(
−ε2 ·OPT · E[|X ∪ S|]/27

)
≤ exp

(
−ε2 ·OPT · |X|/27

)
≤ 1

4n.

Combining these two bounds, we have

|X 4 S|
|X ∪ S|

≤ E[|X 4 S|] + ε/3 ·OPT · E[|X ∪ S|]
(1− ε/3) · E[|X ∪ S|] ≤ OPT + ε/3 ·OPT

1− ε/3 ≤ (1 + ε) ·OPT

with probability at least 1− 1/2n. Applying the union bound, we then obtain

P
[
max
X∈N

D(X,S) ≤ (1 + ε) ·OPT
]

= 1− P
[
∃X ∈ N : |X 4 S|

|X ∪ S|
> (1 + ε) ·OPT

]
≥ 1− n

2n = 1/2. J

If OPT · |X| > 27 ln(4n)
ε2 for all X ∈ N , we can use the LP-based rounding scheme analyzed

in Lemma 14 (cf. lines 4–7 of Algorithm 1). For the other cases, we will utilize Lemma 10 as
follows. There exists at least one set Y with OPT · |Y | ≤ 27 ln(4n)

ε2 . With Fact 3, we have

ICALP 2017



23:10 On Finding the Jaccard Center

OPT · |C| ≤ OPT · |Y |/(1−OPT) ≤ 27·(1+ε)·ln(4n)
ε3 . For any two sets X1, X2 ∈ N , we then

have

|X1 4X2| ≤ 2 ·OPT · |X1 ∪X2| ≤ 2 ·OPT · (|X1|+ |X2|)

≤ 4 ·OPT |C|
1−OPT ≤

108 · (1 + ε)2 · ln(4n)
ε4 .

Let M now be a collection of sets satisfying the guarantee of Lemma 10 with AM =
⋂

X∈M X

and OM =
⋃

X,Y ∈M X 4 Y . Such a collection can be determined in time nO(ε−1) by
iterating through all subsets of N of cardinality O(ε−1). Since |OM | ≤

∑
Xi∈M

∑
Xj∈M |Xi4

Xj | ≤ |M |2 · max
Xi,Xj∈M

|Xi 4 Xj | ∈ O(logn · ε−6), we can compute an optimal solution of

max
X∈N

min
S⊆OM

D(X,AM ∪ S) in time 2|OM | = 2O(log n·ε−6).

The total running time amounts to d2 calls to the LP given via Equations 1 or d2

applications of Lemma 10 with a running time of 2O(log n·ε−6) = nO(ε−6). J

6 An FPT Algorithm for Binary Jaccard Center

Our second application of core-covers is an FPT algorithm in the parameter k = maxX∈N |X4
C| where C is an arbitrary optimal solution. The main technical difficulty is to efficiently
construct a core-cover without enumerating all possible core-covers. We first bound the size
of an anchored 1-core-cover given by Lemma 10 in terms of k.

I Lemma 15. For any collection N of subsets and an optimal center C with cost OPT < 1,
let k = maxX∈N |X 4 C|. Then

min
{

log(OPT · |C|)
log(2−OPT) + 1, |C|

}
≤ 2k and log OPT · |C|

1−OPT ≤ 3 log k.

Proof. There exists an X ∈ N such that k ≥ |X 4 C| = OPT · |X ∪ C| ≥ OPT · |C|. We
first note that both terms are increasing with OPT, hence we assume OPT > 1/2. Then
|X 4 C|/|X ∪ C| = OPT for some X ∈ N implying

(1−OPT) = OPT · |X ∩ C|/|X 4 C| ≥ 1
2|X 4 C|

≥ 1
2k .

Therefore, we have 1/(1−OPT)) ≤ 2k,

log(2−OPT) = log(1 + 1−OPT) = ln(1 + 1−OPT)
ln 2 ≥ 1−OPT

2 ln 2 ≥ 1
4k ln 2 ,

and

min
{

log(OPT · |C|)
log(2−OPT) + 1, |C|

}
≤ |C| ≤ 2k and log OPT · |C|

1−OPT ≤ 1 + 2 log k. J

For a given estimate of OPT, the algorithm initially chooses two arbitrary sets to be
included in the anchored core-cover M . If the optimal solution AM ∪S with S ⊆ OM satisfies
maxX∈N D(X,AM ∪ S) < OPT then we can reduce our estimate of OPT. Otherwise, we
add any set X at distance greater than OPT to M . The set X improves the core-cover,
either by increasing |C ∩ (AM ∪OM ) | or by decreasing |AM \ C| for some optimal center
C. Lemma 15 allows us to bound the number of times this happens before M satisfies the
anchored core-cover guarantee, upon which we can recover the optimum solution.
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Algorithm 2: FPT-algorithm for the Jaccard center problem
Input :Collection N of subsets, Parameter k = maxX∈N |X 4 C|
Output :Optimal Jaccard center C

1 Let D = { i
j | 1 ≤ j ≤ d and 0 ≤ i < j}.

2 Initialize list C = ∅.
3 foreach ÔPT ∈ D do
4 Initialize M = {X,Y } with arbitrary X,Y ∈ N and X 6= Y .
5 for i = 1 to 5k do
6 Compute optimal solution KÔPT = AM ∪ S with S ⊆ OM (cf. Lemma 10).
7 if ∃X ∈ N : D(X,KÔPT) > ˆOPT then
8 M = M ∪ {X}
9 else

10 Add KÔPT to C
11 break

12 return argmin
ÔPT∈D

{KÔPT ∈ C}

I Theorem 16. Algorithm 2 computes an optimal Jaccard center C satisfying maxX∈N |X4
C| = k in time 2O(k3) · n · d3.

Proof. Let ÔPT ∈ D be a guess for our optimal value OPT. If ÔPT < OPT then the loop
terminates without finding a center. Let ÔPT ≥ OPT. Using Observation 1, we know that

D(X,KÔPT) ≤ D(X,KÔPT ∩ C) +
|KÔPT \ C| − 2 · |(X ∩KÔPT) \ C)|

|X ∪KÔPT|
.

If D(X,KÔPT) > ÔPT then we distinguish between two cases:

Case |KÔPT \ C| − 2 · |(X ∩KÔPT) \ C)| ≤ 0:
Then D(X,KÔPT ∩C) > ÔPT and we can apply the analysis of Lemma 9. Thus, we add
at most 2k sets to M until this case can no longer occur (Lemma 15).

Case |KÔPT \ C| − 2 · |(X ∩KÔPT) \ C)| > 0:
Then |(X ∩KÔPT) \ C)| ≤ |KÔPT \ C|/2 and we can apply the analysis of Lemma 10.
Thus, we add at most 3 log k points to M until this case can no longer occur (Lemma 15).

The computation of KÔPT can be done in time 2O(k3) by an exhaustive search over all
possible subsets of OM since

|OM | ≤ |M2| · max
X,Y ∈N

|X 4 Y | ≤ O(k2) · max
X,Y ∈N

(|X 4 C|+ |Y 4 C|) = O(k3).

We perform the exhaustive search O(k) times and for each solution we evaluate the objective
value for each set. Since |D| = O(d2) and we examine every set in line 7 of Algorithm 2, the
algorithm terminates in time 2O(k3) · n · d3. J

7 A Note on Continuous Jaccard Center

We conclude by briefly describing how to find the continuous Jaccard center. We will
formulate the decision problem of finding a center with distance at most dist as an LP. The
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optimum center can thereafter be determined in polynomial time using binary search over
the possible values of dist. In the following let Xj ∈ N be the jth point of N w.r.t. some
arbitrary ordering. We use the variable ci ≥ 0 to denote the ith entry of the Jaccard center.
We further use the variables ai,j and bi,j for all i ∈ {1, . . . , d} and j ∈ {1, . . . n} to denote
the maximum and minimum of Xj

i and ci. We then use the constraints

d∑
i=1

bi,j ≥ (1− dist) ·
d∑

i=1
ai,j for all j ∈ {1, . . . n}

bi,j ≤ ci, X
j
i ≤ ai,j for all j ∈ {1, . . . n}, i ∈ {1, . . . d}

ai,j , bi,j , ci ≥ 0 for all j ∈ {1, . . . n}, i ∈ {1, . . . d}.

Note that the top most equation
∑d

i=1 min(ci, X
j
i ) ≥ (1− dist) ·

∑d
i=1 max(ci, X

j
i ) is equal

to 1−
∑d

i=1
min(Xi,Yi)∑d

i=1
max(Xi,Yi)

≤ dist.
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