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EMOTIONAL COMMUNICATION IN INSTANT MESSAGING 

Emotional communication is fundamental to everyday interaction. How well 

emotions are communicated is crucial to interpersonal relationships and individual well-

being. Emotional communication in instant messaging (IM), however, can be challenging 

because of the absence of visual and aural nonverbal behaviors. Despite the growing 

number of technologically-focused solutions for supporting emotional communication in 

IM, limited design research has been done to study the actual users’ behaviors in 

communicating their emotion in IM and strategies they use to adapt emotional 

communication in this medium, with the purpose of establishing design solutions to 

support users’ emotional communication. Connecting several bodies of HCI, design, and 

communication literature in the context of IM, this dissertation critically examines how 

users communicate emotion in IM and accordingly establishes user-centered multi-touch 

gesture based design solutions to support emotional communication in this medium. 

Understanding how users communicate their emotion in IM, the design issues, and 

corresponding design solutions help researchers and designers to support the user’s 

emotional needs, resulting in the improvement of emotional communication strategies in 

IM. 
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Chapter 1. Introduction 

Technology has revolutionized the way people communicate. People use a 

variety of media to enhance and extend interpersonal communication depending on 

social, security, or efficiency factors. Communications media, however, affects the 

quantity and quality of the messages and can change senders’ and receivers’ behavior 

and attitudes (Cathcart and Gumpert, 1983). Instant messaging (IM), as one type of 

synchronous text-based computer-mediated communication (CMC), is not an exception. 

Despite the advantages of IM communication (e.g. convenience, mobility, and control) 

over face-to-face, the absence of visual and aural nonverbal behaviors affects 

communication. There are two lines of research that have studied the effect of IM 

technology on interpersonal communication. 

One line of research showed that the lack of visual and aural nonverbal cues 

causes some limitations on users’ emotional communication in IM (Walther, Loh, and 

Granka, 2005). IM users sometimes have difficulties expressing their emotions 

accurately and fail to accurately understand the actual emotion coming from their 

partners due to the absence of visual and aural nonverbal behaviors. According to 

Mehrabian (1972), in everyday communications only 7% of peoples’ emotional 

communication stemmed from the words spoken, whereas 38% was attributed to verbal 

tone and 55% was related to facial expression. Another line of research, however, 

showed that as IM began growing in everyday life, especially among teenagers and 

college students (Ramirez and Broneck, 2009), despite the absence of visual and aural 

nonverbal behaviors, communicators discovered new ways to adjust emotional 

communication to IM. One of the main theories representing this perspective is Social 

Information Processing (SIP) (Walther, 1992). SIP argues that people are able to employ 

different active and passive strategies to convey visual and aural nonverbal behaviors in 

text-based CMC. Supporting SIP, a growing number of studies have identified different 
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strategies (e.g. verbosity, speed of response, or degree of agreement) and diverse text-

based emotional cues (e.g. lexical surrogates such as haha, and aha, vocal spelling 

such as sooo, and weeell) users apply to express their emotions in IM (Hancock, 

Landrigan, and Silver, 2007; Hancock, Gee, Ciaccio, and Lin, 2008). Connecting these 

two lines of studies, limited attention has been paid to critically examine how actually 

users communicate emotion in instant messaging, what challenges they have, and what 

factors affect emotional communication via this medium.  

Emotional communication in IM also provides a variety of new challenges and 

opportunities for researchers in the area of HCI and design. A growing number of 

features, mostly technology focused, such as emoticons, avatars, haptics, and dynamic 

typography, have been integrated with existing IM systems to support emotional 

communication (Lo, 2006). This technological-focus leads to developing systems that 

are novel, but not always able to satisfy user needs in emotional communication via text-

based IM.  

Connecting different bodies of emotional communication in instant messaging 

and HCI/design, user-centered design research (Zimmerman, Forlizzi, and Evenson, 

2007) is needed first to explore how IM users communicate emotions, and second to 

establish creative solutions to support emotional communication via this medium.  

1.1. Dissertation goals  

The main goal of this dissertation is to, through design research, critically 

examine how users communicate their emotions in IM (upfront research) and to 

establish user-centered design solutions (design process) to comprehensively support 

emotional communication via IM. The simplicity and variety of multi-touch gestures 

provide unique opportunities for new forms of human computer interaction. Investigating 

multi-touch gestures in computer-mediated communication, however, has received 

limited attention. This project specifically explores multi-touch gesture based design 
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solutions and their potential to support emotional communication via instant messaging. 

A mobile instant messaging application is also designed to communicate and evaluate 

the design solutions. 

Accordingly, this dissertation presents four studies (Figure 1). Three studies were 

conducted as upfront research to explore how actually people communicate their 

emotion in instant messaging and potential of multi-touch gesture based design 

solutions to support emotional communication in this medium. Results of the upfront 

research were used to inform and inspire the design process and consequently an active 

process of ideating, iterating, and critiquing potential multi-touch based design solutions 

to support emotional communication in IM.  

The first study was an exploratory study on a preexisting set of 168 chat logs 

from a previously conducted study on the effects of mood and stress on group 

communication and performance in NeoCITIES, a multi-player emergency response 

simulation (Pfaff, 2012). This project presented an initial effort to understand emotional 

expression in text-based CMC. The main goal of this study was to investigate whether 

two psychological states (mood and stress) affect the type and quantity of emotional 

cues users apply in task-focused IM communication. The results confirmed that studying 

text-based emotional cues and how people actually communicate their emotion in IM 

merits further study.  

The second study was an initial effort to explore the main goal of the dissertation 

in a small-scale exploratory study. The main purpose of the study was to, through design 

research, identify text-based cues users employ to express their emotions in IM 

communication and accordingly explore the potential of multi-touch gesture based 

design solutions to support emotional expression in this medium.  
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Figure 1. Study map 

	
  

Based on the insights gained from the first two studies, the third study critically 

examined how people communicate their emotion in instant messaging through a mixed 

methodology approach. Participants were involved in informal emotional conversations 

with their friends in IM, and their conversations were quantitatively and qualitatively 

analyzed. A quantitative approach was taken to investigate to what extent different 

emotional states (contentment, angry, happy, and sad) influence the type and 

proportions of emotional cues individuals apply to communicate their emotions in the 

context of informal IM conversations. A qualitative approach was also taken through 

conversation analysis to investigate how emotions were expressed, responded to, and 

Study&I&
Emo+on&Expression&under&Stress&in&IM&

!

Afarin!Pirzadeh,!and!Mark!S.!Pfaff,!(2012),!“Emo<onal!

expression!under!stress!in!instant!messaging”,!In!Proc.!

HFES12.&
Afarin!Pirzadeh,!and!Mark!S.!Pfaff,!(2012),!“Expression!of!

Emo<on!in!Instant!Messaging”,!In!Proc.!CSCW2012.&

&
Study&II&

Designing&Mul+?Touch&Gestures&to&Support&
Emo+onal&Expression&in&IM&
&
Afarin!Pirzadeh,!HsiaoHwen!Wu,!Reecha!Bharali,!Bomi!Kim,!

Terri!Wada,!and!Mark!S.!Pfaff,!(2014),!“Designing!Mul<H

Touch!Gestures!to!Support!Emo<onal!Expression!in!IM”,!In!

Proc.!CHI14.&
!

Study&III&(Quan+ta+ve&Analysis)&
How&Do&you&IM&when&you&get&emo+onal&
!

Afarin!Pirzadeh,!and!Mark!S.!Pfaff,!(2014),!“How!do!you!

IM!when!you!get!emo<onal”,!In!Proc.!GROUP2014.&

Study&III&(Qualita+ve&Analysis)&
Emo+onal&expression&and&response&in&IM!

!

&&
&

Study&IV?Design&and&Evalua+on&
Establishing&and&evalua+ng&innova+ve&mul+?touch&gesture&based&design&
solu+ons&to&support&emo+onal&communica+on&in&IM.!

Upfront&research&&

Study&III!



	
  

 5 

developed in IM conversations. Accomplishing this study provided a framework for 

emotional communication in the context of informal IM conversations and detailed the 

different strategies and emotional cues users apply to communicate their emotions. It 

also completed the upfront research foundation for the following final project.  

The fourth study was the design process. This study presented an active process 

of ideating, iterating, and critiquing potential design solutions (with the focus on multi-

touch gestures) to support emotional communications in mobile instant messaging. A 

tool (Gestchat) was also designed to communicate the design solutions through this 

process.  

1.2. Design research in HCI 

This study follows the design research model developed by Zimmerman, Forlizzi, 

and Evenson (2007). In their model, design research in HCI (interaction design research) 

is about engaging in wicked problems found in HCI. Zimmerman et al. (2007) extended 

Nelson and Stolterman (2003) frame of design as the integration of the real, the true, 

and the ideal. They argued that the interaction design researcher combines the true 

knowledge (the current theories and models related to the wicked problem), the how 

knowledge (technical opportunities presented by engineers), and the real knowledge 

produced by research. However, the main part of design research is an active process of 

ideation, iterating, and critiquing potential solutions to engage and continually reframe 

the wicked problem. The design research focus is not on the outcome (final artifact) to 

make a design contribution; it implies an inquiry focused on producing a contribution of 

knowledge. The final output of design research is a concrete problem framing, 

articulation of the preferred state, and a series of artifact in the format of model, 

prototype, product and documentation of the design process (Zimmerman, Forlizzi, and 

Evenson, 2007). 
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Design research artifacts are different from design practice artifacts in two 

aspects. First, the intention behind building design research artifacts is producing 

knowledge rather than making commercially viable products. Therefore, Zimmerman et 

al. (2007) suggest researchers who take the design approach ignore or deemphasize 

the commercial aspects of the artifact such as detailed economics associated with 

manufacturability and integration of the product into a product. Second, design research 

artifacts should present a significant invention as the results of novel integration of 

theory, reality, users need, and technology than refinement or enhancement of the 

products that already exist.  

1.3. Contribution of the dissertation  

Understanding of users’ emotional communication in IM, the design issues, and 

corresponding design solutions identify gaps in theories and models of emotional 

communication via this medium. This dissertation also contributes essential insights, 

theories, and tools to advance human-centered design knowledge at the intersection of 

HCI and interpersonal communication and provide the conceptual foundation and a solid, 

long-term intellectual basis for the creation of substantially improved text-based CMC 

applications. Such applications will support emotional communication and minimize 

emotional miscommunication that may occur due to the absence of visual and aural 

nonverbal behaviors in IM.  

1.4. Motivation Behind the dissertation 

This project was started with the ultimate goal of developing solutions to support 

IM users communicating their emotions via this medium. The idea for this project 

developed out of a combination of the researcher’s personal experiences and academic 

interests.  It started, on the personal level, with experiencing and witnessing difficulties 

IM users have in communicating their emotion in IM and how they overcome this 

challenge. Additionally, the researcher’s academic interests drove her to pursue design 
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research, prototyping, and developing tools to support individuals and improve the 

quality of their communication.  

1.5. Overview of the dissertation 

The rest of the chapters in this dissertation are organized as follows. Chapter 2 

reviews the theoretical background of this dissertation, which includes a discussion on 

the computer-mediated communication and a summary of the related works on text-

based instant messaging and design solution that have been developed to support 

emotional communication in instant messaging. Chapter 3 presents the first upfront 

study on the effect of two psychological states (mood and stress) on the type and 

quantity of emotional cues users apply in task-focused IM communication. Chapter 4 

explains the second upfront study on exploring the potential of multi-touch based 

gestures to support emotional communication in instant messaging. It also documents 

lessons learned to design the following upfront study. Chapter 5 presents the third study 

on exploring how actually people communicate their emotion in IM, including both 

quantitative and qualitative analysis of data. The quantitative analysis investigated the 

effect of four emotional states (relaxed, angry, happy, sad) on the type and quantity of 

emotion-related cues used during informal conversations between college friends in IM, 

while the qualitative analysis explored how actually people expressed and responded 

emotion in IM, through conversation analysis. Chapter 6 presents the design process of 

ideating and evaluation of multi-touch gesture based design solutions to support 

emotional communication via IM. This chapter also summarizes the design process of 

Gestchat, a mobile text messaging application that supports users emotional 

communication. Finally, Chapter 7 discusses conclusion, overall contribution of the 

dissertation, and possible future research directions. 
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Chapter 2. Review of Theoretical Background 

Common to all models of communication is the idea that information is transferred 

from sender to receiver. This information is encoded by the sender and has to be 

decoded by the receiver to understand the message (Harrison, 1974). Whittaker (2003) 

categorized communication phenomena in two main categories of cognitive and 

social/emotional cueing, which refer to the exchange of cognitive and social/emotional 

information through verbal (words) and nonverbal (wordless) cues in communication. 

Nonverbal cues include any body movement, facial expression, eye contact, vocal cues, 

haptic, physical appearance and artifacts, proxemics, and time. 

Nonverbal behaviors play an important role in difference aspects of cognitive 

cueing such as turn-taking, initiating impromptu conversation (availability), referencing 

and shared attention (shared environment), and interactivity. Nonverbal behaviors also 

mediate different aspects of social/emotional cueing such as emotional content, 

negotiation, and social processes (e.g. participation and acceptance): 

• Emotional content: Emotional content refers to information about 

communicators’ affective and attitudinal state, along with back-channel 

feedback they use in communication. Visible and aural behaviors such as 

facial expression, gaze, body movement, gestures, and vocal cues 

contribute to the communication of affective and attitude state information. 

Facial expression plays an important role in communicating affective state 

of individuals and their attitudes. Ekman (1982) showed seven distinct 

emotional states, happiness, sadness, surprise, anger, disgust, fear, and 

interest can be recognized from facial expression. Gaze is also another 

visible indicator that shows the emotional states of conversational 

participants. When speakers are more persuasive or assertive they may 

gaze at the listener's face more (Kleinke, 1986). There are also a high 
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number of studies on the relationships between body movement and 

gestures, and emotional expression. For example arm movement with 

different velocity, acceleration, and displacement usually are made with 

the intention to joy, sadness, and anger expression (Sawada, Suda, Ishii; 

2003).  

• Negotiation and deadlock: This aspect of social cueing refers to the 

engagement in negotiation and how it leads to a deadlock or success of 

the stronger participant in negotiation.  

• Participation and acceptance: The amount that people talk and get 

involved in conversations and the pattern of acceptance of others 

contribution is another category of social cuing that is partly related to the 

perceived status of the individuals within the group.  

Lack of nonverbal cues in text-based computer-mediated communication affects 

cognitive and social cueing via this medium. Since the main focus of this dissertation is 

on emotional communication in IM, the following section presents a short history of text-

based computer-mediated communication and explains a variety of studies in the CMC 

area that explore the impact of this type of communication on cognitive and 

social/emotional cueing, with regard to the lack of nonverbal cues. It also describes 

design solutions that have been developed with the purpose of supporting emotional 

communication via this medium.  

2.1. Text-based computer-mediated communication 

CMC arose from linking computers to one another in networks, and consequently 

operators found that in addition to sharing data, they also could send simple messages 

to one another. From there, CMC grew from simple message dispatch systems to 

multimedia group communication applications (Walther, 1996). Early research on CMC 

focused on different communication modalities and mainly argued that, regardless of the 
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task, the more similar CMC is to face-to-face communication, the more efficient the 

communication will be. This is referred to as the bandwidth hypothesis (Whittaker, 2003), 

which itself is rooted in information theory (Shannon & Weaver, 1949).  

The main cause of the inefficiency of text-based CMC in earlier research was 

explained by the absence of visual and aural nonverbal cues, which convey cognitive, 

social, and emotional information in face-to-face communication (Kiesler, Siegel, & 

McGuire, 1984, Culnan & Markus 1987). Culnan and Markus (1987) refer to this as the 

cues-filtered-out perspective.  

Further research on CMC began to reject the bandwidth hypothesis, leading to a 

wave of studies examining the exchange of cognitive information. Many studies (e.g. 

Chapanis, Ochsman, Parrish & Weeks, 1972; Chapanis, Parrish, Ochsman & Weeks, 

1977) demonstrated that face-to-face interaction does not necessarily increase the 

efficiency of communication. In fact, several studies showed that CMC could be more 

efficient than face-to-face in some task-oriented communication, including cognitive 

problem solving tasks and team coordination (Reid, 1977). Lack of visual and aural 

nonverbal cues, however, can still affect different aspects of cognitive cuing such as turn 

taking, availability, referencing and shared attention, and interactivity. For example, 

based on Isaacs et al. (1997) information about the physical presence, current activities 

or movement of other people, which are lacking in text-based CMC, affect different 

aspects of impromptu conversations (Isaacs, Whittaker, Frohlich & O’Conaill, 1997). 

Garcia & Jacob (1999) showed how non-interactive technologies turn linear turn-taking 

in oral conversation to a multidimensional and non-linear sequentiality. Oviatt and Cohen 

(1991) explained how the lack of interactivity leads to more elaboration and redundancy 

in text-based CMC.  

In 1976, researchers began to study the effect of text-based CMC on social cuing. 

Despite the effectiveness of text-based CMC for cognitive tasks, different studies named 
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this type of communication as antisocial, impersonal, and unable to convey social and 

emotional cues (Walther, 1996; Walther, Anderson, & Park, 1994). One of the main 

theories on social cuing in text-based CMC is social presence theory (Short, Williams, & 

Christie, 1976).  Social presence theory characterizes technological differences in terms 

of how they present a sense of other communication participants’ goals, attitudes, and 

motives. Face-to-face communication and video/speech methods (e.g. Skype™) provide 

rich visual interpersonal information afforded by gaze and facial expressions, making 

them high on the scale of social presence, with text-based communication at the low end 

of this scale. According to this theory, technologies that fail to communicate social 

presence, such as text-based CMC, will negatively affect social and emotional 

communication. 

Over time, text-based CMC flourished in additional contexts such as social chat 

groups and online forums. Researchers began finding that text-based CMC could indeed 

be more interpersonal than previously thought, as communicators discovered new ways 

to express emotional and social information in text. One of the main theories 

representing this perspective is Social Information Processing (SIP; Walther, 1992). SIP 

argues that people are able to employ different active and passive strategies to convey 

visual and aural nonverbal behaviors in text-based CMC. In addition, it asserts that 

communicators can develop social relationships via text-based CMC as well as through 

face-to-face interaction (Walther, 1996). This perspective acknowledges that the rate of 

social information cues exchange may be less in text-based CMC compared to face-to-

face communication due to the absence of explicit and visible nonverbal cues, but the 

interpersonal relationship formed over text-based CMC may eventually exhibit the same 

qualities of face-to-face interaction (Walther, 1993).  

Compared to prior views of text-based CMC as an impersonal mode of 

communication, these studies demonstrated that this type of communication could be 
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highly interpersonal. Text-based CMC can indeed convey emotional and social 

information when desired and appropriate, or it can remain impersonal and task-oriented 

when that is the desired interactive setting. For example, to conduct brainstorming, 

group coordination, or decision-making through text-based CMC, strategies such as time 

pressure, reduced periods for discussion, anonymous interaction, turn taking, or floor 

sharing techniques can be applied to encourage task-oriented communication. Although 

the above strategies might be helpful to impersonalize text-based CMC, they may also 

affect task outcomes if social or emotional information is necessary to reach the best 

results. Hence, careful judgment should be applied when selecting communication tools 

for a given task.  

To conclude, computer mediation alone does not determine whether a 

communication is impersonal or interpersonal. The specific technical implementation of a 

CMC system provides a basis for communicators to set their communication tone as 

preferred. Impersonal CMC may be desired when users wish to capitalize on its 

strengths for task-focused communication. On the other hand, CMC can also be a highly 

interpersonal means of communication when users have the time and technological 

affordances to build and express their emotions while exchanging information (Whittaker, 

2003). Walther (1992) went even further and offered a new perspective explaining that at 

high levels of intimacy, emotions and affinity via CMC could exceed face-to-face 

interpersonal communication. 

2.2. Emotional cueing in instant messaging  

Supporting SIP theory, one growing line of research on text-based CMC (e.g. 

Walther, Loh, and Granka, 2005; Hancock, Landrigan, and Silver, 2007; Hancock, Gee, 

Ciaccio, and Lin, 2008) explored different strategies and text-based emotional cues 

people rely upon to overcome the loss of visual and aural nonverbal cues in 

emotional/social cuing in this channel of communication. Boonthanom (2004) described 
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two main categories of text-based emotional cues, verbal and nonverbal, that users 

apply to express their emotions in text-based CMC. Verbal cues are a linguistic 

mechanism including emotion words (e.g. happy, angry) and linguistic markers (e.g. I 

want to thank him a thousand times). Linguistic markers express emotion although they 

do not contain emotion words. Nonverbal or paralinguistic cues in text-based CMC 

express meanings normally transferred by nonverbal physical behaviors, like tone of 

voice or body gesture. These include five types: vocal spelling (altering spelling to mimic 

a specific vocal inflection, e.g. weeeell, soooo), lexical surrogates (textual 

representations of vocal sounds that are not words, e.g. uh huh, haha), spatial 

arrays/emoticons (pictographs constructed from punctuation and letters, e.g. :-( for a sad 

face, or :-D to indicate laughing), manipulation of grammatical markers (alterations of the 

presentation of words, e.g. all capital letters, strings of periods or commas), and minus 

features (deliberate or inadvertent neglect of conventional formatting elements, e.g. lack 

of capitalization or paragraphing). 

Hancock, Landrigan, and Silver (2007) suggested that individuals adapt their 

emotion expression to a text-based communication environment by developing four 

strategies (degree of agreement, negative affect terms, punctuation, speed of response 

and verbosity). Hancock, Gee, Ciaccio, and Lin (2008) also showed that people in a 

negative mood produced fewer words and used more negative terms. 

Despite the growing number of quantitative studies that identified what emotional 

cues IM users apply to express different emotions via IM, limited attention has been paid 

on how users build and communicate emotion throughout the IM conversation using 

different emotional cues. This area, however, has been explored in face-to-face 

communication. A high number of studies on face-to-face communication investigated 

emotion as an emergent theme in conversation analytic research (Sindell & Stivers, 

2012).  
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Conversation analysis research on emotion arose as a field of study in the1960s 

through Erving Goffman’s essay “Fun in Games” (1961) that set a foundation for further 

studies on emotion in interaction (Jefferson, Sacks, & Schegloff, 1987). Conversation 

analysis on emotion treats emotion as a social display and mainly depicts how emotion 

is communicated in specific situations in talk-in-interaction (Sindell & Stivers, 2012). The 

early work on emotion in interaction in face-to-face communication through conversation 

analysis (Guffman, 1961) showed that emotion regulation is a constant task for the 

participants of a conversation. Participants engage in self-disclosure of their individual 

feelings according to their interpretation of the situation at hand throughout the 

conversation. However, “flooding out” may also happen where participants allow 

themselves to burst into laugher and crying, or become open to shame and anger. 

Couper-Kuhlen’s (2009) research on displays of disappointment conceptualizes affect as 

“a context-dependent interpretation based on lexical and prosodic cues in specifiable 

sequential locations.” She concentrates on tone of voice as a particular modality of 

producing “Oh” following a rejection of a request or proposal. Overall she argues how 

emotional displays can be relevant to the proceeding conversation and how people 

orient to an underlying affective structure in conversation. 

Emotion is also studied as a co-constructed interactional resource. Wilkinson and 

Kitzinger (2006) show how surprise is interactionally achieved and how displays of 

surprise in interaction pursue different goals such as signaling the affective stance of the 

interlocutors and finding a shared understanding of the local moral order. Ruusuvuori 

and Peräkylä (2009) also described how the interplay of different modalities (facial 

expression alongside spoken interaction) in managing emotion in interaction could be 

studied using conversation analysis. In instant messaging communication, however, this 

in-depth qualitative approach received limited empirical scrutiny.  
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2.3. Design solutions to support emotional communication in IM 

The dramatically increasing use of text-based chat for interpersonal 

communication in everyday life also led to development of diverse design solutions to 

improve emotional and social communication via this medium (Lo, 2006). The following 

are some of the solutions designed to support users in emotional and social 

communication in IM:  

• Emoticons: One of the most used and researched forms of design 

strategies to support nonverbal communication in IM is the use of graphic 

emoticons (Riva, 2002). Emoticons were defined as iconic forms or visual 

cues to substitute for the absence of nonverbal cues such as gestures 

and facial expression and indicate the sender’ mood or feeling (Gajadhar 

& Green, 2005). 

• Avatars: Using avatars is another design strategy that has been 

integrated into IM environment in several studies. Kaliouby and Robinson 

(2004) presented FAIM as an instant messaging application that used 

automated facial expression recognition and displayed the emotion to the 

chat partner by an expressive avatar. Neviarouskaya, et al. (2007) also 

used avatars to convey emotion in IM chat. They developed AffectIM in 

which the emotion of the user is detected by analyzing the emotional 

content of the text and automatically transferred to an avatar with inferred 

emotion. 

• Haptics: Integrating tactile technology into IM space is another strategy to 

support nonverbal communication. Haptic IM uses waveforms with 

different frequencies, amplitudes, and durations, to which emotional 

meaning can be attached and transferred by haptic devices such as 

joysticks and touchpad (Rovers and Essen, 2004). Brave and Dahley 
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(1997) introduced InTouch, as a conceptual prototype, using haptic 

technology by suggesting a shared object that could be manipulated by 

both IM users. Rovers and Essen (2004) presented the concept of 

hapticons as programmed predefined waveforms used to communicate 

emotions, in a similar manner as emoticons, through haptic devices; for 

example, a smiley face as a waveform with moderate frequency and 

growing amplitude, or frowny face with high frequency and amplitude in 

abrupt pulses. The ContactIM application developed by Oakley and 

O’Modhrain (2003) is another example of integrating haptic information 

into IM environment. In their application users have a virtual field beside 

the IM window and can toss a ball between each other. The act of 

throwing a virtual ball may convey different degrees of emotion; for 

example, lightly thrown ball as playful and happy gestures compared to a 

fast thrown ball as disagreement and anger.  

• Dynamic Typography: Kinetic typography is another design strategy that 

supports emotional communication in IM. It is explained as a real-time 

modification of text, such as font, color, and size in IM that can be used to 

communicate users’ emotion (Yeo, 2008). Wang et al. (2004) developed 

an IM application that used galvanic skin response (GSR) as an indicator 

of user’s arousal and animated text by changing color, font and size.  

Gestures represent a form of nonverbal communication in face-to-face 

communications that is making an extensive contribution to the field of HCI (Karam and 

Schraefel, 2005). For example, in desktop and mobile computing different gestures have 

been developed as an alternative to the mouse and keyboard interactions for 

manipulating objects or annotating documents (Iannizzotto, Villari, and Vita, 2001). Such 
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gestures may fill the gap in emotional communication in IM. However using gestures in 

this area has received limited attention.  

2.4. Summary  

To summarize, previous studies supported SIP (e.g. Walther, Loh, and Granka, 

2005; Hancock, Landrigan, and Silver, 2007; Hancock, Gee, Ciaccio, and Lin, 2008) 

explored different strategies and text-based emotional cues people rely upon to 

overcome the loss of visual and aural nonverbal cues in emotional/social cuing in this 

channel of communication. However, limited attention has been paid to examine how 

users apply emotional cues to express their emotion, and what challenges they still 

encounter to express their emotion via this medium. Exploring different challenges users 

encounter in emotional communication in IM may support social presence theory (Short, 

Williams, & Christie, 1976), in which the lack of visual and verbal cues negatively affect 

emotional communication.  

Therefore, with respect to two main bodies of literature on emotional 

communication in text-based CMC, social presence theory (Short, Williams, & Christie, 

1976) and social information processing (SIP) (Walther, 1992), the main goal of this 

dissertation is, through design research, to study emotional cuing in instant messaging in 

different emotional states of happy, sad, and angry. This research leverages the 

strengths of both quantitative and qualitative approaches to examine what and how 

emotional cues are used by IM users, to express their emotion via this medium. This 

dissertation also derives novel user-centered design solutions to comprehensively 

support emotional communication via IM, in particular through multi-touch gesture-based 

interaction. The following chapters present three upfront research studies and design 

processes that were conducted to reach the main goal of the dissertation.  

 

 



	
  

 18 

Chapter 3. Study I: Emotion Expression under Stress in Instant Messaging 

3.1. Introduction 

As an exploratory study, a preexisting set of 168 chat logs were analyzed from a 

previously conducted study on the effects of mood and stress on group communication 

and performance in NeoCITIES, a multi-player emergency response simulation (Pfaff, 

2012). The main purpose of this study was to explore the influence of two psychological 

states (mood and stress) and a range of personality traits on the type and quantity of 

emotion-related cues in IM. Therefore, controlling for personality traits of the participants, 

the relationships between induced psychological states (mood and stress) and emotional 

cues participants used in IM were investigated in the context of the NeoCITIES team 

decision-making task. 

This study aimed to extend the findings of previous studies on emotional 

expression in IM (e.g. Boonthanom, 2004; Hancock et al., 2007; Hancock et al., 2008) in 

three aspects. The first aspect was studying the combined effects of mood and stress on 

emotion communication in IM. A focus on task-related stress (in this case, time pressure) 

afforded an opportunity to better understand emotional cues in CMC in more mission-

critical contexts, such as command and control, as opposed to casual or day-to-day IM. 

Although stress is associated with emotion, stress is a distinct cognitive and affective 

process that can be manipulated and measured independently of mood (Pfaff & 

McNeese, 2010). Johnstone & Scherer (2000) describe how stress reliably produces 

changes in speech and vocal communication of emotion, reporting that intensity and 

fundamental frequency are significantly higher in vocal communication of emotion under 

stress. Analogous cues may be evident in IM. 

The second aspect was applying the lens model (Brunswik, 1956) as the 

theoretical framework for communication of emotion in synchronous text-based CMC. 

This model was frequently used for research on emotional communication (e.g. Aronoff, 
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Woike, & Hyman, 1992; Scherer, 2003). The results from Boonthanom’s (2004) study on 

asynchronous text-based CMC confirmed the theoretical validity of the Brunswik’s lens 

model in the field of text-based CMC. The modified version of the lens model applied in 

this study is shown in Figure 2. This approach models the process of encoding 

(expression) and decoding (impression) of emotional communication. All communication, 

including IM, is embedded in a framework of culture, social rules, situational context, and 

individual differences. 

 

 

Figure 2. Modified version of Brunswik's lends model (adapted from Scherer, 2003). 

	
  

The third aspect was investigating the relationship between Boonthanom’s (2004) 

emotional cues in text-based CMC and personality traits of the individuals in the 
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behaviors in face-to-face communication. For example, Scherer (1978) demonstrated 

that extraversion could be directly recognized from the vocal cues; such individuals tend 

to speak with a louder and possibly more nasal voice. This is relatively unexplored in 

CMC. 

Therefore, this study measured emotional communication under stress in IM as a 

way of understanding the relationship between two particular nodes in the lens model: 

the psychological traits and states of the encoder, and indicators and cues appearing as 

a result in IM in the context of situational stress. Specifically, this study measured the 

influence of two psychological states (mood and stress) and a range of personality traits 

on the use of emotion-related cues. 

3.2. Procedure 

This was an exploratory study using preexisting data to detect possible patterns 

or trends meriting more focused future research. 168 chat conversations were analyzed 

from a previously conducted study on the effects of mood and stress on group 

communication and performance in NeoCITIES, a multi-player emergency response 

simulation (Pfaff, 2012). Forty-two participants, ranging from 19 to 30 years (M = 21.1 

years, SD = 1.98), were drawn from a pool of undergraduate students enrolled in a 

junior-level human-computer interaction course. Thirty-eight were male and four were 

female.  

Participants were randomly assigned to seven teams of six members each. Each 

team played the NeoCITIES simulation four times over the course of two weeks in a 

within-subjects full-factorial design with two levels of mood (happy/sad) and two levels of 

stress (low/high time pressure). Mood was manipulated using pre-tested happy and sad 

film clips while time pressure was manipulated by assigning 18 vs. 30 emergency events 

to the team over a 10-minute session. The pace of the high-stress condition ensured that 
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participants would be alerted of a new emergency event before they had finished 

addressing the preceding one. 

NeoCITIES is a scaled world simulation designed to mimic the situation 

assessment and resource allocation tasks of emergency crisis management teams. 

Teams of six were divided into three pairs (Police, Fire/EMS, and Hazardous Materials) 

to collectively address a series of emergency events requiring a range of responses and 

interactions within the team. Participants played the game at individual computer 

terminals isolated by dividers and had to coordinate all action and communication 

exclusively through the NeoCITIES client software using a text-based chat tool. The 

members of each pair had unique roles. One was the Information Manager (IM) who 

received incoming information about the emergency events. The other was the 

Resource Manager (RM) who had control over the resources to respond to the event, as 

well as access to reports on the success or failure of those resources. As time passed, 

an event that was neglected or incorrectly addressed escalated in severity, which 

increased the number of resources required to bring that event under control. 

Furthermore, task scenarios could include complex underlying plots (e.g. an emerging 

terrorist attack) hidden among other disconnected events (e.g. trash can fire, domestic 

dispute, car accident, etc.). For complete details of the construction and game-play of 

NeoCITIES, see McNeese et al. (2005). 

Prior to the beginning of experimental trials, all participants received role-specific 

training on how to operate the simulation and effectively perform their roles. Only the 

chat between IM-RM dyads was analyzed here. 

3.3. Measurements  

Manual and automated text analysis methods were used to search for specific 

emotional cues. Verbal emotional cues were analyzed using the Linguistic Inquiry and 

Word Count software (LIWC; Tausczik & Pennebaker, 2010), which is used to analyze 
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text for attentional focus, emotions, social relationships, cognitive styles, and individual 

differences. This software provided seven measures: self-references (I, me, my), social 

words (indicating relationships or interactions), articles (a, an, the), big words (more than 

six characters), cognitive or thinking words (causal and insight words), positive emotions, 

and negative emotions. Nonverbal cues (vocal spelling, lexical surrogates, spatial arrays, 

grammatical markers, and minus features) were counted manually by the researchers. 

According to the lens model, the emotion communication is influenced by 

psychological state and personality traits of the sender and receiver. The original study 

from which this chat data was drawn performed a range of personality trait assessments 

on all participants. These included the “Big Five” personality factors of openness to 

experience, extraversion, conscientiousness, agreeableness, and neuroticism, which 

were measured by NEO PI-R™ Five-Factor Personality Inventory (Goldberg et al., 2001). 

Other trait measures included the State Trait Anxiety Inventory (STAI; Spielberger, 1983) 

and locus of control (MMCS; Lefcourt, 1981). These measures provided the opportunity 

to incorporate individual differences in the current analysis, though the choice of traits 

analyzed here was strictly opportunistic given the data available for the present study, 

rather than motivated by specific hypotheses. 

The stress manipulation was checked using the Short Stress State Questionnaire 

(SSSQ, Helton & Garland, 2006). The mood manipulation was checked using items from 

the Positive and Negative Affectivity Scales (PANAS; Watson, Clark, & Tellegen, 1988) 

and Short-Form State Trait Anxiety Inventory (Marteau & Bekker, 1992). 

3.4. Results  

3.4.1. Manipulation check 

Both mood and stress manipulations were successful. The measures of self-

reported stress and mood states were averaged across both members of each dyad and 

analyzed using within-subjects ANOVAs (due to the small sample, the level of 
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significance was relaxed to α = .10). Participants reported higher positive affect in the 

happy condition (M = 1.80, SE = .12) than in the sad condition (M = 1.14, SE = .12), 

F(1,56.98) = 45.53, p < .01, and likewise reported higher negative affect in the sad 

condition (M = .81, SE = .07) than in the happy condition (M = .19, SE = .07), F(1,57.14) 

= 91.30, p < .01. The differences between the post- and pre-task measurements of the 

three dimensions of the Short Stress State Questionnaire (SSSQ) tested the time 

pressure stress manipulation. Stressed participants reported lower engagement (M = .83, 

SE = .13) than non-stressed (M = 1.10, SE = .13), F(1,58.77) = 3.31, p < .10. Stressed 

participants reported more worry (M = .19, SE = .08) than non-stressed participants (M = 

-.03, SE = .08), F(1,58.92) = 4.20, p < .05. No significant effect was found for the 

distress dimension. 

3.4.2. Emotional message cues 

Table 1 shows the results of factorial repeated-measures ANOVAs for each of 

the verbal and nonverbal cue categories. Only one main effect was found for mood while 

four were found for stress. There were no significant interactions between mood and 

stress. Mean counts of cues for the significant effects are shown in Table 2. Table 3 

highlights the significant correlations between the personality trait measures and the 

verbal and nonverbal cues. No significant correlations were found for agreeableness, 

conscientiousness, neuroticism, or trait anxiety. 
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Table 1. Factorial repeated-measures ANOVAs of verbal and nonverbal cues. 

 

Table 2. Effects of mood and stress on chat cue counts. 

 Sad Mood  Happy Mood 
Measure M SE  M SE 
Big Words 9.43 1.03  5.84 0.85 
  No Stress  High Stress 
 M SE  M SE 
Vocal Spelling 0.82 0.26  0.27 0.07 
Self References 4.20 0.66  6.05 0.66 
Negative Emotions 1.05 0.27  2.41 0.54 
Cognitive Words 4.06 0.63  6.48 0.69 

	
  

	
  

Table 3. Non-parametric correlations (rs) for trait measures and chat cues. 

Measure Extraversion 
Openness to 
Experience 

Locus of 
Control 

Vocal Spelling      .24** .03   -.19* 
Lexical Surrogates      .20** .14 -.15 
Spatial Arrays -.02 .01  .15 
Grammatical Markers  .07 .15 -.09 
Minus Features      .25**   .18* -.14 
Self-References  .12 .08 -.11 
Social Words      .24**   .17*  .01 
Positive Emotions    .18*   .16*  .06 
Negative Emotions  .10 .10 -.03 
Cognitive Words  .07     .21**   -.16* 
Articles    .16* .01  .01 
Big Words  .11 .10 -.06 
*p < .05, **p < .01. 
 

 Mood  Stress 
Measure F(1,41) r  F(1,41) r 
Vocal Spelling 3.65     4.34* .63 
Lexical Surrogates 3.51   0.29  
Spatial Arrays 0.20   1.84  
Grammatical Markers 1.12   1.06  
Minus Features 0.00   0.38  
Self References 0.75     4.65* .65 
Social Words 1.07   0.01  
Positive Emotions 0.85   1.43  
Negative Emotions 0.24     4.31* .62 
Cognitive Words 0.89       8.21** .78 
Articles 0.67   2.15  
Big Words     9.18** .82  1.78  
Notes: Effect sizes are only reported for significant results. 
 *p < .05, **p < .01. 
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3.5. Discussion  

A significant change in the use of big words was the only significant effect for 

mood, with sad participants using nearly twice as many as happy participants. This was 

somewhat surprising, as we expected to see some difference in at least the negative 

emotion category, given the increase of negative terms used by participants in a 

negative mood in Hancock et al. (2008). A possible explanation for the increase in big 

words may lie in the effect of a negative mood to focus attention on local details rather 

than the big picture (Gasper, 2003), as sad participants may dwell longer on technical 

specifics than happy participants. Sexton & Helmreich (2000), analyzing cockpit 

communication, found that flight engineers used more big words than captains and first 

officers, possibly because the information they communicate is necessarily more 

technical than the others. However, big words negatively correlated with performance in 

the cockpit overall, possibly due to either the lack of a concise and succinct vocabulary, 

or a tradeoff between the cognitive effort to speak elaborately and the ability to maintain 

effective situation awareness. 

Participants under stress produced significantly more self-references, negative 

emotions, and cognitive words, but fewer vocal spellings than non-stressed participants. 

Pfaff (2012) showed that participants under time pressure stress engaged in greater 

amounts of sense-making behavior, trying to figure out what someone was doing or what 

happened on a certain event, which would account for the increase in self-references 

and cognitive words. The cognitive words category includes references to causation and 

knowledge of relationships (e.g. cause, effect, know, maybe, should, would). Messages 

under these conditions are frequently explaining or justifying actions taken, which would 

require such word choices (e.g. “I think another fire truck should take care of it”). An 

increase in words suggesting negative emotions is also to be expected during task 

overload conditions, which were designed to frustrate the player through frequent task 
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switching. Most interesting is the significant decrease in vocal spellings, which may 

reveal that using such a technique requires additional time and cognitive effort to 

consider and execute, indicating that one known mechanism for coping with the 

restricted emotional bandwidth of text-based IM appears to be of limited use under time 

pressure. 

With respect to the Big Five personality factors, there was a significant 

correlation between extraversion and several of the chat cue categories. While 

extraversion could be readily linked to talkativeness in general, there was no significant 

correlation between extraversion and the overall amount of chat. Therefore, there is 

something about these particular cues (vocal spelling, lexical surrogates, minus features, 

social words, positive emotions, and articles) that extraverts appear to employ more than 

introverts. The use of vocal spelling and lexical surrogates are especially intriguing as 

paralinguistic cues that mimic real speech. As such, this finding corresponds to the 

findings of Scherer (1978), which was able to detect extraversion directly from an 

assessment of voice quality, specifically vocal effort and dynamic range. 

Openness to experience was the only other “Big Five” personality trait with 

significant correlations to any chat cues (minus features, social words, positive emotions, 

and cognitive words). It shares three of these four correlations with extraversion, in part 

due to a significant correlation between extraversion and openness in this sample (rs 

= .28, p < .01). Individuals high on the openness scale tend to have richer vocabularies, 

vivid imaginations, and be more sensitive to emotion and creative ideas. Individuals low 

on the openness scale tend to favor conventional approaches, which could explain the 

correlation with minus features. Such individuals may be more likely to adhere to 

conventions of punctuation and formatting in text, while those high on the openness 

scale may simply be less diligent about their typography in IM.   
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Locus of control was inversely correlated with vocal spellings and cognitive 

words, meaning those with a high internal locus of control were more likely to produce 

these cues (a high score on the MMCS indicates an external locus of control). In 

organizational settings, internals tend to seek out and process complex information more 

than externals (Spector, 1982), which aligns with the correlation with cognitive words. 

Apart from defining the category, Boonthanom (2004) does not provide any theoretical 

justification for why an individual would utilize vocal spellings in text-based CMC, though 

its use did diminish under time pressure. Internals tend to be more motivated to perform, 

and may possibly exert the effort to enrich their textual expression despite the time 

pressure. The current data is unfortunately insufficient to show whether this moderating 

effect exists. 

3.6. Conclusion  

This study served to extend previous studies on emotional communication in 

CMC (e.g. Boonthanom, 2004; Hancock et al., 2007; Hancock et al., 2008) and the 

results confirmed that studying text-based emotional cues in IM merits further study. 

Although this study presented an initial effort to understand emotion expression in text-

based CMC, following contributions can be explained. 

The results of this study provided empirical support for Brunswik’s lens model 

(1956) in synchronous text-based CMC, demonstrating that situational context and 

personal traits of encoder can affect emotional communication. These results also 

contributed toward sentiment analysis and automatic extraction of opinions and 

emotions from text. Detection of emotional cues applied in text-based CMC can inform 

different models which are employed in text analysis (Alm, Roth, & Sproat, 2005; Pang, 

& Lee, 2008). Armed with these exploratory findings, the results of this study provided 

the following helpful insights for future studies and specifically subsequent studies of this 

dissertation. 
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Future studies need to cultivate controlled emotionally-laden situations in which 

participants are more likely to apply text-based emotional message cues to express their 

emotions, rather than opportunistically mine data sets such as these, which are more 

task-focused than expressly intended to elicit emotional exchanges between partners. 

Future studies also need to examine chat data from a more diverse participant pool (in 

terms of age, gender, and ethnicity) than this overwhelmingly young, Caucasian male 

sample. One of the most used and researched forms of non-text-based input methods in 

IM is the use of graphic emoticons. Future studies need to operationalize emoticons in 

addition to strictly text-based emotional message cues. 

This study provided empirical support for Brunswik’s lens model (Brunswik, 1956) 

in text-based CMC, which argues that situational context and personal traits of the 

encoder can affect emotional communication. Future studies also need to apply the 

modified version of the lens model to characterize the influences of other emotional 

states (relaxed, angry, happy, sad), on the proportions of different emotion-related cues 

used during informal IM conversations in controlled emotionally-laden situations.  

The above insights were applied to design study III that explored how people 

actually communicate their emotion in instant messaging. However, before moving to 

that study, since the main goal of this dissertation was to conduct a design research 

focusing on multi-touch gesture based design solutions, an exploratory design research 

was conducted to investigate the potential of multi-touch gestures to support emotional 

communication in this medium. The following section will explain the design research.  
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Chapter 4. Study II: Designing Multi-Touch Gestures to Support Emotional Expression in 

IM 

4.1. Introduction   

The simplicity and variety of multi-touch gestures provide unique opportunities for 

new forms of human-computer interaction. However, using such gestures to support 

emotional communication in IM has received limited attention. While Study I mined 

communication data to explore how people express their emotion in IM, the main goal of 

this exploratory study is to, through design research, explore the potential of multi-touch 

gestures in instant messaging and develop a set of multi-touch gestures to support 

emotional expression in this medium. 

4.2. Research  

The main goal of this stage was to, through a qualitative research study, examine 

how IM users express their emotions in IM. The “5-Why” method (Ogura, 2002) was 

used to explore the main challenges users encounter in emotional expression in IM and 

the “role-playing” method to identify text-based cues users apply to overcome those 

challenges. 

The “5-Why” method was conducted with five IUPUI students, four female and 

one male (24-29 years old, M = 27.6) to identify the main challenges they encounter in 

expressing their emotion via IM. “5-Why” is composed of an iterative process to uncover 

unclear causes and effects of a problem (Ogura, 2002). It starts from a first why question 

for a specific statement and the participant providing an answer. Participants then 

propose another why question based on that answer and then repeat this process for a 

total of five questions. “5-why” method was selected for this stage of the study since we 

were interested in exploring challenges users encounter in expressing their emotion via 

IM to identify the main focus of our design. We started with the question of “Why is 

emotion communication via IM sometimes challenging?” Participants were asked to write 
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their answers on sticky-notes. We then proposed further questions based on their 

answers. Some of the questions that were proposed were: “Why are words not enough 

to express your emotion?” “Why is it difficult to read the emotion of the person you are 

chatting with?”  “Why do you have to use IM?” “Why is it challenging not being able to 

communicate facial expression and voice in text?” 

An affinity diagram (Figure 3) was created, which showed conveying facial 

expression, expressing the intensity of their emotion, and providing feedback as three 

main challenges users encounter in emotional expression in IM. Some of the answers in 

the process of “5-why” method were: “limited number of emoticons are not enough to 

express all facial expressions”, “since there is no voice in IM, sometimes it’s hard to 

show how angry or happy you are in text”, and “you can not figure out the other person’s 

feeling.” Analysis also revealed some advantages of IM over face-to-face communication 

such as communication speed, the ability to send short messages, and multi-tasking. 

 

Figure 3. Affinity diagram 
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Based on the results of the “5-Why” method, the main focus of our design aimed 

to support facial expression, express the intensity of emotion, and provide feedback in 

IM communication. We then used a “role-playing” method to explore different text-based 

cues participants use to overcome these three main challenges identified from the “5-

why” method.   

In the “role-playing” phase, six topics were developed to involve participants in 

emotional conversations so that they were more likely to express their emotions in 

different levels of intensity and give feedback to their partners. Topics were developed to 

elicit happiness in three levels of intensity (winning a lottery, getting a free lunch, and 

passing the course with good grade), sadness in two levels of intensity (your pet just 

died and your cousin passed away today), and anger in one level of intensity (your 

boyfriend/girlfriend is cheating on you). Eight IUPUI students in four pairs, two male and 

six female (22-28 years old, M = 23.8) participated in this phase of the study. Two 

partners of each pair received email on the instruction of the study with the list of six 

topics. They were asked to role-play in a chat conversation, from separate locations, via 

Google chat. They were also asked to chat for five minutes for each topic and email all 

the chat conversations to the researchers.  

Data was gathered and emotional cues participants used were categorized into 

three categories of facial expression (e.g. :(  :)  :-D  :)))) :-O :-P) , intensity of emotion 

(vocal spelling such as sooo and weeell, upper case such as SO MAD) and feedback 

(e.g. Haha, lol, umm, OMG, really?). 

4.3. Design  

In this stage multi-touch gestures were created equivalent for all the text-based 

emotional cues that were identified in the previous stage. Brainstorming was done for 

this stage of the project by the researcher and three other HCI students. Random 

objects (e.g. ball, small cube, pillow) and sign language gestures were used to stimulate 
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idea generation. Researchers generated as many gestures as they could in five minutes 

for each emotional cue. The output was 3-10 gestures for each emotional cue. Design 

ideas were then evaluated and narrowed down to one or two gestures for each 

emotional cue based on the IM advantage criteria participants reported in the “5-Why” 

method (communication speed, the ability to send short messages, multi-tasking). The 

result was a set of multi-touch gestures equivalent to emotional cues users used to 

express their emotions in three categories of facial expression, intensity of the emotion 

(Figure 4) and feedback (Figure 5).  

 

Figure 4. Facial expression and intensity gestures 
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Figure 5. feedback gestures 
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4.4. User Evaluation  

An exploratory usability evaluation was conducted by six IUPUI students, two 

male and four female (range 23-29 years, M = 24.6). Three scenarios (sad, happy, and 

angry) wee created and highlighted emotional cues that could be expressed by gestures 

in those scenarios. Participants were asked to go through and type the chat scenarios 

they were given. As they got to the highlighted emotional cue, they needed to create an 

equivalent gesture for that specific cue. They were asked to manually express their 

gestures on two blank yellow sticky notes that were placed on each side of a laptop 

touch pad (Figure 6). They were then introduced to the gesture that design researchers 

had created for that specific emotional cue and asked which one they preferred, the 

designers gesture or the gesture they created, and why. The same process was used for 

all highlighted emotional cues in all three scenarios. Users were asked to think aloud 

when they were creating their own gestures or using designers’ gestures. All sessions 

were video recorded for later analysis. 

 

Figure 6. User evaluation setting. 
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Overall participants provided positive comments on using gestures to express 

their emotions in IM. Feedback gestures received the most positive comments from 

users since they were easy to use and they could use gestures instead of typing a word 

or phrase such as “really?”, “go for it”, or “hahaha.” Facial expression gestures received 

positive comments when they were used as feedback. However, participants reported 

this group of gestures was not effective when they were used in the middle of a 

sentence. They reduced their typing speed and participants preferred to type those facial 

expressions instead of using gestures. Finally, gestures with the purpose of supporting 

intensity were the least favorite from the users’ perspective. However, vocal spelling 

gestures, in which participants used the keyboard and touch-pad simultaneously, 

received more positive feedback than the upper case gesture, in which participants 

needed to switch between keyboard and touch-pad. 

4.5. Discussion 

Although our study should be seen as an initial effort to examine the potential of 

multi-touch gestures to support expression of emotion in IM, the approach we applied in 

this study presented our design research process and provided a framework for future 

design studies in this area. The results of the user evaluation showed how participants 

perceived and reacted to multi-touch gestures for emotional expression in IM. 

Participants were not interested in gestures that needed them to keep switching from 

keyboard to touch-pad and vice versa (e.g. smiley faces in the middle of a sentence, or 

upper case), as it reduced their typing speed, which was reported as one of the 

advantages of IM communication. Designers need to consider the nature of IM 

communication (i.e. short and fast messages) in their design in addition to supporting 

emotional communication, which is challenging.  

Gestures with the purpose of supporting intensity received the least positive 

feedback from participants. One possible explanation of this result could be the relation 
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of this category of the emotional cues to vocal cues, which is difficult for users to relate 

to gestures. Alternately, it may simply be more efficient to use the keyboard for these 

cues, rather than invent new gestures. Therefore supporting voice cues through 

gestures may be more challenging compared to other nonverbal behaviors and future 

studies need to be open to different input options.  

4.6. Conclusion 

As an exploratory study, there were several limitations that pointed toward 

improvements for future studies and specifically the subsequent study III (chapter 5) and 

design process (chapter 6) of this dissertation.  

One of the limitations of this study was the small sample size and the higher 

number of female compared to male participants. Since it was a preliminary study, 

convenience sampling was used. However, future studies need to use a bigger sample 

size and higher number of males for upfront research and design process.  

Another limitation of this study was the emotion elicitation strategy. Participants 

were asked to act out the different emotions of happy, sad, and angry. The role-playing 

nature of their emotional expression might have affected their emotional communication 

and made it unnatural or exaggerated. Future studies need to explore emotional cues by 

cultivating controlled emotionally-laden situations, in which participants are more likely to 

engage in natural emotional conversation.  

This study focused on gestures as input technology from the sender’s 

perspective, while the output will remain the same as emoticons and other emotional 

cues senders apply in IM. Future studies need to focus on alternative output 

technologies for visualization of gestures from the receiver’s perspective.  

This study examined emotional expression in different emotions of sadness, 

happiness, and anger in each role-playing phase. However, the emotional cues 

identified from all conversations with different emotional states were combined, and the 
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design ideation phase was done for all the emotional cues. Future studies need to focus 

on the specific emotional state from the research phase to design ideation and 

evaluation. 

The findings of the “5-why” method revealed three main challenges users think 

they encounter in IM communication. What challenges users encounter in reality 

however, may be different than what they think. A more in-depth qualitative research in 

future studies may reveal other challenges users encounter in IM.  

Text-based emotional cues in this study were manually identified from 

participants’ conversations. However, future studies need to conduct a more in-depth 

conversation analysis to study the structure and the sequential organization of the 

conversations and how emotions are expressed, responded to, and worked through in 

IM conversations. Conversation analysis may also reveal a wider range of strategies and 

emotional cues participants apply to communicate emotions in the context of IM 

conversations. 

The results of the user evaluation showed how participants perceived and 

reacted to multi-touch gestures for emotional expression in IM. Participants were not 

interested in gestures that needed them to keep switching from keyboard to touch-pad 

and vise versa (e.g. smiley faces in the middle of a sentence, upper case), as it reduced 

their typing speed, which was reported as one of the advantages of IM communication. 

Designers need to consider the nature of IM communication (i.e. short and fast 

messages) in their design in addition to supporting emotional communication, which is 

challenging. 

Based on the insights that were gained from studies I and II, and continuing the 

trajectory of the prior research in the area of emotional communication in instant 

messaging, study III was designed and conducted. This will be explained in the following 

chapter.  
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Chapter 5. Study III: How do you IM when you get emotional? 

5.1. Introduction  

The main goal of this study is to investigate how people actually communicate 

their emotions in IM through a mixed-methodology approach. This study was designed 

based on the main insights from studies I and II, and sought to address some limitations 

of the previous studies in this area and extend their findings in several aspects. 

The first aspect is the emotion elicitation strategy. In previous studies (Hancock, 

Landrigan, and Silver, 2007; Walther, Loh, Granka, 2005), participants were asked to act 

likable or unlikable, and happy or sad. As Hancock et al. (2008) explained, the role-

playing nature of their emotional expression in prior studies might have affected their 

emotional communication and made it unnatural or exaggerated. In the study reported 

here, short video clips were used to induce four specific moods, followed by open-ended 

text-based chat accompanied by memory elicitation designed to maintain those moods 

and encourage participants to express their emotions more naturally during chat. 

Therefore, text-based IM communication was explored by cultivating controlled 

emotionally-laden situations in which participants were more likely to engage in natural 

emotional conversation and apply text-based emotional cues to express those emotions. 

The second innovative aspect of this study is the wider range of moods studied 

to investigate the emotional cues in text-based IM. Compared to previous studies 

(Hancock, Ciaccio, and Lin, 2008; Hancock, Landrigan, and Silver, 2007; Walther, Loh, 

Granka, 2005), which examined a limited range of positive and negative emotions 

(generally happy or sad), this study investigated a range of four distinct emotions of 

relaxed, sad, happy, and angry. These are four major emotional states that can be 

expected to occur frequently in daily life. In Russell’s (1980) circumplex model of affect, 

these four different emotions occupy four separate quadrants in a two-dimensional 

space composed of pleasure-displeasure and degree of activation. 
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The third innovative aspect of this study is the large set of text-based emotional 

cues selected for detection and analysis. A relatively new and novel set of verbal and 

nonverbal cues was extracted from Boonthanom’s (2004) study of asynchronous CMC 

(email). This set includes emotion words (e.g. happy, angry), vocal spelling (altering 

spelling to mimic a specific vocal inflection, e.g. weeeell or soooo), lexical surrogates 

(textual representations of vocal sounds that are not words, e.g. uh huh, haha), spatial 

arrays or emoticons (pictographs constructed from punctuation and letters, e.g. :-( for a 

sad face, or :-D to indicate laughing), manipulation of grammatical markers (alterations 

of the presentation of words, e.g. all capital letters, strings of periods or commas), and 

minus features (deliberate or inadvertent neglect of conventional formatting elements, 

e.g. abbreviation and acronyms, lack of capitalization or paragraphing). Additional cues 

were derived from the existing literature on the text-based CMC. Hancock et al. (2007) 

showed that degree of agreements, verbosity, and punctuation are three strategies 

participants use to express positive versus negative emotion in text-based CMC. 

Therefore, the following categories were also explored in this study: assent (e.g. agree, 

OK, yes), negation (e.g. no, not, never), punctuation, and number of words per 

conversations as an indicator of verbosity. Note that, based on Boonthanom’s (2004) 

cue taxonomy, vocal spelling, lexical surrogates, spatial arrays/emoticons, punctuation, 

minus features, and manipulation of grammatical markers are called nonverbal 

emotional cues since they mimic visual and aural nonverbal behaviors in face-to-face 

communication, such as facial expression, tone of voice, body gesture, or posture 

(Boonthanom, 2004; Hancock, 2004). We categorized positive, negative, and swear 

words as verbal emotional cues. 

The fourth aspect of this study was the combination of quantitative and 

qualitative analysis. The main focus of this study is to, through a mixed methodology, 

quantitatively and qualitatively explore emotional communication in instant messaging. 
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The quantitative content analysis was conducted by counting the frequency of text-

based emotional cues and focused on how four emotional states (relaxed, angry, happy, 

sad) influenced the type and quantity of emotion-related cues used during informal 

conversations between college friends in IM. While qualitative content analysis approach 

looked closely at how emotions were expressed, responded to, and worked through in 

IM conversations. Qualitative analysis in addition to quantitative generated an in-depth, 

holistic understanding of communication of emotion in instant messaging. The results of 

this study provided a valuable foundation for the design process. The following sections 

explain the experiment methodology and the results of the quantitative and qualitative 

analysis. 

5.2. Methods 

5.2.1. Participants  

Twenty college students in ten pairs of friends, three males and 17 females, 

ranging from 18 to 31 years old, received a $10 gift card for their participation in this 

study. We required partners to be friends who knew each other for at least six months so 

they were more likely to IM each other in real life, to express their emotions, and engage 

in natural emotional conversation (Wagner and Smith, 1991; Parkinson, Fischer, and 

Manstead, 2005; Derks, Fischer, and Bos, 2008; Ramirez and Broneck, 2009). Despite 

the motivation that was gained through previous studies to recruit an equal number of 

male and female participants, this study could not overcome that limitation because of 

the time limitation and convenient sampling.  

5.2.2. Procedure 

Each pair of friends arrived at the laboratory together, and each friend was 

randomly assigned to separate rooms equipped with similar equipment (computer, table, 

and chair). After sitting at the computers, they were asked to sign a consent form and 

answer several demographic questions (See appendix A).  
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Participants were informed that the purpose of this study was to learn about text-

based communication, with no mention of emotion. Telling participants the actual goal of 

the study might have increased the demand effects in which participants might not 

naturally achieve the desired emotional state and by either resisting or pretending to be 

in the mood. 

The study used a within-subjects design. The experiment included two phases, 

repeated for each of the four emotional conditions of relaxed, angry, happy, and sad. 

The first phase was the mood induction. For each mood induction, a short video clip was 

selected to elicit the condition mood. Partners were asked to watch the video, followed 

by a manipulation check survey using the 28 emotion items from Russell (1980) (See 

appendix B). Among different procedures to elicit emotions or induce moods, such as 

imagination, images, film/story, sound/music, or social interaction, the meta-analysis 

results by Westermann et al. (1996) argued that the film/story mood induction procedure 

was the most effective procedure when subjects are treated individually (Westermann, 

Spies, Stahl, and Hesse, 1996). The relaxed clip was treated as the baseline condition 

and always shown first. To avoid carryover effects, suggested by Rottenberg, Ray, and 

Gross (2007), video clips of the same valence were shown in a blocked order. Therefore, 

the happy video clip was shown as the third video and anger and sad video clips were 

shown randomly in second and fourth position. 

The second phase was informal chat via IM. The goal of this phase was to keep 

participants in the emotional state that was elicited using the video clip and engaging 

them in a chat conversation likely to include expression of their emotions. A memory 

elicitation technique (Morris, 1989) was used to reach the goal of this phase. Participants 

were asked to trigger each other’s memory to remember different life experiences they 

had related to the emotion of the film they just watched, and talk about them for ten 

minutes via Google Chat before watching the next movie. The memory elicitation 
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technique is favored by several researchers since they directly trigger individual 

experiences of emotion (Morris, 1989). Participants were given some sample questions 

(See appendix C)to use for memory elicitation (e.g. “Have you had any experiences 

similar to what you watched in the video?” “What makes you relaxed/happy/sad/angry?”).  

After watching and chatting about all four movies, participants answered a short 

survey (See appendix D) on how satisfied they were expressing their emotions in chat 

conversation and why. They were asked to report their satisfaction in a 7-point scale of 1 

(totally dissatisfied) to 7 (totally satisfied). Other questions were also asked such as 

“Which emotion was the hardest/easiest to express through text-based chat? Why?” and 

“What differences do you see between expressing your emotion in IM compared to face-

to-face?” At the end, participants were compensated and dismissed. 

5.2.3. Measurements 

For the manipulation check, participants reported their feelings after watching the 

video clip on a 5-point scale of 1 (slightly or not at all) to 5 (extremely), for each of the 28 

emotion terms in Russell’s circumplex model (1980). Clusters of emotions were created 

from the four highest-rated emotions in each condition. This created four roughly 

orthogonal emotion clusters, one in each quadrant of the two-dimensional circumplex 

model, in which the horizontal axis represents emotional valence (unpleasant on the left 

and pleasant on the right) and degree of activation on the vertical axis (Figure 7). The 

relaxed mood was calculated by taking mean of four emotions of at ease, serene, calm, 

and relaxed. The same process was done for measuring happy (happy, glad, pleased, 

delighted), angry (annoyed, frustrated, angry, tense), and sad (gloomy, sad, depressed, 

and miserable) moods. All four moods of relaxed, anger, happy, and sad were calculated 

for each of the four conditions.  
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Figure 7. Emotion clusters selected from Russell’s (1980) circumplex model, showing valence as 

the horizontal axis, and activation as the vertical axis. 

 

Verbal emotional cues including positive emotion words, negative emotion words 

(angry, sad, anxiety), and swear words were counted using the Linguistic Inquiry and 

Word Count (LIWC) software (Tausczik and Pennebaker; 2010). LIWC was also used to 

count the assent and negation words, big words (words > 6 letters), fillers (blah, I mean, 

you know), cognitive (e.g. know, think), and perceptual (e.g. see, hear, feel). All 

nonverbal cues except punctuation (vocal spelling, lexical surrogates, spatial 

arrays/emoticons, minus features, and grammatical markers) were counted manually by 

the researchers. Punctuation was counted using LIWC. Since verbal cues identified by 

LIWC represent percentages of total words produced in each condition, we calculated 

nonverbal cues as percentages of total words produced in each category.   
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5.3. Results (Quantitative analysis)  

The main goal of the quantitative analysis is to investigate the effect of users’ 

emotional state on different emotional cues they apply in text-based IM. 

5.3.1. Manipulation Check  

The mood manipulation was checked first to test whether the levels of each 

emotion (relaxed, angry, happy, and sad) were significantly higher than the other three 

for each of the corresponding mood inductions. Since the distribution of moods in none 

of the conditions was normal, the manipulation check was done by conducting 

Friedman’s ANOVAs for all four emotions in each condition. The results were significant 

in all conditions at p < .001: relaxed (χ2 (3) = 43.43), angry (χ2 (3) = 45.65), happy (χ2 (3) 

= 54.71), and sad (χ2 (3) = 52.14). Results of pairwise comparisons of the means using a 

Bonferroni correction are in Table 4. 

 

The results of the pairwise comparisons for each mood among four conditions 

showed that the desired emotional state was highest compared to the other three (noted 

in bold), though more in terms of valence than activation. Participants reported the 

negative emotion sad significantly higher than the other three emotions in the sad 

condition. However, in the remaining conditions, the two positive emotions were    

significantly different from the two negative emotions in their respective conditions, but 

the two same-valenced emotions were not significantly different from each other. This 

suggests that the manipulation was highly successful in terms of emotional valence  

Table 4. Mean emotion levels by condition (SD in parentheses) 
 Condition 

Measure Relaxed Angry Happy Sad 
Relaxed 2.82a (0.93) 0.14a (0.28) 1.75a (0.83) 0.11ab (0.25) 
Angry 0.17b (0.28) 1.83b (0.73) 0.07b (0.23) 0.84a (0.76) 
Happy 1.76a (0.99) 0.00a (0.00) 3.18a (0.69) 0.00b (0.00) 

Sad 0.14b (0.20) 1.01b (0.77) 0.01b (0.06) 2.56c (0.92) 
Means in columns not sharing a letter are significantly different at a Bonferroni-

adjusted α = .008. 
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(positive or negative), but only partially successful in terms of activation, as only the sad 

condition produced an emotional response significantly less activated than the angry 

emotion. Alternately, the emotion clusters simply may not have included items high 

enough in activation to produce a significant difference. This result may also be due to 

an emotional ceiling effect. Participants generally arrive in the laboratory in a positive 

mood, causing negative mood manipulations to have a much stronger effect than 

positive mood manipulations. However, even without a neat and mutually exclusive 

division of the four emotional responses, the four mood conditions successfully produced 

four clearly distinguishable and appropriate mood profiles, which was the goal of the  

manipulation. 

5.3.2 Emotional Cues  

Table 5 shows the results of Friedman repeated-measures ANOVAs for each of 

the cues categories. There were significant differences among all categories, except big 

words (words > 6 letters), filler (I mean, you know), emoticons, anxiety, cognitive, 

perceptual, and negation words in the four conditions. Follow-up pairwise comparisons  

were conducted for each condition using a Bonferroni-corrected level of significance 

(.008).  

5.3.3. Survey  

Overall, participants were satisfied (average response: 5.9/7) with emotion 

expression to their friends via IM communication. The main reason of their satisfaction 

was reported as comfortable conversations they had with friends that have known them 

for a long time. For example, “It helps to know the person you're chatting with in the first 

place. If it was with a stranger it would be harder but I found it easy because of the way 

we communicate already and then we just transferred that to this chat room” “I feel very 

comfortable talking to (friend’s name). It almost felt as though we were chatting at home.” 

“I feel like (friend’s name) knows me well enough to understand what tone I am using  
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when I use text-based chat”.  

More than half of the participants (14/20) reported happiness as the easiest 

emotion to express, since they can apply different strategies such as emoticons, lol, 

haha, and punctuations to show their emotions. They also reported that they tend to IM 

with their friends more when they are happy, so they know how to express happiness 

and joy to their friends. For example, “it is very easy to joke around, use a ’haha‘ or ’lol’ 

or emoticons to express happiness while chatting”, “BECAUSE YOU CAN DO 

THISSSS! :D HAPPPPINNNNESSSSSS”, or “the use of smiley faces, "lol", and "hahah" 

helps to easily show joy and ease. Also, usually when I talk to (friend’s name) I'm happy 

so I knew how to tell her I was happy”. The rest of participants (6/20) reported anger as 

the easiest emotion to express in their conversations. They reported emotion words, 

emoticons, and upper case letters as the main cues that make it easy for them to 

 Table 5.  Mean percentages of verbal and nonverbal cues by condition (SD in parentheses). 
 Condition  

Cue Categories  Relaxed Angry Happy Sad χ2(3) 
Verbal 
Emotional Cues      

Affect words 8.66ab (2.68) 8.01a (2.93) 11.22b (3.02) 8.78ab (2.27) 9.60* 
Positive words 7.46ab (2.17) 4.01a (1.77) 9.49b (2.71) 3.98a (1.91) 27.42*** 
Negative words 1.15a (0.83) 4.00b (1.99) 1.70a (0.89) 4.80b (1.47) 45.72*** 
   Anger words 0.30a (0.44) 2.36b (1.50) 0.29a (0.33) 1.22b (1.02) 30.02*** 
   Sad words  0.30a (0.59) 0.42a (1.12) 0.37a (0.36) 2.64b (1.49) 41.44*** 
   Swear words 0.00a (0.00) 0.44b (0.49) 0.15ab (0.26) .50b (0.54) 19.04*** 
Nonverbal Emotional Cues     
Vocal Spellings  1.24ab (1.37) 1.04a (0.93) 2.23b (1.94) 0.67a (1.03) 18.28*** 
Lexical 
Surrogates 2.34ab (1.88) 2.09ab (1.71) 2.95a (1.86) 1.38b (1.75) 9.09* 

Minus Features 1.92ab (2.40) 1.26ab (1.43) 2.05a (2.83) 0.76b (0.89) 8.08* 

Punctuation  16.64ab 
(9.14) 13.61a (7.84) 21.27b 

(11.30) 13.11a (8.82) 11.59** 

Grammatical 
Markers 0.38a (0.66) 0.42a (0.82) 1.32b (1.30) 0.65ab (1.01) 17.19** 

Other verbal 
cues      

Assent words 3.06ab (1.66) 2.78ab (1.61) 4.65a (2.67) 2.28b (1.38) 10.18* 
For Friedman’s ANOVA, *p < .05, **p < .01, *** p < .001.  
Means in rows not sharing a letter are significantly different at a Bonferroni-adjusted α = .008. 
Results for Anxiety Words, Emoticon, Agreement, Negation Words, Big Words, Fillers, Cognitive Words, 
and Perceptual Words were not significant. 
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express anger. For example, “it's very easy to portray when you're angry and type angry, 

using different words, visual cues and using all caps.”  

The answers to the most difficult emotion to express, however, were more 

diverse. Nine out of twenty participants reported sadness as the hardest emotion to 

express. Lack of emoticons was one of the reasons they reported. They also reported 

that sadness is a deep emotion and they usually communicate it through subtle facial 

cues such as eye expression, which are missing in IM. “For me, sadness is displayed in 

my face and my eyes.  When I'm sad, I don't want to talk about it.  So when the only way 

of communicating my sadness is through message, that makes it difficult to do.”, 

“sadness is a very personal emotion so you have to be around people to feel it”, or “I 

think sadness is the hardest because the only way (friend’s name) would know I was sad 

is if I put a sad face ( :( :\ )”. Seven out of twenty participants reported 

contentment/relaxed as the hardest emotion to express, since they were in a neutral 

state and had no extreme emotion to express. The rest of participants, four out of twenty, 

reported anger as a hard emotion to express. Some of their answers were: “when it 

comes to deeper emotions like sadness or anger I tend to use a lot of gestures, facial 

expressions and I seek them in the respondent. Not being able to utilize those aspects of 

conversation was frustrating”, “I like to focus on why I'm angry before expressing my 

anger”, “ or “I like to vent anger physically, through sports and lifting weights rather than 

emotionally”.	
   

5.3.4. Discussion 

Overall, the results of this study provide empirical support for Brunswik’s lens 

model (1956) in synchronous text-based CMC, demonstrating that emotional state of the 

encoder can affect emotional communication and the usage of text-based cues in IM.  
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5.3.4.1. Verbosity  

The first interesting point was the number of words per conversation and words 

per minute participants used among four conditions. Similar to Hancock et al. (2007) 

participants in all four conditions produced words at approximately the same rate. 

However, inconsistent with their results that showed participants in negative mood used 

fewer words compared to a positive mood, we found no significant differences in the 

number of words per conversation among four conditions. A possible explanation could 

be the substantially different informal context of our experiment and using participants 

that knew each other for a quite some time that could talk about positive and negative 

emotions. Since the number of words per conversation was consistent across conditions, 

this increased the interest in exploring the relative proportions of the number of cues that 

were used in different conditions.  

5.3.4.2. Verbal Emotional Cues 

As expected, in the happy condition, participants used more positive emotion 

words compare to the other three conditions. Similarly, in the angry condition 

participants used more angry words compared to the other three conditions, and likewise 

for the sad mood. Of course, this is partially influenced by the topics of their 

conversations in those conditions, which were life experiences specifically portraying 

events that would be described with those words. These results demonstrated that 

memory elicitation in the second phase of the experiment could maintain users in the 

emotional states we required. 

5.3.4.3. Nonverbal Emotional Cues 

Consistent with the Hancock et al. (2007) study, participants used more 

punctuation in the happy condition than the sad and angry conditions. Participants also 

used a significantly higher number of vocal spellings (e.g. sooo, weeell) in the happy 

condition compared to the sad and angry conditions. This result from informal chat aligns 
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with a previous task-based study I (Pirzadeh and Pfaff, 2012) in which participants used 

less vocal spelling during time-pressured conditions that were designed to frustrate 

participants through frequent task switching. The proportion of manipulations of 

grammatical markers (alterations of the presentation of words, e.g. all capital letters, 

strings of periods or commas) were higher in the happy condition than the angry and 

relaxed condition, but not the sad condition. The proportion of lexical surrogates (e.g. uh 

huh, haha) and minus features (abbreviations and acronyms) were used significantly 

higher in happy than sad condition.  

Cue categories such as punctuation, vocal spelling, lexical surrogates, and 

manipulation of grammatical markers are noteworthy in how they attempt to mimic real 

speech (Hancock, 2004). Participants seem to apply these types of emotional cues to 

adapt the prosody of face-to-face communication to text-based CMC, especially when 

they are in a happy mood more than the other three moods of relaxed, angry, and sad. 

As such, these results extend to CMC the face-to-face findings of Scherer (1978) and 

Ekman (1982), which showed prosody (e.g. tone of voice, frequency, pitch) is one of the 

main cues to emotional expression and is exhibited differently across various emotions. 

These results may have implications for the automatic detection of positive mood, as 

these groups of emotional cues are relatively easy to capture in real time during a chat 

conversation. 

Another interesting result is the usage of emoticons. Emoticons were defined as 

symbols that resemble facial expression and body movements and are used very often 

especially in instant messaging (Derks, Bos, and Grumbkow, 2008). Derks, Bos, and 

Grumbkow (2008) showed that participants used more emoticons in positive than 

negative emotional states. The results of this study, however, showed no significant 

difference in the number of emoticons participants used in four conditions. One possible 

explanation of this result may be the diversity of emoticons (both positive and negative) 
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we had in our experiment, since in their study (Derks, Bos, and Grumbkow, 2008) a 

limited number of emoticons for negative emotional expression was provided.  

Overall, the happy condition led to more use of nonverbal cues than the two 

negatively-valenced conditions of sad and angry. The manipulation check after watching 

the video clips confirmed that participants were in the desired mood at the beginning of 

the chat conversation and it persisted throughout each chat session as shown by the 

use of significantly different numbers of positive, angry, and sad words. Yet the main 

nonverbal manifestation of the negative moods (angry and sad) in the chat logs was 

simply a reduction in the number of nonverbal cues used compared to the happy 

condition. It suggests that a happy mood promotes an overall increase in nonverbal 

emotional expressivity in IM, which could be a possible explanation of why most of the 

participants reported happiness as the easiest emotion to express. This increase in 

nonverbal emotional expressivity has three potential explanations.  

The first is that IM, as it is currently implemented in common desktop and web-

based applications such as Google Chat, may not support negative expressivity 

sufficiently. It may be that letters, numbers, punctuation, and even emoticons are ill-

suited to express negative emotions. This explanation is in line with the survey results, in 

which some of the participants reported that sadness and anger are difficult to express in 

IM because of the lack of cues to communicate facial expression in this medium. This 

explanation also put SIP theory in a new perspective with respect to the negative 

emotions, since the results showed that users were not able to find any strategies to 

convey nonverbal behaviors to express their negative emotions. The second explanation 

is that participants expressed negative emotions using cues not among those captured 

in this analysis. Lastly, the third explanation is that perhaps sad and angry partners 

chatting informally turn their focus inward and become less expressive overall. This 

explanation is in line with the survey results, in which some participants reported they 



	
  

 51 

want to focus more on the reason that made them angry before expressing their anger.  

This is also in line with the results of Pfaff’s (2012) study showing an increased inward 

focus of participants in a negative mood in the NeoCITIES simulation, a six-person team 

decision-making task. This behavior manifested as reduced attentiveness to their 

partners.  

5.3.4.4. Assent words 

Participants used a significantly higher number of assent words (e.g. agree, OK, 

yes) in the happy condition than the sad condition. Hancock [11] also showed the degree 

of agreement as one of the main strategies that participants used to express their 

positive emotion compared to negative emotions in CMC. However, their data showed 

that it is the frequency of negation words (e.g. not, no, never), rather than the frequency 

of assent words, which differentiates positive emotion from negative. Our data showed 

no significant difference in the frequency of negation words in different conditions. A 

possible explanation for not having significant difference among negation words can be 

explained by the conversation context of this study. Participants mainly talked about their 

personal experiences and they might not have had many opportunities to express 

disagreement, compared to the task-based context in Hancock et al. (2007) study. 

To conclude, the main goal of the quantitative analysis was, through a 

quantitative approach, to see whether pre-defined cues, such as those provided by 

Boonthanom (2004), would appear in different proportions under different emotional 

conditions. The advantage of the quantitative approach was the speed and efficiency to 

mine large data sets, though they only capture content, not context. However, the next 

phase of analysis took a qualitative approach and applied conversation analysis to 

preserve the complexity and richness of the content.  

5.4. Results (Qualitative analysis) 
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A qualitative analysis in this section focuses more intently on the emotional cues 

participants used and the reasons behind using those cues in different emotional states 

and specifically explored if/why IM supports happy emotion more richly than negative 

emotions of sadness and anger. We focused on conversations only in three mood 

conditions of happy, sad and angry, since quantitative analysis (previous section) 

showed that participants were in a neutral state had no extreme emotion to 

communicate in the relaxed condition.   

5.4.1. Data analysis  

Qualitative data analysis was influenced by the grounded theory approach 

(Glaser & Strauss, 1967). The results were grounded in and generated from naturally 

occurring data collected from 30 conversations in three moods of sad, happy, and angry. 

Within the grounded theory approach, two methods of data analysis were used in this 

study: content analysis (Krippendorf, 1980) and conversation analysis (Schegloff, 1987). 

Content analysis was used to identify emerging themes and categories and also 

persistent patterns and differences within and across three conditions of sad, happy, and 

angry. Sequence analysis (Schegloff, 1987; Schegolff, Koshik, Jacoby & Olsher, 2002) 

was the specific form of conversation analysis applied in this study. It enables a 

microanalysis of emotion in interaction by breaking down the data into groups of related 

utterances and provides insights into how participants express and acknowledge 

emotion in interaction. In conversation analysis, it is assumed that conversation has 

structure and the meaning is shaped in the context of the exchange. According to 

conversation analysis, each conversation occurs in a series of utterance exchanges 

between two participants of a pair. However, in order for a conversation to be 

understood as a coherent episode, the exchanges of utterances need to have a 

structure. Utterances could be grouped in different sequences. A sequence is a group of 

utterances through which participants accomplish and coordinate an interactional activity 
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(Mazeland, 2006). A question followed by an answer, a request followed by a decision, 

criticism and the reply to it, or a simple comment/inform-acknowledgment are all 

examples of two-way sequences or adjacency pairs. This study specifically focused on 

sequence analysis and how emotion is expressed and responded to throughout different 

sequences.  

The following section reports how the overall structure and main topics of 

conversations were affected by the mood condition. It is followed by exploring emotion 

expressions and responses through utterances related to each mood. 

5.4.2. Overall Structure and Main Topics of The Conversations  

Conversations in the sad condition mostly started with participants expressing 

sadness from watching the video clip (a son witnessing the death of his dad), which was 

followed by topics related to the video such as empathizing with the main character of 

the movie or questioning what movie the video was from. Anger expression was also 

part of the beginning of the conversations in the sad condition. Participants got angry 

about why the young actor gets exposed to his father’s body after he died. The most 

common topics discussed after this initial period were related to participants’ sad 

personal stories, such as losing a friend or family member or sad movies they watched 

before. Personal stories were either triggered by the video clip, specifically elicited by a 

partner, or were brought up to empathize with one another’s stories. Overall, participants 

empathized with each other through confirmation cues and similar personal stories, 

except a few instances of one partner trying to change the mood of the conversation to 

the baseline mood.  

In the angry condition, participants were more engaged in topics related to the 

video (the bully scene) such as asking what movie the video was from, discussing the 

main scenes of the movie, how the bully made them angry, how they would react if they 

were the main character of the movie, and the reasons behind the bully scene of the 
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video clip. Related personal stories were also discussed, but not as often as in the sad 

condition. Compared to the sad condition, where participants tried to empathize with 

each other by talking about similar sad experiences in their lives, in the anger condition 

participants tended more to restore the mood of conversation to the baseline mood by 

making jokes and teasing.  

In the happy condition, more diverse topics were discussed than in the sad and 

angry conditions. Participants mostly started their conversations with expressing their 

positive feeling about the video (funny clips of babies) and talking about different parts of 

the video that were more interesting to them. After this initial period, participants tended 

to sustain the happy mood of conversation by talking about a diverse range of topics 

from their feeling about having babies and funny stories from childhood to telling jokes 

and making fun of each other. 

5.4.3. Emotion in interaction 

 The following sections explore how emotion was expressed and responded to in 

different sequences of utterances. Emotional cues participants used to express their 

emotions throughout the conversations and strategies they used to provide a response 

to their partner’s emotional comments were identified at this stage. Figure 8 shows an 

overall view on different emotional cues participants used in the emotional expression 

and feedback. 

5.4.3.1. Emotional Expression  

Participants used emotional words as the main strategy and lexical surrogates 

and emoticons as supporting strategies to express their emotions.  
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Figure 8. Emotional cues used in emotional communication 

 

Emotional words 

The main strategy that participants used to express their emotion in the utterance 

was using emotional words to describe their emotion. In sad expression, sad words were 

used such as sad, crying, bawling, poor, tough, depressed, downer, not liking, tearing up, 

and awful. For example, “he kept crying and it made me sad again”, “poor him and the 

champ!”, “Well that was a downer.”, “Holy depressing.”, “that sucks”, “i always have 

nightmares about my dad dying so idk that stuff gets me”, “it sucks to lose a grandparent 

your close to.”,  “i'm sad the guy died but im more sad for the kid.”, “It doesn't get sadder 

than that my dude.” 

In the happy expression, happy words were used such as like, hilarious, love, 

laugh, funny, favorite, and adorable. For example: “that was my fav clip!”, “Hands down 

best movie ever!”, “It was just so adorable and funny.”, “I love his laugh.”, “i love babies”, 

“it was hilarious”, “He is the funnies little dude ever.”.  
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Angry words such as horrible, hate, angry, mad, annoying, pissed off, and hell, or 

epithets such as mean, stupid, and loser were used in anger expression: “omg like i hate 

how everyone just stood around except for like one kid”, “i get really mad at hypocrites. 

they make me want to scream”, “it was so annoying”, “Those make me angry.”, “what a 

jerkface”. 

Lexical surrogates 

Lexical surrogates, mostly at the end of utterances, were used for emotional 

communication to mimic real speech and communicate vocal sounds. Lexical surrogates 

are textual representations of vocal sounds that are not words, such as “uh huh”, “haha”, 

and “oh”. “lol” (laugh out loud) was also considered to be in this category, since it is a 

textual representation of vocal sound of laughing out loud.  

No lexical surrogates were used in sad expression. In anger expression, only one 

instance of “grr…” was found: “that happened to me a little in 5th grade. I had no friends 

in 5th grade and kids would like lick my pencil and give it back to me because they knew 

i would get grossed out….grrrrrr”. In happy expression, however, lexical surrogates of 

“haha” and “lol” were repeatedly used. For example, “yay babies lol”, “i think its worth it. 

they are a little bundle of emotions haha”, “i loved the first one and the one who liked the 

ripped paper. they were my favorites lol”, “And then you get all the fun parts of a baby 

but not the hard parts.  Lol”, “all kids are weird in a gap lol”, “they all laughed like old 

men lol”. 

Emoticons 

Using emoticons at the end of utterances was another strategy to communicate 

emotion by mimicking facial expression. Emoticons are pictographs constructed from 

punctuation and letters, such as :-( for a sad face, or :-D to indicate laughing in IM. 

Emoticons were only used in the happy and sad expression and not in anger expression. 

Five total instances of “:(“ and “:[“ were the only emoticons that were used in sad 
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expression. In the happy expression, 11 different types of emoticons were used, 

including “:D”, “;-)”, “:)” , “:]” , and “:)))”. Some examples of using emoticons as a 

supporting tool for emotional expression are as follows: “i started crying :( ” “but i feel 

bad for my papa because now he's the last one left in his family :( ”, “my stomach really 

hurts :( ”, “the first time i saw home alone 2 in the movies i peed my pants :D”, “but when 

I like 4 laughing I was thinking how would it be if 4 start crying together ;-)” , “i sometimes 

imagine things and laugh :D”. 

5.4.3.2. Response to emotional expression (feedback) 

Feedback can express the receiver’s interpretation of the prior utterance and can 

provide a means for making sure everyone has the same understanding of what has 

been said. The previous sections explained what strategies participants used to express 

emotion in their utterances throughout their conversations. This section specifically 

focuses on feedback and explores how participants responded to their partners’ 

emotional expression.  

Based on the data analysis, three main response categories were identified 

including agreement/confirmation cues, emotives (strong emotional words, lexical 

surrogates, and emoticons), and related comments (personal opinions, experiences, and 

stories).  

Agreement cues 

The first category of feedback identified from the conversations was 

agreement/confirmation words or phrases such as “I know”, “right”, “yeah”, or “agree”, 

which are called agreement. This category of cues was used to show the receiver 

agreed and empathized with sender’s utterance and emotional expression. For example: 

A: Well that was a downer. 
B: Yea...  
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A: the one that fell over was sooo cute 
B: i know!!!! 

A: i hate how some men are so violent. I just really dont like violence, it is 
truely never the answer 
B: i agree. 

Emotives 

The second category of feedback, emotives, included three subcategories: 

strong emotional words (e.g. “oh my god”, “damn”, “holy crap”, “what?”, “really?”, 

“outstanding!”, “great”), lexical surrogates (e.g. “oh”, “Awe”, “haha”, “lol”), and emoticons 

(e.g. “:(“, “:)))”, “:D”). Emotives were used alone, in a group, or in combination with 

agreement cues.  

A: his wife got cancer like....10 years down the line and they only caught it 
when she had like 3 months left 
A: and i went to her funeral 
B: damn........ 

A: the first time i saw home alone 2 in the movies i peed my pants :D 
B: whaaaaat? 
B: hahahahahahahaha 

A: the one kid that was laughing and then sort of fell over, that was really 
cute 
B: hahaha yeah 

Table 6 shows the list of most frequent agreement cues and emotives 

participants used in three conditions of sad, happy, and angry. 

Related comments 

The third category of feedback was identified as related comments, which include 

any comment related to the sender’s utterance such as the receiver’s personal opinions, 

experience, or stories. Personal stories were mostly used in the sad condition in 

response to sad personal stories that participants talked about.  
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Related comments were used with and without agreement cues and emotives 

and could be considered to be the emotional expression in response to the most recently 

discussed topic. For example:  

A: i hate when bad stuff happens to kids in movies 
B: i hate when bad things happen in general 

A: ever since I was little I always wondered what it felt like to die, but I 
didn't want to stay dead 
 B: I know! I used to run into my parents room at night and cry because I 
was thinking about death 

 

Table 6.  Table Agreement cues and emotives in three conditions of sad, happy, and 
angry 

Feedback Cue Sad Percentage 
from the 
total 
feedback 
cues  

Angry Percentage 
from the 
total 
feedback 
cues  

Happy Percentage 
from the 
total 
feedback 
cues  

 
 
 
Agreement  

yeah 48 0.32 36 0.26 19 0.11 
right 8 0.05 5 0.03 4 0.02 
I know 12 0.08 6 0.04 7 0.04 
agree 4 0.03 5 0.03 1 0.00 
TRUE 1 0.00 4 0.03 3 0.01 
Exactly 0 0 3 0.02 1 0.00 
me too/me 
neither/same/ 

10 0.07 4 0.02 7 0.04 

Total  83 0.55 63 0.45 42 0.24 
 

 
Strong 
emotional 
words 

OMG 13 0.08 4 0.02 8 0.04 
really?/seriously/ 4 0.03 5 0.03 5 0.03 
e.g. outstanding, 
great, damn 

11 0.07 4 0.02 18 0.10 

 Total  28 0.18 13 0.09 31 0.18 
 

 
Lexical 
surrogates 
 

oh 7 0.05 16 0.11 6 0.03 
awe 0 0.00 3 0.02 2 0.01 
wow 0 0.00 2 0.01 1 0.00 
ummm  9 0.06 1 0.00 9 0.05 
haha 10 0.06 19 0.13 56 0.32 
lol 2 0.01 2 0.01 7 0.04 
Other (e.g. Eh, 
ahh, ew) 

6 0.04 14 0.10 14 0.08 

 Total 34 0.22 57 0.41 95 0.55 
 

Emoticons :), :)),… 5 0.03 5 0.03 4 0.02 
 

Total  150  138  172  
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A: like the one with the baby and ripping the paper 
B: haha I liked the one that is most viewed on youtube   

A: you know the girl at iu that died at a little 5 party? that was my friends 
roomate and i didn't even know it. she was sleeping when her friend died. 
i know its gonna take her a long time to get over it 
B: :( awh i didnt know that 

5.4.4. Emotional prosody (capital letters, punctuation, and vocal spelling) 

In both emotional expression and response, participants used different strategies 

to adapt the prosody of face-to-face emotional communication to instant messaging, 

such as altering the presentation of words using capital letters and punctuating 

statements using strings of exclamation or question marks to emphasize certain words in 

a statement or express the intensity of their emotion. They also used vocal spelling to 

mimic a specific vocal inflection and ellipsis to indicate a pause or silence. 

Participants used capital letters and strings of exclamation or question marks to 

mimic vocal intensity and loudness of specific words or phrases. These two strategies 

were mostly used to express excitement, joy, surprise, and anger. For example: “O.M.G. 

FOUR babies” (happy), “I can't even IMAGINE” (happy), “so WTH movie was THAT?” 

(angry), “I HATE BULLIES” (angry), “GO HELP LOSERS” (angry),  “OMG THAT WAS 

ADORABLEEEEE” (happy), “OMG I STILL CRY!” (sad), “THAT WAS SO FREAKIN 

SAD”, (sad)”, “right?!?!?!” (sad) , “like elementary kids can be evil!!!!” (angry) , “i love 

pretty little liars more!!!!” (happy).  

Another strategy used to mimic the prosody of face-to-face emotional 

communication in IM was altering of spelling to mimic a specific vocal inflection. For 

example: “sooooooo glad the internet was not a big thing back then” (happy), “i laughed 

and i'm suuure people thought i was nuts” (happy), “freaking cuuute” (happy), “they were 

soooo cute” (happy), “you loooooooove k names” (happy), “interrrrrrrrresting” (happy), 

“its sooo sad” (sad), “like i thought my sister's keeper was sooooooooooo sad “ (sad), “i 
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sooooooo did not bully that kid but they still suspended me” (angry), “i was like why are 

you friends with a bully? whhyyy?” (angry).  

Participants also used ellipsis “…” to indicate pause of silence or unspoken 

words. For example: “god...so miserable” (sad), “damn........” (sad), “I don't get 

embarrassed by much....I did fall up the stairs with my hands in my pocket once”, 

“haha...way to go!!!” (happy). 

5.4.5. Beyond Adjacency Pairs 

Adjacency pairs were not the only type of sequence throughout the 

conversations. Three, four, and five-way sequences were also identified which mostly 

consisted of using agreement cues and emotives back and forth. For example:  

A: she kills herself 
B: holy crap 
B: SUPER SADDDDDDNESSSS 
A: i KNOWWWWWW 

A: OK. Hands down best movei ever! 
B: FOR REALS. Completely agree.  
A: Hahaha!  So hilarious! 
A: we had to sit down and laugh 
B: LOL 
A: silly me 
B: oh my god 
B: hahahahaha 

A: O.M.G. FOUR babies 
B: RIGHT?!!?!?!? 
A: YIKES 
B: haha 
A: hahaha :)  

5.4.6. Discussion 

The results of this study, including the level of participants’ satisfaction in 

communicating their emotion (5.9 out of 7 according to the prior quantitative analysis), 

presented more evidence to support the SIP theory in which individuals adapt different 

textual cues to communicate their emotion via IM. However, the results of the 
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quantitative analysis put SIP theory in a new perspective with respect to the negative 

emotions, since sadness and anger are more challenging for users to express. 

Considering emotion expression and response separately was a new perspective 

taken in this study. Firstly, in emotion expression, users mainly used words to explain 

how they feel and why they feel so. However, they used different strategies such as 

lexical surrogates and emoticons to support their uttered emotion. As expected, this 

result shows that verbal cues including emotional words play the main role in emotional 

communication in IM, and other strategies such as emoticons and lexical surrogates are 

used as tools to support expressing emotion in their utterances. Lexical surrogates and 

emoticons were mainly used for two purposes. First, to emphasize the emotion of the 

utterance, where the emotion of the cues (lexical surrogates and emoticons) was the 

same as the emotion of the utterance for example: “yay babies lol” or “ it made me 

sad :(“. Second, they were used to convey teasing or joking, where the positive lexical 

surrogates and emoticons were used at the end of statements that did not convey 

necessarily positive emotion. For example, “all kids are weird in a gap lol”, “And then you 

get all the fun parts of a baby but not the hard parts.  Lol”. Overall, lexical surrogates and 

emoticons were used at the end of the statement to convey the tone of voice or facial 

expression.  

The limited emoticons usage (16 instances across all three conditions) in the 

conversations was unexpected. In their study, Walther and D’Addario (2001) found little 

impact of emoticons in messages that include attitudinally rich verbal statements. 

Therefore, one possible explanation for the limited usage of emoticons could be that 

participants used rich emotional statements that didn’t need to be emotionally 

emphasized by emoticons. Another possible argument could be that some participants 

might have been new to Google chat and not comfortable finding and using the 

emoticons. Yet another possible explanation could be that IM users replaced “haha” and 
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“lol” instead of emoticons since they do a similar job as emoticons and may be easier to 

type.  

In response to emotional expression, participants used agreement cues, 

emotives (strong emotional words, lexical surrogates, and emoticons), and related 

comments, or a combination of them. Agreement cues and emotives were used in two 

ways. They were used alone to indicate acknowledgement in a way that could be 

considered to be back channeling, in which the receiver provides quick feedback without 

claiming the floor or taking a turn in the conversation. They were also used in 

combination with related comments in a way that mimics turn-taking in face-to-face 

communication since the receiver takes the floor and expresses himself on the topic that 

the sender just talked about. 

The results showed the strong role of short cues, specifically agreement cues 

and lexical surrogates, in responding to emotional expression. The main strategy 

receivers used to acknowledge emotional expression and empathize with senders in the 

sad and angry conditions were agreement cues (specifically “yeah” and “I know”) and in 

the happy condition was lexical surrogates (specifically “lol” and “haha”). One possible 

explanation for the high number of agreement/confirmation cues is that data consisted of 

free conversations and not task-oriented dialog. Feedback was mainly used by receivers 

to agree or empathize with the senders’ message. Tagliamonte and Denis (2008) also 

identified “haha” and “lol” as the highest frequency cues used by their participants in the 

flow of conversation as a signal of interlocutor involvement or feedback. They obtained 

this result after searching and documenting a range of linguistic phenomena in a corpora 

involving 72 teenagers and over a million words of natural, unmonitored IM.  

In both emotional expression and response, participants used capital letters, 

punctuation, and vocal spelling to adapt the prosody of face-to-face emotional 

communication (high pitch, prolonged duration, and intensity) to IM. In their study, 
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Sasaki and Ohbuchi (1999) compared emotional interaction in CMC and vocal face-to-

face communication and their results showed that CMC could evoke emotions as 

intensely and easily as vocal communication. In the vocal condition, however, angry 

emotions and perceived negative intents prompted aggressive responses, while these 

effects were absent in CMC (Sasaki & Ohbuchi, 1999). Therefore, overestimating or 

underestimating emotional states may happen in CMC, which could lead to inappropriate 

reactions. Based on the results of the present study, participants often replied to anger 

expression of their partners with joking and teasing, which might have been caused by 

receivers underestimating the senders’ anger.  

Overall, the results of the present study show three main strategies participants 

used to adapt emotional expression and response to IM: words (emotional words and 

agreement cues), mimicking the prosody (including lexical surrogates, capital letters, 

punctuation, vocal spelling) and emoticons. Initial studies on the impact of facial affect in 

face-to-face communication indicated that facial expressions have greater effects and 

provide more consensual and accurate judgments of emotion than vocal nonverbal cues 

(Burgoon, Buller, & Woodall, 1996). Critics of those studies pointed out, however, that 

the studies involved unnatural experimental stimuli. Further natural investigation found 

that vocal expressions could be even more important predictors of emotions than facial 

expressions in everyday life (Planalp, 1998; Fridlund, Ekman, & Oster, 1987). Based on 

the results of the present study, using different strategies to mimic the prosody of speech 

provides some evidence that supports the importance of vocal cues over facial 

expression in the context of informal conversations via IM when the visual and aural 

nonverbal cues are missing.  

Later research by Scherer (2003) showed there are some major differences 

between facial and vocal expression with respect to their recognition accuracy scores. 

For example, joy is easily recognized in the face, while sadness and anger, followed by 
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fear, are generally best recognized in voice. The results of the prior experiment in which 

the data in the present study was generated showed that participants had more 

challenges communicating their sadness and anger compared to happiness. The lack of 

strategies to mimic the voice in anger and sadness in IM communication could be a 

possible explanation for challenges users reported in communicating their anger and 

sadness. Although users already developed some strategies, they might not be enough 

to fully satisfy sadness and anger communication.  

5.5. Conclusion 

This study explored how college friends actually communicate their emotion 

during informal conversations in instant messaging through a mixed methodology. The 

quantitative analysis specifically investigated how different emotional states influence 

cues individuals apply in instant messaging. While qualitative analysis investigated 

emotion in interaction and identified emotional cues IM users used in emotional 

communication including emotional expression and response via this medium. 

The results of this study provide further empirical support for Brunswik’s lens 

model (1956) in synchronous text-based CMC, demonstrating that the emotional state of 

the encoder can affect emotional communication in IM. This model can be used as a 

framework for future studies to explore how unique patterns of emotional cues in 

addition to other factors (such as personal traits, culture, or social relationships) can 

characterize different emotional states in IM. Understanding the usage patterns of 

emotional cues has implications for future research on emotion communication via CMC, 

as well as for the design of the next generation of IM tools that can facilitate a wider 

range of emotional expression. 

Overcoming the limitations of prior work on emotion expression in text-based 

CMC (Hancock, Landrigan, and Silver, 2007; Walther, Loh, Granka, 2005) that used 

role-playing to make users express their emotions, this study explored the topic by 
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cultivating emotionally-laden situations, in which participants were more likely to engage 

in natural emotional conversation, by using video clips and memory elicitation 

techniques. Future studies need to apply other creative techniques to increase the 

emotion expression in natural conversation among friends. An alternate approach is to 

acquire a large natural corpus of IM data and use content analysis to classify 

conversations into appropriate emotional categories to then be analyzed for verbal and 

nonverbal cues. Continuing with the need to better understand IM users, prior work 

demonstrates the importance of considering individual personality traits when assessing 

communication behaviors (Whittaker, 2003). 

Based on the results of study I, extraversion (Scherer, 1978) and emotional 

intelligence (Petrides and Kokkinaki, 2007) could be the most likely factors to explain 

some of the variation between individuals in their use of verbal and non-verbal cues to 

express and respond emotion in IM, and should be considered in future research in this 

area. Future studies also need to consider that emotional or social cueing (verbal and 

nonverbal) is not the only mechanism that connects people together in text-based CMC. 

Whittaker (2003) explains different cognitive cues such as turn taking, availability, 

shared attention, and interactivity are additional types of cues that facilitate expressive 

communication. Nardi (2005) goes beyond cognitive and social cueing to discuss social 

connection and different categories of activities for social bonding (affinity, commitment, 

and attention) that need to be considered in any type of communication, including text-

based CMC in the absence of traditional nonverbal cues. Longer-term goals are to study 

text-based CMC beyond emotional expression to explore different categories of cues 

and activities that individuals use to connect and develop social bonds.  

The relatively small sample size (ten couples) was one limitation of this study, 

though the within-subjects design across four conditions produced forty conversations 

total, an ample amount of data. Significant results found in this sample shows that this 
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topic merits further consideration and future studies need to re-examine these findings 

with chat data from a bigger sample. The higher number of female compared to male 

participants is another limitation of this study. Although Hancock et al. (2007, 2008) 

found no gender affect on emotion expression and detection in instant messaging; future 

studies should reexamine the results of this study in a more diverse participant pool (in 

terms of gender, age, and ethnicity) than this overwhelmingly young female sample. Also, 

this study focused on data in English. Future studies should reexamine the results of this 

study in other languages and cultures.  

Regarding to qualitative analysis, this study examined a few aspects of 

conversation analysis, which were overall structure of conversations, sequence 

organizations, and lexical choice. There are other areas of conversation analysis such 

as turn taking, interactional asymmetries and examining the level of asymmetry (e.g. 

participation, and knowledge) in social interaction that future studies could explore in 

informal IM communication.  

The results of this study were applied as a strong research foundation for the 

following design study to develop solutions to support emotional communication in IM by 

facilitating effective and transparent emotion expression and response in instant 

messaging.  
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Chapter 6. Design process 

6.1. Introduction 

The results of previous studies I, II and III as upfront research provided helpful 

insights to ground, inform, and inspire the design process in this chapter. The design 

process involved an active process of ideating, iterating, and critiquing potential multi-

touch gesture based design solutions to support emotional expression and response in 

instant messaging.  

Narrowing down the scope of the design, this study specifically focused on 

mobile instant messaging (text messaging) and explored multi-touch gesture based 

design solutions to support emotional communication via this platform. Like desktop 

instant messaging, text messaging represents a merging of written and oral 

communication modes. However, the mobile and highly interactive nature of texting sets 

it apart from desktop instant messaging. The increasing trend of smartphone users has 

directly affected the number of mobile messaging app users. The reason behind the 

increasing trend is that the proliferation of cell phones with full keyboards and touch-

screen function has made it easier to send mobile instant messages.  

This chapter presents different stages of the design process. Brainstorming 

design sessions were conducted to explore different multi-touch gestures, body icons 

and symbols related to sadness and anger expression and response. Based on the 

results of brainstorming sessions and upfront research (study I, II and III), through 

prototyping and co-design sessions, two main multi-touch gesture based design 

solutions to support emotional communication in mobile text messaging were created, 

iterated and evaluated.   

6.2. Exploratory brainstorming design sessions 

The design process was started by conducting two brainstorming design 

sessions to explore different multi-touch gestures that could be used as input for 
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emotional expression and acknowledgement from the sender’s point of view (See 

appendix E for the brainstorming session plan). Expression and acknowledgment were 

explored separately, since in the study III (conversation analysis) they were identified as 

two main components of emotional communication in IM. Different body icons and 

sign/symbols were also explored as the output to be seen from the receiver point of view. 

These channels were inspired from different channels of emotional communication in 

face-to-face interaction. Face icons were not explored in the brainstorming sessions, 

since a wide range of face icon emoticons is already available to represent facial 

expression. In the quantitative analysis in study III, sadness and anger were identified as 

emotions that were more challenging to be communicated in IM than happiness. 

Therefore, the design process started with focusing on sad and angry emotional 

communication.  

6.2.1. Participants  

Overall 16 visual communication design students participated in two 

brainstorming sessions, 8 students in 4 pairs for each session. Participants were 

fourteen females and two males, age range of 20-32, with a mean of 25.4 years. Four 

participants were graduate students, six juniors and six seniors. Design students were 

selected for this stage of the design process to make sure that they had enough design 

skills to communicate their ideas through drawing. 

6.2.2. Procedure 

Each session consisted of four parts of anger expression, anger response, sad 

expression, and sad response. Participants were paired up in four teams in each session 

(Figure 9) and asked to write an angry memory they had on the paper form given to 

them (See appendix F for all the forms were used in the brainstorming session). This 

memory elicitation technique (Moris, 1989) was used to elicit anger and put participants 

in a specific emotional context. Then they were asked to draw eight multi-touch gestures 
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to express their anger. They used painting colors to draw their gestures. They were also 

asked to draw as many body icons and sign/symbols as they would like to show their 

anger to their friends. On the forms they were given, they had space for four body icons 

and four symbols. However, they were given a blank sheet to be able to draw as many 

ideas they could generate. Considering the time limitation for the session (1.5-2 hrs.), 

participants were given 30 seconds for each part of the gesture, body icons, and 

symbols creation. The significance of the announcement was that it ensured everyone 

knew that the agreed upon goals must be met by a certain time. This encouraged them 

to stay on track and generate as many ideas as possible within the allotted timeframe. 

 

Figure 9. Brainstomring sessions setting 

 

Then they were asked to switch their memory forms with their team member and 

read through each other’s messages. They were asked to explore eight multi-touch 

gestures they would use to acknowledge their friend’s anger expression and also four 

body icons and four symbols they would like their friends to see on the other side. All the 
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above steps were repeated for the sad expression and response. Note that as a 

brainstorming session, it was emphasized that quantity was more important than quality.  

Then they were asked to switch their memory forms with their team member and 

read through each other messages. Then they were asked to explore eight multi-touch 

gestures they would use to acknowledge their friends anger expression and also four 

body icons and four symbols they would like their friends to see on the other side. All the 

above steps were repeated for sad expression and response. Note that, as a 

brainstorming session, it was emphasized that quantity was more important than quality.  

6.2.3. Results  

For every category of anger expression, anger response, sad expression and 

sad response, an affinity diagram was created, and different ideas for each channel of 

multi-touch gestures, body icons, and symbols were grouped in different themes.  

6.2.3.1. Anger expression  

In total 113 multi-touch gestures were created for anger expression. The same 

multi-touch gestures were grouped together and placed into distinct categories, and the 

five most frequent gestures for anger expression were identified (Figure 10). 

  

Figure 10. Anger expression- multi-touch gestures 

	
  

Body icons (in total 56 icons) were also categorized in three main categories. 

The first category identified was static body expression. This category of body icons 
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visualizes the angry static body expression, for example shaking hands in the air or 

pointed down from anger. The second category of body icons for anger expression 

presented physical anger such as hitting or kicking. The third category was body icons 

that presented pulling out hair. Figure 11 shows a few examples of body icons in each 

category. 

 Figure 11. Anger expression- body icons 

 

The same anger expression symbols (in total 54 icons) were also grouped. 

Figure 12 shows the five most frequent symbols that were created in the brainstorming 

sessions. 

	
  

	
  

	
  

	
  

Figure 12. Anger expression- symbols 
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6.2.3.2. Anger response  

Data analysis was also done for anger response multi-touch gestures, body icons, 

and symbols. 102 multi-touch based gestures were gathered. Figure 13 shows the five 

most frequent multi-touch gestures participants created for anger response.  

 

 

 

 

 

  Figure 13. Anger response- multi-touch gestures 

	
  

As figure 14 shows, five main categories were identified from the body icons (in 

total 45 icons) generated for the anger response. The first category of icons visualized 

anger in response to anger. Icons in this group showed that when their friend is angry, 

they would get angry too. The second category visualized how recipients get sad when 

their friend is angry. In the third category, they were shocked or surprised from their  

friends’ anger. The fourth category visualized comforting and empathy with their friends. 

There was also a fifth category where they might also laugh at their friends’ anger.  

The anger response symbols (in total 49 icons) were also categorized, and four 

main categories were identified (Figure 15). Interestingly, category themes identified for 

symbols were similar to body icon categories. Participants visualized sadness, anger, 

shocked and comforting through symbols in this part. 
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Figure 14. Anger response-body icons 

 

	
  

	
  

	
  

	
  

	
  

 

 

Figure 15. Anger response- symbols 

	
  

You	
  are	
  angry;	
  I’m	
  sad	
   You	
  are	
  angry;	
  	
  I’m	
  angry	
  too	
  

You	
  are	
  angry;	
  I	
  am	
  shocked	
   You	
  are	
  angry;	
  I	
  comfort	
  you	
  

You are angry, I am angry too You are angry, I am sad 

You are angry; I am shocked/surprised You are angry and it is funny 

You are angry; I comfort you  
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6.2.3.3. Sad expression  

 The same process of data analysis was used to categorize multi-touch 

gestures, body icons, and symbols for sad expression and response. In total 104 multi-

touch gestures were collected for sad expression. Affinity diagrams were created, and 

identical multi-touch gestures were grouped together. Below are the five multi-touch 

gestures that were created with the highest frequency. 

 

 

 

 

 

Figure 16. Sad expression- multi-touch gestures 

	
  

Sad expression body icons (in total 54) were categorized into four groups. Body 

icons that showed slouching, tearing, and wiping off tears, sitting alone, and laying down. 

Figure 17 shows two icons from each category. 

 

 

Figure 17. Sad expression- body icons 

 

Sad expression symbols (in total 39 icons) were also categorized and below are 

the four most commonly generated symbols for sad expression. 

Slouchin
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Figure 18. Sad expression- symbols 

6.2.3.4. Sad response  

 The 106 multi-touch gestures created for the sad response were also 

categorized. Below are the five gestures with the highest frequency.  

 

 

	
  

 

Figure 19. Sad response- multi-touch gestures 

 

Sad response body icons and symbols were also grouped. Sad response body 

icons (in total 45) were categorized into three categories of sadness, being 

shocked/surprised, and comforting. Figure 20 shows three samples for each category. 

Figure 20. Sad response- body icons 
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Sad response symbols (in total 42) were categorized into two main categories 

that represent sadness in response to sadness and also comforting that included 

hugging or giving support.  

  

Figure 21. Sad response- symbols 

	
  

Figures 22 and 23 show a summary of icons generated for ager and sad 

expression and different categories of response to those emotions.  

 

Figure 22. Anger expression and response  
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Figure 23. Sad expression and response  

 

Another interesting theme that was identified from observing participants in the 

brainstorming sessions while they were creating the ideas was the process of creating 

multi-touch gestures.  The intensity and pressure used in drawing gestures in sad and 

anger were different. Participants were observed to use more pressure on anger related 

multi-touch gestures (e.g. hard tapping), while gestures for sad expression and response 

were mostly generated with low pressure.  

6.3. Design solutions and prototype  

In this stage of the design process, the results of brainstorming sessions were 

combined with the results of conversation analysis gathered in study III to explore two 

main gesture-based design solutions to support emotional communication in IM.  

The first multi-touch gesture based design idea was using multi-touch gestures, 

instead of typing or selecting emoticons to send different emotional cues users use to 

communicate their emotion. To communicate this design idea with users in the context 
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of text messaging, a text messaging application prototype was created (Figure 24).   By 

clicking on the icon of a gesture on the right side of the text box, a gesture board would 

be shown to the participant to perform a multi-touch gesture as an input and their friend 

on the other side would see one of the options of body icon, face icon, symbol, or word,  

related to that gesture.  

 

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  

Figure 24. Gesture feature 

	
   	
   	
  

Thirty emotional cues, identified from conversation analysis in study III, were 

selected for this stage of the design process. Emotional cues were selected from both 

emotional expression and response in three emotional states (happy, sad, and angry) 

including emotional words, lexical surrogates, emoticons, strong emotional words, and 
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confirmation cues. For each cue a related gesture, body icon, and symbol were selected 

from the results of brainstorming sessions.  

The process of matching multi-touch gestures, body icons, face icons, and 

symbols for every emotional cue was done by the design researcher based on the 

relevance and closeness of gestures and icons to specific words. Note that the design 

solutions (multi-touch gestures, body icons, and symbols) matched with the emotional 

cues were not final design solutions. They were used as triggers for participants to think 

about improving the solutions or create new design solutions in the following co-design 

sessions.  

Brainstorming sessions were conducted only for sad and angry emotions 

because those emotions were identified as more challenging emotions to be 

communicated in instant messaging compared to happy emotions. The limited timing of 

the brainstorming sessions (two hours) also made it difficult to add the third emotion of 

happy to the sessions. However, the happy emotion was added in this stage of the 

design process, since happy is one of the main emotions that is expressed in everyday 

life and adding this emotion made the set of design solutions more comprehensive to 

cover both positive and negative emotions.   Because of the time constraint, conducting 

another round of brainstorming sessions for happy emotions was not possible. Therefore 

for emotional cues that were selected from conversation analysis in a happy emotional 

state, design ideas including multi-touch gestures, body icons, and symbols were 

created by the design researcher and a design student.  

Face icons were also added in this stage to explore differences between body, 

face, and symbols in emotional communication. Table 7 shows the list of cues and 

equivalent gestures, body icons, face-icons, and symbols. 
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Table 7.  List of emotional cues and equivalent multi-touch gestures, body icons, and symbols 

used in co-design sessions 

Emotional	
  cue	
  
(Selected	
  from	
  
study	
  III)	
  	
  

Multi-­‐touch	
  
gesture	
  
(Selected	
  
from	
  design	
  
brainstormi
ng	
  session)	
  

Body	
  icon	
  
(Selected	
  from	
  
design	
  
brainstorming	
  
session)	
  

Face	
  icon	
  
(Selected	
  by	
  
researcher)	
  

Symbol	
  	
  
(Selected	
  from	
  
design	
  
brainstorming	
  
session)	
  

Annoyed	
  
	
  
	
  
	
  

	
   	
  

	
   	
  

Angry/pissed	
  
off	
  
Grrr	
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Sad	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  

	
  

	
   	
  	
   	
  

	
  
	
  
	
  
	
  
Happy/yay/	
  
excited	
  
	
  
	
  
	
  
	
  
	
  
	
  

	
  

	
   	
   	
  

	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
I	
  know/I	
  see	
  
(down)	
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I	
  know	
  
(up)/yeah	
  
right	
  

	
  	
   	
  

	
  

Exactly	
  

	
  

	
  

	
  

	
  

OMG	
  

	
  

	
  

	
  

	
  

awe	
  

	
  

	
  

	
  

	
  	
  

	
  
	
  
	
  
Hmmm/….	
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Lol/haha	
  

	
  

	
  

	
   	
   	
  

	
  
	
  
	
  
Oh	
  no/No	
  way	
  

	
   	
  

	
  
	
  

ugh	
   	
   	
   	
   	
  

I’m	
  sorry	
  	
   	
   	
   	
   	
  

	
  
	
  
	
  
Whats	
  
up?/what?/	
  
really?/seriousl
y?	
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Love	
  you	
  

	
   	
  

	
   	
  

Great	
  job	
  

	
  
	
  

	
  

	
   	
   	
  

kiss	
  

	
  

	
  

	
  
	
  

	
  

hug	
  

	
  

	
  

	
  
	
  

	
  

Send 
Tap and hold for a few sec 
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Based on the results of the conversation analysis, participants used different 

strategies such as using lexical surrogates or emoticons at the end of their utterances to 

convey the tone of their statements. The second multi-touch gesture based design 

solution was created to support this specific behavior with swiping text in different 

directions and changing the color of the text background to convey four main emotional 

tones of angry, sad, happy and neutral (Figure 25).   

To evaluate and improve the design solutions and create new solutions, co-

design sessions were conducted as the next stage in the design process.  

	
  

	
  

	
  

	
  

	
  

	
  

 

	
  

Figure 25. Swipe feature and color change  
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first round, and 14 in the second round). 18 female (average age=24.6, SD=4.3) and 12 

males (average age=23.2, SD=3.2) were recruited for this study. In this stage of the 
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design process, careful attention was paid to recruit a roughly equal number of males 

and females. Eight teams were female-male, two teams were male-male, and five teams 

were female-female. Partners were required to be friends who knew each other for at 

least six months, so they were more comfortable expressing their emotions, and 

engaging in natural emotional conversation (Wagner and Smith, 1991; Parkinson, 

Fischer, and Manstead, 2005; Derks, Fischer, and Bos, 2008; Ramirez and Broneck, 

2009).  

After every session, the data was analyzed and minor changes in the prototype 

were made for the next session. However, after eight pairs, patterns on data were 

observed and design solutions and the problem statement were substantially refined. In 

the following section, two rounds of sessions and the transition from round one to two 

are discussed.  

6.4.1. Co-design sessions (round I) 

6.4.1.1. Participants  

Sixteen IUPUI students, seven female and nine males, participated in the first 

round of co-design sessions. Two teams were female-female, three were male-male, 

and three were female-male.  

6.4.1.2. Procedure  

Participants were asked to fill out a consent form and demographic questionnaire 

upon arrival. Then they were asked to sit on each side of a table. The researcher was 

sitting in the middle to facilitate the session. Two video cameras captured the two sides 

of the table to record participants’ hands and interaction with the cellphone as well as 

participants’ spoken comments and think aloud data. Figure 26 shows the setting of the 

experiment. Participants were given paper prototype cellphones in addition to a 

conversation that included all the words shown in table 7. Emotional cues were in bold 

during the conversation. Participants were asked to role-play through the conversation 
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line by line and as they got to the bold cues invent a gesture on the screen of the phone 

prototype to express that cue. They were asked to think aloud while doing so. After they 

created a gesture, the gesture identified by the designer in table 7 was shown to them 

and they were asked to compare that with the gesture they created. 

Figure 26. Co-design session round one setting 

 

Participants were also shown the related body icon, face icon, symbol equivalent, 

and word to each multi-touch gesture on table 7 and asked which option they preferred 

their friend on the other side of the communication receive after they enter that specific 

gesture. Participants were also told that they had two options of using the gesture or 
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swiping the text in four directions to convey their emotion. They were free to pick one or 

the other throughout the conversation.  

6.4.1.3. Results  

Video data from the first eight pairs of participants was analyzed and the 

following main themes related to the design solutions were identified: 

• Gesture board: moving from one screen to the other for drawing seems 

cumbersome to users. “For gesture I prefer to do that on the text screen. 

Moving to another screen of the gesture board is too much”, “Going to 

another screen is not good. I want to know who I’m texting and what are 

the previous texts”. 

• Being in control and avoiding surprise: Desiring to be in control was 

another main theme identified from data analysis. Participants wanted to 

be able to check exactly what the application would send to their friends 

before hitting the send button. It would make them able to change the 

unwanted state before sending the text. This concern was reported by 

participants for both color and gesture design features. They reported 

they liked to know what color their text is before sending and also what 

emoticon would be sent after doing a gesture. “Its easier if it shows me 

what it is going to send so that I know before sending it”, “I want to know 

what will be sent when I do the gesture”, “change the keyboard color so 

that I know the text is red because I could see myself putting red by 

mistake and sending something. But if you change the keyboard I know 

that I’m typing in red”. 

• Options on the receiver side: What participants (body icons, face icons, 

words, or symbols) liked to see after entering a gesture varied by 

participants and their emotion, which was explored more in the second 
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round of design sessions. However, participants reported using gestures 

to retrieve one specific emoticon or word is not time efficient and it was 

sometimes easier and faster for them to just type the word or select the 

emoticon instead of using the gesture for brining up the word/emoticon. 

Giving more than one option related to the multi-touch gesture was 

suggested by participants as well. In that case, they would be able to 

choose what they would like to send among a selection of related 

emoticons and words.  

• Overwhelming number of gestures: There were too many gestures and it 

was hard for participants to remember all of them. Participants started to 

put similar words in the same category of the gestures and created ten 

main categories that all the words could fall under (Figure 27).  “I think 

some words are the same for example what? and Whats up? Or ummm… 

and sigh are the same. Sounds good, agree, good job, I know, and yeah 

are the same too”. 

Several other themes were also identified, which needed further investigation in 

the second round of the design sessions. For example, when and why participant’s 

preferred body icons, versus face icons, versus symbols or words. Therefore the next 

round of co-design sessions was conducted after changing the prototype based on the 

results of data analysis, which is explained in the following section. 
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Figure 27. Multi-touch gesture categories created in co-design session round one 

	
  

6.4.2. Design Solutions and prototype refinement  

Based on the results of the first round, the following changes made on the design 

solutions:  

• Since color swiping did not give the users the feeling of control on the 

color before sending the text, it was changed to the three buttons below 

the text box. As the user clicks any of the colors, the keyboard and the 

background of the text-box color would change to notify users of the color 

change. Figure 28 shows the refined color feature.  

• Since moving to a new screen for a gesture board was time-consuming, 

and also users lost track of texting, the gesture board was moved to the 

space above the keyboard. Users needed to double click on the screen 

and the gesture board appeared. Figure 29 presents the refined gesture 

board.  
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Figure 28. Refined color feature 

	
  

 

Figure 29. Refined gesture feature 
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• Since participants categorized all the words under ten different gestures, 

the gesture feature changed in a way that as the user input the gesture 

on the gesture board, a list of all the options of body icons, face icons, 

words, and symbols related to that gesture would be shown and they 

could select one or more options to add to the text box (Figure 28).  

The prototype was redesigned based on the above changes and the second 

round of co-design sessions was conducted with the revised design ideas. 

6.4.3. Co-design sessions (round II)  

The main goal of this second round of co-design sessions was evaluating and 

improving ten categories of gestures (Figure 27) and identifying different face icons, 

body icons, symbols, and words that go under each category. It also focused on 

improving the redesigned color feature. 

6.4.3.1. Participants  

Fourteen IUPUI students, eleven females and three males participated in this 

study. Four teams were female-female, and three teams were female-male.  

6.4.3.2. Procedure   

Participants were asked to fill out a consent form and demographic questionnaire 

upon arrival. Then they were asked to sit next to each other at a table. The researcher 

was sitting on the other side of the table to facilitate the session. One video camera 

captured the table and participants to record participants’ hands and interaction with the 

cellphone as well as participants’ spoken comments and think aloud data. Figure 30 

shows the setting of the experiment.  

To start the session, the main design features were explained to participants. 

Then they were shown all the different gesture categories that were identified from round 

I with some examples of face icons, body icons, words, and symbols that were identified 

from round I and brainstorming sessions. They were asked to give their feedback on 
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different gestures including what category of emoticons and words each gesture referred 

to. They were also asked to make their own set of related face-icons, body-icons, 

symbols, or words for each gesture category. Finally, they were asked to imagine they 

were in different emotional states of sad, angry, and happy and would like to text each 

other about it. They were asked to role-play and text with each other using the main 

features of gesture and color. 

 

 

Figure 30. Refined gesture feature 
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6.4.3.3. Results  

 Emoticons and words that participants put under each category were combined 

as figure 31, 32, and 33 show.  

Figure 31. Gestures categories (happy, joking, sad) and sets of body icons, face icons, symbols, 

and words related to each category  
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Figure 32. Gestures categories (indifferent, angry, annoyed, love) and sets of body icons, face 

icons, symbols, and words related to each category  
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Figure 33. Gestures categories (surprised/shocked, questions, confirmation) and sets of body 

icons, face icons, symbols, and words related to each category  
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Video data from brainstorming session round III was analyzed and the following 

themes were identified through theme analysis: 

Why text messaging? 

One of the themes identified in data analysis was the text messaging usage in 

everyday life. Participants reported different reasons why they use text messaging in 

everyday life and what technology they would like to use for text messaging. Time was 

identified as an important factor in mobile text messaging. Quick communication with the 

least effort was the main reason participants reported for the usage of the mobile text 

messaging. For example, “I use texting for quick communication”, “If it can help me to 

send faster texts I would use it. If it slows me down I wouldn’t use it”.  

They also reported they use text messaging and specifically emoticons to stay in 

touch with people that they already know and have an emotional connection. For 

example, “if someone texts me we have that close relationship that allows me to send 

emoticons…”, “I use emoticons when texting people I know”. 

Emotional expression styles  

Regarding emotional expression, IM users were divided into two categories. The 

first category included users who were not willing to express their emotion regardless of 

the medium. Willingness to express emotion varied among different participants and was 

different among the three emotions of happy, sad, and angry. Some participants 

reported that mostly for negative emotions, specifically anger, they do not express their 

emotion. Motivating this group of users to express their emotion using gestures and 

color design solutions was challenging, since the reasons behind their behavior were 

mostly related to different personality traits or cultural background. The following are 

some of the comments reported by participants: “I don’t get really angry”, “When I’m sad 

or angry I don’t talk that much”, “when I was young I used to get mad and release it but 

as I got older I learned I should think about my anger first before expressing it”.  
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The second group included users who were willing to express their emotion in 

text messaging. Users in this group were divided into two subcategories: first, those who 

were already satisfied with the current text messaging with regard to emotional 

communication, and second, those who reported the current text messaging did not 

completely support them in emotional expression and they sometime prefer to use other 

media such as phone or face-to-face communication to convey their emotions. For 

example, “If I am actually sad, I would be calling not texting…its hard to express your 

real sadness in text”, “I think I’m pretty good in expressing my emotion to my friends in 

texting”. 

The second group of users (who were willing to express their emotion in text 

messaging) reported the most positive feedback on two main design features that were 

presented in the second round of design sessions. Therefore, special effort was made to 

understand how this group of users communicated their emotion and explored hidden 

and obvious challenges they had with emotional expression in text messaging to 

improve the design features.  

Emoticons in emotional communication  

Using current text messaging applications such as What’s App, Wechat, 

Facebook messenger, or the iPhone text messaging application, participants reported 

different usage of emoticons to communicate their emotions:  

• Conveying the tone of the message at the end of the text or giving 

emotional feedback upon receiving a text. For example, “I use emoticons 

at the beginning of the statement to give feedback first and then text and 

then put another emoticon at the end to show the tone of my text”, “I 

usually use emoticons after text.”  
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• Making their message more genuine. For example, “when I use 

emoticons it makes the conversation more genuine and shows that I 

mean something.” 

• Emphasizing on emotion and making sure the person on the other side of 

the communication understands their emotion. For example: “I just add 

emoticons to make sure he understands my emotion.”  

• Showing extreme emotions. For example, “emoticons for me are used in 

extreme. When I’m very mad or excited.” 

• Replacing words with emoticons. Some participants reported it was easier 

for them to send an emoticon to convey a message rather than using 

words. For example, “Sometimes emoticons convey the message better. 

Showing the face of surprise is better than describing it in words.” 

Despite the usage of emoticons, participants reported some challenges they 

encountered in using the emoticons. They reported that there are too many emoticons 

and it makes it harder for them to find the emoticon they need among all the options. 

Some participants also reported emoticons are out of reach and it makes them not use 

them. For example, “Whats app has too many unnecessary emoticons that no one uses 

and searching is cumbersome”, “I don’t have the patience to search for emoticons....”, “I 

don’t use emoticons, emoticons are out of reach and that’s maybe why I didn’t get to use 

them”.  

The following sections discuss the usage of different types of emoticons including 

face-icons, body icons, and symbols more in detail and compared with the usage of 

words in emotional communication. 
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Face-icons  

Face-icons presented in the design sessions were selected from the list of 

currently available emoticons on the iPhone text messaging platform. Participants 

reported different reasons behind using face-icons such as being the most common 

available option in current applications, importance of communicating facial expression, 

and the proper alignment of face-icons with the text. For example, “Sadness by face is 

easier to understand”, “When I’m texting I like to use emoticons because they align with 

text”, “I think face gives all the information you need.”  

The usage of face-icons varied among participants and different emotions. Some 

participants did not use face-icons to express their negative emotions, especially anger, 

since they were cartoony/silly/funny and the other person would not take them seriously. 

For example, “when I feel sad I don’t use face icons or when I am mad. I don’t think the 

other person takes me seriously if I use them.” “When I am in fun/good mood I use face-

icons but not when I am in a bad mood. In a bad mood I just want to explain in words 

that I’m mad“, “I use mad face icons when for example my professor gives a lot of 

homework, to show that I’m angry. But it’s more like funny angry”, “face-icons in sad and 

angry are funny“, “I don’t use colorful icons when I’m sad or angry because it’s not real 

and shows that I’m already over what made me angry “. 

Although some participants reported no usage of sad and angry face icons, some 

participants reported they use them even in sadness and anger.  For example, “I use 

more when I am sad and angry (its easier to convey anger and depression) especially 

angry face icons”, “sadness is a good emotion to show and it shows affection to the 

other person and its genuine… In sad you want to show the other person that you are 

sad and you miss them or you are sorry. There is more emotion toward it when you use 

face icons”,  “I use face-icons of angry when I am upset. I don’t see that as cartoony” 
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Body icons  

Participants reported some advantages and disadvantages of body icons. They 

liked body icons because they conveyed emotions better than face-icons, especially for 

some extreme emotions such as very sad or angry. For example, “I would personally 

use the body icons because I think they are more expressive”, “If I am really angry I 

prefer body expression that shows I’m really angry”, “Body icons sometime get the point 

across better. Emoticons are generic, but the body icons could display the emotion 

better than emoticons. Like when I was defeated or gave up I would use slouching body”, 

Participants also reported they would use body icons that were presented to 

them because they had more character than face-icons. For example “I like body icons 

they have more humanized feeling. They have more character and meaning”. Especially 

for participants who did not use face icons because they were funny/cartoony, body 

icons were more interesting because they were simple and less colorful. For example, “I 

use body icon to show that I’m really angry because it’s so simple and not funny”, 

“Sometimes emoticons are too much, I’d like how simple body icons are”. 

Finally, some participants reported they prefer body icons because they were 

new and they liked to explore new options. For example, “I like body icons because they 

are new, and I like exploring new things”, “I prefer body icon for angry. It shows the 

intensity of the emotion and also face icons become so common, but body icons are new 

and fun to use”. 

Body icons requiring more space than emoticons was reported as one of the 

disadvantages of using this type of icons. Participants also reported some body icons 

were not clear what they were trying to convey. For example, “Depending on the 

situation, I would use face icon or body icon. If they take too much space I prefer 

emoticons because they align with my text”, “Some body icons are not clear.” “body 

icons sometimes are hard to understand.” 
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Symbols 

Some participants preferred symbols to express their emotion since they 

represented an action and not a cartoony face/body. However, some participants 

reported it was hard to get the meaning of symbols since they were abstract. For 

example, “I don’t use symbols because I don’t get them. For example “why do you send 

me fire or rain? I am more literal and logical”,  “I prefer rain and tear as sad. I take stuff 

as double meanings so I like the abstract and symbols”, “the symbol is the best because 

it’s an action it’s not a silly person”, “If I get fire from him, I won’t get that he is angry” 

Words 

Participants reported that words, rather than emoticons, were sometimes a better 

way to convey emotions, especially for negative emotional expression and 

acknowledgment. For example, “for angry you curse so much and don’t need emoticons”. 

“for the sad response I like to send words not emoticons or symbols”, “I prefer to send 

the word instead of emoticons. I don’t want the other person to think I put no effort in 

texting specially when she is sad or angry.” “Symbols are just too easy, and the other 

person might think that I didn’t put any effort to empathize with her”, “For 

acknowledgment I prefer to use words to show the other person that I care and spent 

time to answer you”. 

Using words and not emoticons in text messaging was reported as a sign of 

sadness and anger by some participants. For example, “I don’t use as many emoticons 

when I’m sad or angry.  I feel like when I don’t use emoticons it shows the sadness and 

anger by itself. Usually, when you don’t use the emoticons, it shows that you are not 

happy.“ 

Participants also reported that for some words there were no related emoticons. 

For example for “No way” or “I know” there is no emoticon that could be replaced. 

“Sometime I prefer words over emoticons. For example for ‘no way’, I rarely use 
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emoticons. I prefer words”. They, however, reported that they would use emoticons in 

combination with words to convey the emotion of some word. For example, when they 

use “I know J” for a happy response and “I know L” for a sad acknowledgment.  

Other media  

Finally, there was a group of participants who were willing to communicate their 

emotion via text messaging, but they reported that none of the above channels of 

emoticons and words in text messaging are enough to comprehensively support 

emotional communication. Therefore, they have to use other media sometimes to 

communicate their emotions. This was reported mainly for negative emotions such as 

sadness and anger. 

Gesture-based design solution  

Participants expressed their interest in using gestures as a unique feature of the 

application that made it easier for them to find related emoticons to their emotion and 

eventually accelerated their texting. “Although it might take some time to learn how to 

interact, it will eventually speed up texting”, “Instant messaging is about communicating 

fast and this application does that. Like the drawing…”, “I really like the gesture on the 

screen and that’s the main feature that differentiates this application from other 

applications in the market.” 

Participants reported that the gesture feature supported them to overcome the 

challenge of spending time going through a long list of emoticons to find the specific 

emoticon they need to send. “I just need it to tell me what to do. With all the emoticons 

we have I probably use five of them. If you give me just a few for the exact emotion that I 

have, I would choose one instead of going through all of them”, “I like the gestures. Now 

I have a problem searching emoticons. But gestures made it pretty easy”, “there are a lot 

of emoticons that I don’t understand them and don’t use. There are a lot of emoticons 

that I need to search among them. Gestures help to find what I exactly need.” 
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Another theme that was identified was gesturing and supporting expressivity. 

Some participants reported that they felt more expressive when they draw a symbol to 

find a specific emoticons. However, it varied for different emotions and the amount of 

time participants were willing to spend for texting.  “I think it does connect me to my 

emotion more…. For example, specific to the anger emotion, I could see myself when I 

draw it I express my anger too”, “When I feel happy and sad I do the gestures but not for 

anything else”, “Depends on the situation if you have time you enjoy and like to draw but 

if not you just draw to get the emoticons”, “Drawing the anger made me release my 

anger”, “Just visually drawing make me feel more expressive.” 

Participants also reported some other challenges that this feature has the 

potential to help IM users to overcome. “My mom can’t type, sometimes she presses two 

letters at one time. She could do the gestures. Its great for people who can’t type”. “I 

think this application would be very helpful for people who have difficulties expressing 

their emotion. For example, autistic children.” 

Despite extensive positive feedback that was received for the gesture feature, 

there were some limitations with this design solution. Participants reported that it would 

be a learning process to learn and get used to this feature of the application, since they 

were used to the emoticons button on the keyboard in current applications. It also takes 

some time to learn different gesture categories. Comments on the learning process 

emphasized the importance of creating a tutorial to introduce this feature to new users.  

Using gestures was specifically very interesting to the group of users who were 

willing to communicate their emotions.  For users who were already satisfied with the 

emoticons and current text messaging application, the gesture feature was reported as a 

great way to quickly reach the related emoticons and words they wanted to use.  

The new list of emoticons such as body icons and symbols were specifically 

interesting to users who were not satisfied with the current emoticons because they were 
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funny or degraded their emotions, especially in sadness and anger. Presenting both 

emotional words and emoticons was another interesting point reported by participants 

that encouraged them to use both words and emoticons to clearly communicate their 

emotions. Using gestures as quick shortcuts to some common words was also 

interesting for users who mainly used words in communicating their emotions. Although 

sometimes it was easier for participants just to type a word rather that doing a gesture to 

get that option, especially when the word was combined with other words in a sentence, 

for example: “damn it was tough” or “Awe that’s so cute!”.  

In the second round of design, ten gestures categories (Figure 26) were also 

evaluated and the following are some of the main themes that were identified based on 

the users feedback:  

• Some gesture categories overlapped. There were some emoticons and 

words that participants used in more than one category. “happy overlaps 

with love”, “Awe could come under happy and sad”, “I would put the 

tongue out [emoticon] in both \  and P categories”, “You could be 

sarcastic [tongue emoticon] when you are in different emotions. For 

example; when I am sad or angry, I use tongue [emoticon] as more I’m 

bitchy. But when I am happy I use it to joke around“.  

• For emoticons that were used in more than one gesture category (e.g. 

tongue out, hugging, shocked), participants used the combination of that 

emoticon with the emotion face-icon. For example, “for sarcastic I usually 

use a combination of two emoticons to show that I am angry and 

sarcastic. For example, mad face + crying from laughing”. Participants 

used the same strategy and combined emoticons with acknowledgment 

and confirmation words in different emotions. For example, they used “I 
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know” in combination of sad, happy, or angry face-icon to present their 

acknowledgment in different emotions. 

• Some gesture categories such as “P” were confusing for participants. 

They suggested that some categories needed to be combined. “P 

wouldn’t come to my mind. But as you explained that, it makes total 

sense”, “I think __ and \ need to be combined. Maybe we could have one 

category \”, “ ___ and \ overlap? After explanation, I know the difference 

but at the beginning I wouldn’t distinguish between them. I would combine 

both in one category”. 

• A “being supportive” category was missing. Participants reported they 

needed a gesture besides heart to specifically empathize and support 

their friend in different emotions. “Heart is too much if I want just to 

support someone and give her a hug, I won’t draw a heart.”, “When I want 

to do empathy like patting, what gesture should I use? …maybe 

heart…but it conveys love…”,  “What gesture should I use if I just want to 

support and give her hug?”.  

• Although participants suggested adding an empathy/support category, 

they reported that the number of categories was just fine and adding 

more to the categories would make it complicated and they might not 

remember. For example, when participants were asked if they liked to 

have different categories for different intensities emotions (e.g. happy and 

excited, sad and very sad), their responses were negative. “Having 

gestures for emotions with different intensity is too much! I use smiley for 

happy, laughing, or excited”, “The number of categories is enough, more 

than that and Ill get confused and can’t remember them”, “If there were 

too many categories I couldn’t remember them”, “Maybe we can have 
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another category for laughing and lol or those things. But it will get very 

difficult…” 

Interestingly, the main gesture categories that were identified for the sadness 

and anger responses from co-design sessions were similar with different categories 

identified for anger and sad responses in brainstorming sessions as they are shown in 

figure (34). 

 

Figure 34. Combining the results of brainstorming sessions and co-design sessions with respect 

to sad and anger response  

 

Color design solution  

Participants also reported their interest in the color design solution. Especially 

participants who did not use emoticons, expressed more interest in using this feature, 

since it was simple and quick to use and presented the emotion clearly. However, 

participants that used emoticons more often used color as an additional emotional 
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I"am"Happy/
excited/joking"
around"

You"are"happy,"I"am"happy"too"

Confirma>on""
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representation to emoticons. “I don’t use emoticons, the color would work for me. 

Emoticons are childish and you don’t want to use them in serious texting. When its 

serious, words and color would be the best way to convey my emotion”. “all other apps 

are the same with different looks but this app really helps to show my emotion. I might 

actually use fewer emoticons if I have colors. But its great to have both color and 

emoticons”, “I like the idea of the color. If you could add color to each gesture category it 

would be cool! “, “I really like the idea of color. Attaching color to text is cool and can be 

useful”.  

Another interesting theme that was identified was the order of changing color and 

texting. Some participants changed the color first and then text and some texted first and 

then changed the color of the text background. “I text first and then change the color. I 

prefer to text and get it off my chest first and then set the color”, “I would text first and 

then pick the red and select some related emoticons”, “I prefer to pick the color first. It’s 

good to show on the keyboard somehow that the color has been changed”. 

Besides the positive feedback that the color solution received, there was also 

some confusion with this design solution. Agreement on some emotion colors such as 

red for angry, or yellow for happy was reached quickly. However, participants didn’t 

agree on colors for some emotions like sadness or being sarcastic. Another limitation of 

this feature was the confusion of this feature overlapping with the gesture design 

solutions. Since participants could reach related emoticons of the three main emotions of 

happy, sad, and angry from both the color button and gesture board, they sometimes 

were confused which one they need to use. Note that, there was no right or wrong way 

and participants could do both ways.  

Recommendation for future application  

Participants also suggested a few features for future improvement of the design 

that could be added to the application: 
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• Voice: participants reported voice as a feature that they use in current text 

messaging applications and could be added to this application too.   

• Smart application: developing a smart application that recognizes emotion 

based on the words was another suggestion reported by participants.  “It 

would be great if the application was smart and could tell me based on 

what I text which emoticons I need to use” “It would be cool if the app 

could tell me what emotion I’m having and show me the related the 

emoticons.” 

• Colorful stickers and 3D emoticons: some participants, especially those 

who already used emoticons often suggested to have a variety of colorful 

and interactive emoticons and body icons.  

• Voice intensity: adding a feature to convey the Intensity of the voice was 

also reported as a suggestion. “Maybe you could have something that if I 

press the button and hold it longer it shows I am very angry or if I just hit it 

shows that I’m a little bit angry”, “have a color adjustment to say how mad 

you are with a scroll bar.” 

• Font change: changing the font in addition to the color was also 

suggested by participants for conveying different emotions. “There needs 

to be a sarcastic font. Sarcastic is really hard to get through with words”, 

“Sarcastic should be italic.”  

• Received text: How participants prefer to receive the text was also 

explored. Some participants reported they liked to send and receive 

emoticons bigger than their normal size. For example, “I like the 

emoticons big so that she understands my emotion better”, “I like when 

the emoticon is bigger because I really feel like the other person has 
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some emotion”. Some participants, however, mentioned the alignment of 

text and the emoticon on the screen is important for them and they would 

prefer to keep the size of emoticons the way there are. For example  

“Stick to the format we have. I don’t like to see the message and 

emoticon get the whole screen.” 

6.5. Design Solutions and prototype refinement  

The design was finalized based on the results of the co-design sessions and 

input from two visual design students. Figure 35 presents the final list of screens. 

6.6. Discussion   

Although the medium studied in previous studies was desktop instant messaging 

and the focus of the design process in this study was mobile instant messaging (text 

messaging), the results of this study confirmed and in some areas, extended the results 

of upfront studies. 

Similar to the results of the previous studies, emoticons and words were 

identified as two main strategies users used to communicate their emotion in mobile 

instant messaging. However, the results of this study identified some of the possible 

explanations for the results of previous studies, and expanded their results by presenting 

when and why participants prefer words, emoticons, or a combination of both in text 

messaging among the different emotions of sad, happy, and angry.  
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Figure 35. Final design of the color and gesture features 

 

Overall more usage of emoticons was identified for emotional expression and 

response in mobile instant messaging through the design process compared to the 

results of the conversation analysis of study III. One possible explanation could be the 

change of medium from instant messaging to mobile instant messaging. Since 

participants use mobile instant messaging in everyday life, they might have been more 
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used to using emoticons in text messaging. The second possible explanation could be 

the focus of the design process. Since participants were asked to evaluate emoticons 

and words, they were more exposed to emoticons and used them more.  

Regarding emotional expression, the results of the conversation analysis showed 

more usage of emoticons in happy expression compared to sad and angry expression. 

This study could explain those findings in two ways 1) Some participants prefer not to 

express their negative emotion especially anger, in general, regardless of the medium, 

because of their culture, background, or personality traits. 2) Current emoticons are 

cartoony and funny and degrade their emotions, specifically their negative emotions. 3) 

Emoticons have been overused for positive emotional expression via text messaging, 

and the lack of emoticons and using only words per se could represent the negative 

emotion. Therefore, some participants do not see any reason to use emoticons for 

negative expression.  

Regarding the response to emotional expression, the results of study III 

conversation analysis showed that participants used mostly lexical surrogates of “haha” 

and “lol” to respond to happy expression and confirmation cues (e.g. “I know”, “right”) to 

respond to sadness and anger.  This study identified an explanation for that finding. 

Participants reported that they preferred words or a combination of words and emoticons 

to acknowledge sad and anger expression because emoticons or lexical surrogates are 

not enough to empathize with the negative emotions of their friends. They reported when 

they used only emoticons it might be a representation of them not caring or empathizing 

enough. Another theme identified related to the lack of interest in using emoticons in 

response to negative emotions was the visualization of current emoticons. Similar to 

emotional expression, some participants reported that emoticons are cartoony/funny and 

might degrade the importance of their emotion in empathizing with their friend especially 

in sad and anger. Supporting the results of study III’s conversation analysis, participants 
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used capital letters, vocal spelling, and punctuation, to mimic the prosody of face-to-face 

communication in mobile instant messaging.  

Two main groups of users were identified in this study. First, participants who 

were not willing to express their emotion, regardless of the medium and second, 

participants who were willing to express their emotions. The second group was also 

divided into two subcategories of participants who were satisfied with current design 

solutions that support them to communicate their emotion and who were not content with 

their emotional communication via current text messaging application. This confirmed 

the results of study III and the importance of personality traits and culture on emotional 

communication in text messaging.  

Text messaging was identified as a fast and convenient medium of 

communication that should not need too much effort to interact with. Changing the 

design direction from developing equivalent multi-touch gestures for different words to 

using gestures as a quick shortcut to a specific group of emoticons was another proof 

that text messaging is used as a fast medium of communication. This result supported 

the results of study II in which one of the main features of instant messaging was 

identified as fast communication with short messages, mainly with those who users 

already know and have relationships. The results also confirmed other studies in which 

introducing text messaging as a fast, easy and convenient mode of communication 

(Grinter and Eldrige, 2001). 

Developing user-defined gestures and assigning colors to emotions were two 

main design solutions that were developed in this study. Although three main emotions 

of happy, sad, and angry were the main focus of the design process, some additional 

emotions including surprised/shocked, annoyed, and being supportive/empathy were 

identified as critical emotions in response to those three basic emotions.  
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Since the main goal of the design process was developing and evaluating the 

design solutions in a low fidelity prototype and the application was not fully implemented, 

it was not feasible to conduct a formal evaluation to compare the design ideas with the 

current applications in the market. However, some evaluation criteria were identified 

from data analysis of the co-design sessions to evaluate the application 

comprehensively as it is implemented: 

• Learnability: How easy is it for users to learn the main features of the 

application (gestures and color) and reach needed emoticons and words 

to add to the text for the first time they encounter the design, compared to 

the current applications? 

• Efficiency: Once users have learned the main features of the application 

and got familiar with the design, how quickly they reach different words 

and emoticons they need. 

• Memorability: When users return to the design after a period of not using 

it, how easily can they reestablish proficiency? 

• Control:  how much users feel in control using the main features of the 

application, compared to the current application.  

• Errors: How many errors do users make, how severe are these errors, 

and how easily can they recover from the errors? 

• Satisfaction: How pleasant is it to use the design? And specifically how 

pleasant are the new emoticons. 

• Utility: whether the application provides the feature they need? 

• Emotional expressivity: whether they use more emoticons? And 

whether they become more expressive drawing the symbol to get the 

emoticons?  
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6.7 Implication for technology and design  

This study has implications for both multi-touch technology and user interface 

design. Multi-touch gestures that were identified in this study have implications for 

surface recognition technology, especially mobile technology. Since users use their 

cellphones on the go, moving forward with multi-touch technologies, special attention 

should be paid in recognizing gestures while users are moving and interacting with their 

phone considering the small size of cellphone screens.  

Identifying different groups of users with respect to emotional communication in 

text messaging will also provide helpful insights for designers to understand mental 

models of each group of users and customize their design based on their target users. 

Insights gained in this study on when, how, and why users use words and 

emoticons in text messaging could also have significant implications for designers to 

understand users better and design applications that satisfy users need. Considering 

text messaging as a fast communication revealed efficiency and utility as the main 

criteria for designers to evaluate their design ideas related to text-messaging 

applications. 

6.8. Conclusion and future work 

This study presented the design process that was conducted including an active 

process of ideating, iterating, and critiquing potential multi-touch gesture based design 

solutions to support emotional communication in mobile instant messaging. The design 

process was grounded in real knowledge produced by upfront research (study I, II, and 

III) on how people actually communicate their emotions in IM.  

The usage of emoticons and words in emotional communication in text 

messaging was investigated in this study. Extending and confirming the results of 

studies I, II, and III, this study explored more in depth why and when users apply words 
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and/or emoticons to express and respond emotion in different emotional states of happy, 

sad, anger. 

A set of seven user-defined multi-touch gestures were also developed as 

shortcuts to different categories of emoticons and words related to sad, happy, angry, 

annoyed, surprised/shocked, empathy, and love. The user-defined set of gestures has 

properties that make it a good candidate for deployment in instant messaging mobile 

applications.  

In the design process of developing the gestures, insights into the mental models 

of mobile instant messaging users were gained and translated into implications for 

design and technology However, there were several limitations that need to be 

addressed in future studies.  

The medium that was studied in this study was mobile instant messaging. Future 

studies need to explore other text-based communication media such as instant 

messaging and email and also other platforms such as laptop or tablets.  

The design process explored design solutions that were mostly focused on facial 

expression and tone of voice in text messaging using emoticons and lexical surrogates. 

Future studies need to explore design solutions to support emphasizing certain words in 

a statement or expressing the intensity of the emotion. Participants use capital letters, 

vocal spelling, and punctuation to convey intensity and emphasis on specific words. 

Future studies also need to expand the range of emotions and explore emotional 

expression and response in other emotional states such as fear, or boredom.  

Participants participated in this study were students who were technologically 

savvy and used text messaging in every day communication.  Future studies should be 

replicated by more diverse participants in different age groups and with varying 

familiarity with technology and text messaging.  
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Finally, since the application was developed in the low fidelity prototype level to 

mainly communicate, evaluate, and refine the design ideas with participants, the final 

evaluation and comparison of the application with the current applications in the market 

were not possible. Future studies need to implement the application to evaluate the 

design ideas and compare them with the current design solutions.  
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Chapter 7. Conclusion and Contributions 

Emotional communication is fundamental to everyday interaction. How well 

emotions are communicated is crucial to interpersonal relationships and individual well-

being (Fussell, 2002). In spite of the rapid growth of text-based instant messaging (IM) in 

diverse settings, emotional communication in IM has received limited empirical scrutiny, 

especially inside casual settings.  

Connecting bodies of literature in text-based computer-mediated communication 

and design, through a design research approach, this dissertation critically examined 

how IM users communicate emotions and established multi-touch gesture-based design 

solutions to support emotional communication via this medium. The design research 

included three upfront studies (I, II, and III) on how people actually communicate their 

emotion in instant messaging and a design process that was conducted to explore 

gesture-based design solutions to support emotional communication in mobile text 

messaging. 

Study I extended previous studies on emotional communication in CMC (e.g. 

Boonthanom, 2004; Hancock et al., 2007; Hancock et al., 2008) by exploring the effect 

of two psychological states (mood and stress) on the type and quantity of emotional 

cues users apply in task-focused IM communication. The results of this study showed 

that participants under stress produced significantly more self-references, negative 

emotions, and cognitive words, but fewer vocal spellings than non-stressed participants. 

There was also a significant correlation between extraversion and several of the chat 

cue categories (e.g. vocal spelling, lexical surrogates, minus features, social words, 

positive emotion words, and articles). This study provided empirical support for 

Brunswik’s lens model (1956) in synchronous text-based CMC, demonstrating that 

situational context and personal traits of the encoder can affect emotional 

communication.  
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Although study I presented an initial effort to understand emotion expression in 

text-based CMC, several insights were gained to design study III. Study III needed to 

cultivate controlled emotionally-laden situations in which participants are more likely to 

apply text-based emotional message cues to express their emotions, rather than 

opportunistically mine data sets such as these, which are more task-focused than 

expressly intended to elicit emotional exchanges between partners. Study III also 

needed to operationalize emoticons in addition to strictly text-based emotional message 

cues. Study I provided empirical support for Brunswik’s lens model (Brunswik, 1956) in 

text-based CMC, study III also needed to apply the modified version of the lens model to 

characterize the influences of other emotional states (relaxed, angry, happy, sad), on the 

proportions of different emotion-related cues used during informal IM conversations in 

controlled emotionally-laden situations.  

While Study I mined communication data to better understand how people 

express emotions using existing text-based emotional cues and provided several 

insights for Study III, Study II as an exploratory design research was conducted to 

investigate the potential of multi-touch gestures to support emotional communication in 

this medium. The results of study II showed how participants perceived and reacted to 

multi-touch gestures for emotional expression in IM and revealed some positive 

feedback from participants in interacting with gestures. This study provided evidence 

that multi-touch gestures have the potential to support emotional communication in IM. 

Study III was conducted to address some limitations of study I and other previous 

studies (e.g. Boonthanom, 2004; Hancock et al., 2007; Hancock et al., 2008) in the area 

of emotional communication in instant messaging and extend their findings. Similar to 

study I, study III also applied the modified version of the Brunswik’s lens model. This 

study investigated how people actually communicate their emotions during informal IM 

conversations in controlled emotionally-laden situations through a mixed-methodology 
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approach. The quantitative analysis investigated how different emotional states influence 

cues individuals apply in instant messaging. While qualitative analysis investigated 

emotion in interaction and identified emotional cues IM users used in emotional 

communication including emotional expression and response via this medium. 

Similar to study I, the results of study III (quantitative and qualitative) provided 

empirical support for Brunswik’s lens model (1956) in synchronous text-based CMC, 

demonstrating that the emotional state of the encoder can affect emotional 

communication and the usage of text-based cues in IM. The results of study III’s, 

quantitative analysis, revealed that the happy condition led to more use of nonverbal 

cues than the other three conditions, including more punctuation, vocal spellings, lexical 

surrogates, and minus features. This increase in nonverbal emotional expressivity led to 

three potential explanations. The first is that IM, as it is currently implemented in 

common desktop and web-based applications such as Google Chat, may not support 

negative expressivity sufficiently. This explanation was in line with the survey results, in 

which some of the participants reported that sadness and anger were difficult to express 

in IM because of the lack of cues to communicate facial expression in this medium. This 

explanation, inline with social presence theory, put the social information processing 

(SIP) theory in a new perspective with respect to negative emotions, since the results 

showed that users were not able to find any strategies to convey nonverbal behaviors to 

express their negative emotions. The second explanation is that participants expressed 

negative emotions using cues, not among those captured in this analysis. The results of 

qualitative analysis provided some additional evidence for this explanation. Study III’s 

qualitative analysis showed that the main strategy receivers used to acknowledge 

emotional expression and empathize with senders in sad and angry conditions were 

agreement cues (specifically “yeah” and “I know”), which were not counted in the 

quantitative analysis. Lastly, the third explanation is that perhaps sad and angry partners 
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chatting informally turn their focus inward and become less expressive overall. This 

explanation was in line with the survey results, in which some participants reported they 

wanted to focus more on the reason that made them angry before expressing their anger.   

Finally, the design process was conducted based on the results of upfront 

research (study I, II, and III). The design process involved an active process of ideating, 

iterating, and critiquing potential multi-touch gesture based design solutions to support 

emotional expression and response in instant messaging. The results of this study 

provided some evidence to support the results of study III.   

The results of the design process revealed that users in sad and angry emotional 

states sometimes turn their focus inward and become less expressive overall. 

Participants also reported that they prefer words or combinations of words and 

emoticons to acknowledge sad and anger expressions because emoticons or lexical 

surrogates are not enough to empathize with the negative emotions of their friends. 

Another theme identified related to the lack of interest in using emoticons in response to 

negative emotions was the visualization of the current emoticons. Similar to emotional 

expression, some participants reported that emoticons are cartoony/funny and might 

degrade the importance of their emotion in empathizing with their friend especially with 

sad and anger. These results provided more evidence for the argument on why users 

used less nonverbal cues in sad and angry conditions compared to happy condition. 

Armed with the results of studies I, II, III, and IV, there were also several 

limitations throughout these studies that will need to be addressed in future studies. 

Study III explored the topic by cultivating emotionally-laden situations by using video 

clips and memory elicitation techniques. Future studies need to apply other creative 

techniques to increase the emotion expression in natural conversation among friends.  

Based on the results of study I, extraversion (Scherer, 1978) and emotional 

intelligence (Petrides and Kokkinaki, 2007) could be the most likely factors to explain 
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some of the variation between individuals in their use of verbal and non-verbal cues to 

express and respond to emotion in IM, and should be considered in future research in 

this area.  

Future studies also need to study text-based CMC beyond emotional expression 

to explore different categories of cues and activities that individuals use to connect and 

develop social bonds such as affinity, commitment, and attention.  

Participants who participated in study III and IV were students who were 

technologically savvy and used text messaging in every day communication.  Future 

studies should be replicated by more diverse participants in different age groups and 

with varying familiarity with technology and text messaging. Future studies also should 

reexamine the results of this dissertation in other languages and cultures.  

The medium that was studied in study IV was mobile instant messaging. Future 

studies need to explore other text-based communication media such email and also 

other platforms such as laptop or tablets.  

The design process explored design solutions that were mostly focused on facial 

expression and tone of the voice in text messaging using emoticons and lexical 

surrogates. Future studies need to explore design solutions to support emphasizing 

certain words in a statement or expressing the intensity of the emotion. Future studies 

also need to expand the range of emotions and explore emotional expression and 

response in other emotional states such as fear, or boredom.  

The design research that was conducted through this dissertation has several 

contributions. The first contribution is identifying gaps in theories and models of 

emotional communication in IM and bridging the general aspects of emotional 

communication to a specific context of informal IM conversations.  

The results of studies in this dissertation provided empirical support for 

Brunswik’s lens model (Brunswik, 1956) in text-based CMC, which argues that 
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situational context and personal traits of the encoder can affect emotional 

communication. The results also support SIP theory with respect to positive emotion, in 

which participants discover different strategies to adjust positive emotional 

communication to IM. However, regarding sadness and anger communication, the 

results put SIP theory in a new perspective and support social presence theory, in which 

despite two different strategies users identified to communicate negative emotions, they 

still encounter challenges to communicate negative emotions via this medium.  

To summarize the first contribution, the results of this dissertation revealed that 

the medium of instant messaging alone does not determine whether there are limitations 

with users’ emotional communication. Difficulty in emotional communication via instant 

messaging varies among different users, emotional states they are communicating in, 

and supporting design solutions available for them. Some users are satisfied with 

emotional communication via current applications (with/without using emoticons) and 

some still experience difficulties. Emotional communication also varies among different 

emotional states.  

The second contribution of this dissertation is presenting a holistic research 

contribution that reveals the balance researchers have between conflicting perspectives 

of communication, psychology, design, and HCI. Upfront, studies I, II and III and the 

design process reflected how knowledge was created throughout the dissertation with 

the design research approach. This dissertation also showed how different studies, 

supported and complemented each other’s findings.  

The third contribution of this dissertation is providing inspiration and motivation 

for designers to design and engineers to build new technologies for IM applications to 

support emotional communication (See appendix G for more details on the patent which 

was filed on emotional communication in text messaging using multi-touch gestures). 

This dissertation specifically focused on gesture-based design solutions to support 
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emotional communication in text messaging. A set of ten multi-touch gestures was 

developed as a shortcut to different categories of emoticons and words. Based on the 

results of this project, a new set of emoticons was also designed. Nowadays, more and 

more companies (e.g. Facebook, Google, and Yahoo) realize the importance of 

emotional communication in IM and other social network applications. The results of this 

dissertation could provide inspiration for the new direction different companies take on 

supporting emotional communication.  

Finally, the fourth contribution is that the artifacts provided by this design 

research reflects on theories and technical opportunities and could be used in HCI or 

design practice communities. The output of this study could transfer knowledge to 

different communities of research, practice, and education. 
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Appendices 

Appendix A: Demographic questionaire  

	
  

 
Page 1 of 1 

Demographic Information 
 

Gender:  _____Male    _____Female 
 
Age:   _____ 

 

Educational Level 
         ___Bachelor Student       ___Master Student       ___PhD student  other_________  
  

Race 
__American Indian or Alaska Native 
__Asian  
__Black or African American 
__Hispanic or Latino 
__Native Hawaiian or Other Pacific Islander 
__White 
Other__________ 

 
 
Are you a native English speaker?    ___Yes   ___No 
  

For how long you now your partner in this experiment. 

 __Less than 6months        __6months to one year        __one year to three years   __More than three years 
  
 

On average, how often do you chat with following devices? 
 

  Almost   few times between once a week   Less than once  Never 
  Every day each week and once in a month  in a month 
 

Computer/Tablet    ____    _____  _____     _____  _____ 
Cellphone/Smart phone ____    _____  _____     _____  _____ 
 
 

If you chat via computer/tablet how often you use the following software to chat 

  Almost A   few times  between once a week         Less than once     Never 
  Every day  each week  and once in a month         in a month 

 
Google Chat          ____    _____    _____   _____    _____ 
Yahoo Messenger         ____    _____  _____   _____    _____ 
AOL Instant Messenger      ____    _____  _____   _____    _____ 
Other_________          ____    _____  _____   _____    _____ 
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Appendix B: Emotion manipulation check survey 

 

Dear Participant: 
This scale consists of a number of words that describe different feelings and emotions. Read each 
item and then mark the appropriate answer in the space next to that word. Indicate to what 
extent you felt this while watching the film clip. Use the following scale to record your 
answers. 
 
 

1 2 3 4 5 

Very slightly or 
not at all 

A little Moderately Quite a bit Extremely  

 
 

____Happy     ____Angry   

____Annoyed     ____Sad 

____Afraid     ____Glad  

____Tense     ____Pleased 

____Satisfied     ____Tired      

____Bored     ____Sleepy  

____Calm     ____At ease  

____Droopy     ____Serene  

____Astonished    ____Frustrated 

____Aroused     ____Content  

____Gloomy     ____Delighted  

____Relaxed               ____Depressed 

____Alarmed               ____Distressed 

____Excited             ____Miserable 
  

Did you feel any other emotion during the film clip?        -------Yes -------No 
If so what was the emotion?--------------------------- 
How much of this feeling did you feel?------------------------ 
 



	
  

 128 

Appendix C: Sample questions  

 

First&video&clip:&

• Her/his(feeling(about(the(video?(
• Things(she/he(usually(does(to(get(relaxed?((
• Relaxing(time(she/he(has(had(recently?((What(did(she/he(do?(
• Does(she/he(practice(yoga(or(any(type(of(medication(techniques?(If(so(what(are(those?(
• What(are(the(differences(between(relaxing(in(nature(and(walking(on(the(beach?(Which(one(does(

she/he(prefer?(
• An(exercise(she/he(does(to(relax(her/his(body(
• Why(does(she/he(need(to(relax(sometime?((

Second&video&clip:&

• Her/his(feeling(about(the(video?(
• Part(of(the(video(made(her/him(angry(the(most?(Why?(
• Any(experience(that(she/he,(any(friend(or(family(members(have(been(bullied?(How?(
• Any(similar(bully(scene(from(other(movies?(
• If(she/he(were(the(movie(character(who(was(bullied(what(would(she/he(do?(
• The(recent(thing(that(made(her/him(angry?(
• In(general(what(makes(her/him(angry(the(most?(Why?((
• Type(of(people(that(makes(her/him(angry?(

Third&video&clip:&

• Her/his(feeling(about(the(video(
• Part(of(the(video(made(her/his(laugh(the(most(
• A(funny(story(from(her/his(childhood(
• The(funniest(thing(that(has(happened(to(her/his(recently(
• The(funniest(joke(she/he(has(heard(
• Things(make(her/his(happy(the(most.(Why?(
• The(funniest(scene(of(a(movie(she/he(has(ever(seen(

Forth&video&clip:&&

• Her/his(feeling(about(the(video?(
• A(sad(memory(from(losing(someone?((
• A(sad(memory(from(childhood?((
• The(saddest(moment(in(her/his(life?(
• The(saddest(thing(that(she/he(has(heard(recently?((
• Things(make(her/him(sad(in(general?(Why?(
• Things(about(the(world(these(days(that(makes(her/him(sad?(
• The(saddest(movie(scene(she/he(has(ever(seen?(
• Things(she/he(does(when(she/he(gets(sad?(
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Appendix D: Open ended survey  

	
  

 

Thanks'for'participating'in'our'experiment.''We'would'be'thankful'if'you'could'also'answer'some'final'
questions.'You'may'continue'on'the'back'of'the'page'if'you'need'more'room.'

1.'How'satisfied'were'you'in'your'ability'to'express'emotions'in'text?based'chat'during'the'experiment?'
(Circle'one)'

1" 2" 3" 4" 5" 6" 7"

Totally'
Satisfied'

Very'
Satisfied'

Somewhat'
Satisfied'

Neither'
satisfied'nor'
dissatisfied'

Somewhat'
Dissatisfied'

Very'
Dissatisfied'

Totally'
Dissatisfied'

Explain'why:'__________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

2.''What'differences'do'you'see'between'expressing'your'emotions'in'text?based'chat'compared'to'
expressing'them'face?to?face?'____________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

3.'What'would'be'your'ideal'way'to'express'emotions'in'text?based'chat?'________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'

_____________________________________________________________________________________'
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Appendix E: Brainstorming session plan 

   

Warm%up((
!
The!main!topic!of!this!brainstorming!session!is!emotion!and!how!we!communicate!our!

emotion!in!everyday!life.!As!a!warm!up!activity!I!want!you!to!close!your!eyes!and!think!
about!any!memory!you!remember!that!made!you!so!happy!and!gave!you!joy.!!Later!in!this!
session!I!will!need!you!remember!this!memory….!so!grab!a!yellow!post?it!and!write!down!a!
few!words!of!the!memory,!the!approximate!date!or!time!or!anything!that!would!help!you!
remember!the!memory!later!through!this!session.!!

!
Now!close!your!eyes!again!and!try!to!remember!a!sad!memory!in!your!life.!Grab!a!blue!

post?it!and!write!down!something!that!help!you!remember!this!memory!later!in!the!session.!
!
We!are!going!to!repeat!this!memory!elicitation!for!anger!emotion.!Close!your!eyes!and!

think!about!an!experience!in!your!life!that!made!you!very!angry.!Write!it!down!on!a!red!
post?it!this!time.!!

!
Introduction((
So!why!did!we!do!this!memory!elicitation?!I’m!working!on!a!project!on!emotional!

communication!in!instant!messaging.!I!did!an!experiment!with!20!students!in!10!pairs!in!
informatics!school.!We!put!them!in!different!rooms!and!showed!them!4!videos!to!elicit!four!
emotions!of!relaxed,!happy,!sad,!and!angry.!Then!we!asked!them!to!chat!with!their!friends!
via!instant!messaging.!We!did!a!quantitative!analysis!and!found!that!people!use!more!
emotional!cues!including!emoticons,!vocal!spelling!(e.g.!sooo,!weeell),!lexical!surrogates!
(e.g.!uh!huh,!haha),!and!abbreviations!(e.g.!Idk)!in!happy!condition!than!in!sadness!and!
anger!communication.!From!the!survey!questions!participants!explained!that!it’s!hard!for!
them!to!communicate!their!negative!emotions!since!there!isn’t!sufficient!support!of!
negative!emotional!communication!in!IM!applications.!However,!Some!participants!
reported!that!they!prefer!to!turn!their!focus!inward!when!they!feel!negative!and!become!
less!expressive!overall.!!

The!focus!of!my!study!is!to!support!IM!users!who!want!to!communicate!their!negative!
emotions!and!figure!out!how!we!can!support!them.!We!are!using!happiness!communication!
as!a!point!of!reference!since!users!reported!they!are!satisfied!in!communicating!their!
happiness.!!

We!also!did!a!qualitative!research!and!found!that!not!only!emotion!expression!is!
important,!but!also!emotion!acknowledgement!is!critical!in!emotional!communication!in!IM.!
People!use!different!strategies!to!empathize!and!sympathize!with!their!friends!in!IM.!

So!for!this!session,!we!are!specifically!interested!to!see!how!you!communicate!
(expression!and!acknowledgement)!sadness,!anger,!and!happiness!in!face?to?face!and!how!
you!transfer!that!to!the!paper,!which!represent!instant!messaging!medium.!

!
Activities((
You!are!going!to!work!in!groups!of!two.!We!have!four!cameras!around!the!room!that!

record!the!session.!Find!a!camera!for!your!team!since!we!want!to!record!whatever!you!do!in!
this!session!in!case!we!need!them!later.!!

We!will!start!with!sadness.!Imagine!yourself!in!the!past!when!that!memory!(on!the!blue!
post?it)!happened!to!you!and!act!like!you!are!explaining!that!incident!to!your!friend.!While!
one!person!expresses!his/her!emotion!the!other!partner!tries!to!empathize!with!her/him.!!

After!that!you!have!3!minutes!to!transfer!your!emotion!expression!to!your!paper!forms.!
Imagine!now!your!friend!is!far!away!from!you!and!you!have!to!communicate!your!emotion!
through!instant!messaging.!Your!partner!will!also!transfer!his/her!empathy!to!the!paper.!!
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The$only$thing$is$that$we$don’t$want$you$to$use$words.$We$are$specifically$interested$in$
nonverbal$channels.$We$have$different$channels$on$your$form$that$you$need$to$specifically$
transfer$the$emotion$through$those$channels$separately.$$

We$need$you$to$come$up$with$at$least$two$ideas$for$each$expression$and$
acknowledgment.$We$also$have$intensity$factor.$So$we$need$you$to$think$about$how$would$
you$communicate$your$emotion$when$it$has$high$intensity?$For$example$when$you$are$very$
sad$or$angry.$

In$each$box$there$is$a$small$box$that$you$need$to$give$us$a$number$from$1$to$5$on$how$
confident$you$think$you$communicated$that$emotion$in$the$picture$you$draw.$1$the$least$
confidence$and$5$the$highest$confidence.$$

After$that$you$switch$your$role$sand$the$expresser$plays$the$role$of$empathizer.$ 
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Appendix F: Brainstorming session forms 

	
  

!

Sad$Emotional,expression,
,

Touch$based,gesture,
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!

Body%
Sad(%Emotional%expression%

(textual!representations!of!vocal!sounds!
that!are!not!words,!e.g.!uh!huh,!haha)!

Sign/Symbol%

Lexical%Surrogates%
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!

Body%
Sad(%Emotional%response%

(textual!representations!of!vocal!sounds!
that!are!not!words,!e.g.!uh!huh,!haha)!

Sign/Symbol%

Lexical%Surrogates%
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Sad$Emotional,response,
,

Touch$based,gesture,
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Appendix G: Emotonal gesture-based communication method patent 
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