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Abstract—As microblogging services like Twitter are becoming model increases with the increase in the number of training
more and more influential in today’s globalized world, its facets tweets. In this paper, we use tweet subjectivity to seleet th
:'ke sentiment anegygs are being e>_<tt_ensw(e)|3;1 studied. Were ”Od best training tweets. This not only lowers the computatioret
onger constrained by our own opinion. Others’ opinions an : o
sentiments play a huge role in shaping our perspective. In 1 bgt also increases the accuracy because we have trainiag dat
paper, we build on previous works on Twitter sentiment ana|>8|s W|th IeSS noise. Even the Created featureS W|” be more aﬂkev
using Distant Supervision. The existing approach requiresiuge to the classification task. The computation cost will reddge
computation resource for analyzing large number of tweetsin  to small training data size and better set of features. Thus i
this paper, we propose techniques to speed up the computalio \,sers do not have enough computational resources, they can
process for sentiment analysis. We use tweet subjectivitptselect filter the training dataset using a high value of subjectiyf i
the right training samples. We also mtroduce_the concept of : 9 . g g ) ], ’

EFWS (Effective Word Score) of a tweet that is derived from threshold. This ensures reliable prediction on a smakeénitng
polarity scores of frequently used words, which is an additnal dataset, and eventually requires less computational firhe.
heuristic that can be used to speed up the sentiment classiiton  apove approach, and some of the intricacies that invariably
with standard machine learning algorithms. We performed ou  geap) jn need to be considered, and are described in the later

experiments using 1.6 million tweets. Experimental evalu#ons . . .
show that our proposed technique is more efficient and has sections of the paper. In this paper we also integrate a lot of

higher accuracy compared to previously proposed methods. & Meticulous preprocessing steps. This makes our model more
achieve overall accuracies of around 80% (EFWS heuristic ges robust, and hence leads to higher accuracy.
an accuracy around 85%) on a training dataset of 100K tweets,  Along with the machine learning algorithms being used, we
which is half the size of the dataset used for the baseline mell ;s 5 heuristic-based classification of tweets. This iscbase
The accuracy of our proposed model is 2-3% higher than the L . . -
baseline model, and the model effectively trains at twice th speed thg EFWS F’f a tweet, Wh'Ch. is described in later _sectlons.
of the baseline model. This heuristic basically takes into account the polaritgres
of frequently used words in tweets, and is able to achieve
. INTRODUCTION around 85% accuracy on our dataset, hence boosting the
A lot of work has been done in the field of Twitter senti-overall accuracy by a considerable amount.
ment analysis till date. Sentiment analysis has been hdndle Our training data consists of generic (not topic-specific)
as a Natural Language Processing task at many levelsTofitter messages with emoticons, which are used as noisy
granularity. Most of these techniques use Machine Learnitabels. We show that the accuracy obtained on a training
algorithms with features such as unigrams, n-grams, Part-@ataset comprising 100K tweets, and a test dataset of 5000
Speech (POS) tags. However, the training datasets are oft@aets gives an accuracy of around 80% on the following
very large, and hence with such a large number of featuriss, tblassifiers: Naive Bayes, RBF-kernel Support Vector Maghin
process requires a lot of computation power and time. The faind Logistic Regression. Our model takes roughly half the
lowing question arises: What to do if we do not have resourctisie to train and achieves higher accuracy (than the baselin
that provide such a great amount of computation power? Thedel) on all the classifiers. Because the amount of training
existing solution to this problem is to use a smaller sampiine is expected to increase exponentially as the trainatg d
of the dataset. For sentiment analysis, if we train the modatreases, we expect our model to outperform (in terms of
using a smaller randomly chosen sample, then we get ldwgher accuracy) the baseline model at a speed which issit lea
accuracy [16, 17]. In this paper, we propose a novel teclenigiwofold the speed of the baseline model on larger datasets.
to sample tweets for building a sentiment classification ehod
so that we get higher accuracy than the state-of-the-agtihas
method, namely Distant Supervision, using a smaller set ofThere has been a large amount of prior research in sentiment
tweets. Our model has lower computation time and highanalysis of tweets. Read [10] shows that using emoticons
accuracy compared to baseline model. as labels for positive and sentiment is effective for redgci
Users often express sentiment using subjective expressidependencies in machine learning techniques. Alec Go [1]
Although objective expressions can also have sentimeid, itused Naive Bayes, SVM, and MaxEnt classifiers to train their
much rare. Determining subjectivity is quite efficient camgd model. This, as mentioned earlier, is our baseline moded. Ou
to determining sentiment. Subjectivity can be determiread fmodel builds on this and achieves higher accuracy on a much
individual tweets. But to do sentiment classification, wede smaller training dataset.
to build a classification model with positive and negativByushi Dalmia [6] proposed a model with a more involved pre-
sentiment tweets. The time to train a sentiment classifinatiprocessing stage, and used features like scores from Birgy Li

II. RELATED WORK


http://arxiv.org/abs/1701.03051v1

Opinion Lexicon, and number of positive, negative POS tagonvey any sentiment, while most of the purely subjective
This model achieved considerably high accuracies coriniglersentences have a clear inclination towards either the ip®sit
the fact that their features were the not the conventiongd bar negative sentiment. Sentences which are not completely
of-words, or any n-grams. The thought of using the polarityubjective or objective may or may not convey a sentiment.
scores of frequently used tweet words (as described in diibraries like TextBlob, and tools like Opinion Finder caa b
EFWS heuristic) was inspired from this work. [14] createdsed to find the extent to which a sentence can be considered
prior probabilities using the datasets for the averagersent subjective.

of tweets in different spatial, temporal and authorial estg. Since tweets are usually person-specific, or subjective, we
They then used a Bayesian approach to combine these prigge this intuition to reduce the size of the training set by
with standard bigram language models. filtering the sentences with a subjectivity level below aaier
Another significant effort in sentiment analysis on Twittethreshold (fairly objective tweets).

data is by Barbosa [16]. They use polarity predictions from

three websites as noisy labels to train a model and use 1000 IV. |MPLEMENTATION

manually labelled tweets for tuning and another 1000 for

testing. Th h t svntax feat f tels | In this section, we explain the various preprocessing tech-
esting. 1€y propose the Use o syntax features o ®s hiques used for feature reduction, and also the additideal s
punctuation, retweet, hashtags, link, and exclamatiorksniar

S ) ) ; ; of filtering the training dataset using the subjectivity recof
\";‘v%(:gfn with features like prior polarity of words and POB Otweets. We further describe our approach of using different

machine learning classifiers and feature extractors. We als

Some works Ieve-raged the use of existing hashtags In tplﬂ%pose an additional heuristic for sentiment classificati
Twitter data for building the training data. (Davidov, Tsand which can be used as a tag-along with the learning heuristics
Rappoport 2010) also use hashtags for creating trainirg, dat

but they limit their experiments to sentiment/non-sentitne 5 Corpus

classification, rather than 3-way polarity classificatiarg . o

[15] does. Our model integrates some of the preprocessind?!r training datasit has 1.6 million tweets, and 5000
techniques this work used. Hassan Saif [9] introduced alno$#€€ts in the test dataset. Since the test dataset provided
approach of adding semantics as additional features iro fPmPrised only 500 tweets, we have taken part of the training
training set for sentiment analysis. This approach workt wélata (exactly 5000 tweets, distinct from the training detfas
for topic specific data. Hence, we thought of taking a difféere @S the test dataset. We remove emoticons from our training

approach for a generic tweet dataset like ours. and test data. The table below shows some sample tweets.
I1l. SUBJECTIVITY Tweet Sentiment
Subijectivity refers to how someone’s judgment is shaped by @MrZeroo00 Yeah! tks man| Positive
personal opinions and feelings instead of outside influgnce oh so bored...stuck at homg Negative
An objective perspective is one that is not influenced by pizza night and i feel too sick Negative

emotions, opinions, or personal feelings - it is a perspecti S
based in fact, in things quantifiable and measurable. B\ Subjectivity Filtering

subjective perspective is one open to greater interpogiali Thjs js a new step we propose to achieve higher accuracy on
based on personal feeling, emotion, aesthetics, etc. a smaller training dataset. We use TextBlob to classify each
Subjectivity classification is another topic in the domain Gyeet as subjective or objective. We then remove all tweets
text classification which is garnering more and more interéghich have a subjectivity level/score (score lies between 0
in the field of sentiment analysis. Since a single sentenge Mg, 1) below a specified threshold. The remaining tweets are
contain multiple opinions and subjective and factual a#ys seq for training purposes. We observe that a considerable
this problem is not as straightforward as it seems. Below &§mper of tweets are removed as the subjectivity threshold
some examples of subjective and objective sentences.  jncreases. We show the effect of doing this procedure on the

o ) . overall accuracy in the evaluation section of the paper.
Objective sentence with no sentiment: So, the Earth

revolves around the Sun. C. Preprocessing
Objective sentence with sentiment: The drug relieved my

pain.

Subjective sentence with no sentiment: | believe he w
home yesterday.

Subjective sentence with sentiment: | am so happy you g[8c§
the scholarship. a

The Twitter language model has many unique properties.
e)q\{e take advantage of the following properties to reduce the
eature space. Most of the preprocessing steps are common
most of the previous works in the field. However, we have
ded some more steps to this stage of our model.

cl ifvi biecti biecti id 1The URL is/http://twittersentiment.appspot.com/. Thigg@das a link to
assilying a sentence as subjective or objective provi 57 training data and test data. It is also a public tool thheoresearchers

certain conclusions. Purely objective sentences do nallysu can use to build their own data sets.


http://twittersentiment.appspot.com/

1) Basic steps: We first strip off the emoticons from the D. Baseline model

order to direct their messages. We also strip off usernameser by Alec Go [1]. The model uses the Naive Bayes, SVM,
(e.9. @Chinmay) and URLs present in tweets because thgyy the Maximum Entropy classifiers for their experiment.
do not help us in sentiment classification. Apart from ful-neir feature vector is either composed of Unigrams, Bigram

stops, which are dealt in the next point, other punctuatio[lfnigrams + Bigrams, or Unigrams + POS tags.

and special symbols are also removed. Repeated whitespagss work achieved the following maximum accuracies:

are replaced with a single space. We also perform stemmigp 82.2 for the Unigram feature vector, using the SVM
to reduce the size of the feature space. classifier,

2) Full Sops: In the previous works, full stops are justyy 83.0 for the Unigram + Bigram feature vector, using the
usually replaced by a space. However, we have observ@dyent classifier, and 82.7 using the Naive Bayes classifier.
that casual language in tweets is often seen in form gfg1 g for the Unigram + POS feature vector, using the SVM
repeated punctuations. For example, “this is so cool...Wow|assifier.

We take into consideration this format, and replace two ffhese baseline accuracies were on a training dataset of 1.6
more occurrences of “." and *-" with a space. Also, full stopgillion tweets, and a test dataset of 500 tweets. We are using
are also quite different in usage. Sometimes, there isiyt afhe same training dataset for our experiments. We lateeptes
space in between sentences. For example, “Its rainingiéeekhe haseline accuracies on a training set of 200K tweetsaand
awesome”. We replace a single occurrence of a full stop WifBst dataset of 5000 tweets; we compare our model’'s accuracy

a space to ensure correct feature incorporation. with these baseline accuracy values on the same test data of
3) Parsing Hashtags: In the case of hashtags, most of thgggg tweets.

previous works just consider the case of hashtags followed b . o
a single word; they just remove the hashtag and add the wérd Effective Word Score (EFWS) Heuristic
to the feature vector. However, sometimes, there are nhltip We have described our baseline model above. So the
words after a hashtag, and more often than not, these wofeature vectors we collate results for, are Unigram, Umigra
form an important, conclusive part of the Tweet. For example Bigram, and Unigram + POS. We have already made two
#ThisSucks, or #BestMomentEver. These hashtags need tanisor changes before the training starts on our dataset as
dealt with in a proper fashion. We split the text after haghtacompared to our baseline model. Firstly, our training dzttas
after before each capital letter, and add these as tokemmetowill be filtered according to the subjectivity threshold. d\n
feature vector. For hashtags followed by a single word, wsecondly, our preprocessing is much more robust as compared
just replace the pattern #word with the word, as conventiorta their work.
models do. The intuition behind this step is that quite gftehow let us look at an additional heuristic we use to obtain
the sentiment of a tweet is expressed in form of a hashtdabels for our test data. Along with dictionaries for stop
For example, #happy or #disappointed are frequently usedrds and acronyms, we also maintain a dictionary of
hashtags, and we dont want to lose this information durirgg list of frequently used words and their polarity scores.
sentiment classification. This dictionary has around 2500 words and their polarity

4) Repeated letters. Tweets contain very casual languagscore ranging from -5 to 5. At runtime, we also use all
as mentioned earlier. For example, if we search “wow” with asynonyms of a word (from WordNet) present in a tweet and
arbitrary number of o’s in the middle (e.g. wooow, woooowlso the dictionary, and assign them the same score as the
on Twitter, there will most likely be a non-empty result 38 dictionary word. There is a reasonable assumption herg, tha
use preprocessing so that any letter occurring more than the synonyms aren’t very extremal in nature, that is, a word
times in a row is replaced with two occurrences. In the samplith a polarity score of 2 cannot have a synonym which has
above, these words would be converted into the token “woovd. polarity score of 5. Now, we calculate the Effective Word
After all the above modifications, tweets are converted infecores of a tweet.
lowercase to avoid confusion between features having same
content, but are different in capitalization. We define the Effective Word Score of score x as

5) Sopwords, Acronyms and Negations: We gather a list
of 400 stopwords. These words, if present in the tweets, &#EWS(X) = N(+X) - N(-X),
not considered in the feature vector.
We store an acronym dictionary which has over 500@here N(x) is the number of words in the tweet with
frequently-used acronyms and their abbreviations. Weatepl polarity score x.
such acronyms in tweets with their abbreviation, sinceehes
can be of great use while sentiment classification. For example, if a tweet has one word with score 5,
All negative words like 'cannot’, 'can’t’, 'won'’t’, 'don’t are three words with score 4, two with score 2, three with with
replaced by 'not’, which effectively keeps the sentimeab#. score -2, one with score -3, and finally two with score -4,
It is observed that doing this makes the training fastegesinthen the effective word scores are:
the model has to deal with a smaller feature vector.



EFWS(5) = N(5) -N(-5)=1-0=1 computational learning theory. SVM classification aldurits
EFWS(4) = N(4) - N(-4)=3-2=1 for binary classification is based on finding a separation
EFWS(3) = N(3) - N(-3)=0-1=-1 between hyperplanes defined by classes of data. One remark-
EFWS(2) = N(2) - N(-2) =2-3=-1 able property of SVMs is that their ability to learn can be
EFWS(1) = N(1) - N(-1)=2-0=2 independent of the dimensionality of the feature space. SVM

can generalize even in the presence of many features as in the
We now define the heuristic for obtaining the label of a Tweetase of text data classification. We use a non-linear Support
Vector Machine with an RBF kernel.

if (EFWS(5)> 1 or EFWS(4)> 1) and (EFWS(2)> 1) 3) Maximum Entropy Model: Maximum Entropy Model

then belongs to the family of discriminative classifiers also kno
Label = positive as the exponential or log-linear classifiers.. In the naiage®
end if classifier, Bayes rule is used to estimate this best y intlyrec
from the likelihoodP (z|y) (and the priorP(y)) but a discrim-
Similarly, inative model takes this direct approach, computit{g|xz) by

discriminating among the different possible values of tlass

if (EFWS(5)< -1 or EFWS(4)< -1) and (EFWS(2X -1) y rather than first computing a likelihood.

then 9 = argmaxP(y|x)
Label = negative Yy
end if Logistic regression estimaté¥y|z) by combining the feature
set linearly (multiplying each feature by a weight and addin

The basic intuition behind such a heuristic is that we fourtbem up), and then applying a function to this combination.
tweets having one strongly positive and one moderately pos-
itive word more than the number of strongly negative and
the moderately negative words respectively, usually cpmste  In this section, we present the collated results of our
a positive sentiment. Similar was the case for negative seéxperiments. To show that our model achieves higher acgurac
timents. The tweets getting a label from this heuristic atban the baseline model and on a smaller training dataset, we
not sent into the training phase. After considerable amoftintfirst fix the test dataset. Our test dataset, as mentionedehyefo
experimenting, and analyzing the nature of our datasetlwhiconsists of 5000 tweets. We conducted our experiments on
is not domain specific, we have reached the conclusion ttat Intel Core i5 machine (4 cores), with 8 GB RAM. The
the heuristic mentioned above is optimal for obtaining Isbe following are the accuracies of the baseline model on aitrgin
We found that the heuristic accuracy was around 85% feet of 200K tweets:
a training dataset of 100K and a test dataset of 5K, where

V. EVALUATION

the total number of test tweets labelled by the heuristicewdr Naive Bayes | SVM Logistic Regression
around 500. This means that around 425 out of the 500 twe€Tsigram 78.23% 74.10% 79.03%
received a correct prediction of sentiment using this fetiati | ynigram + Bigram | 77.5% 71.3% | 80.2%

Thus, using this heuristic improves the overall accurasy, @unigram + POs | 76.7% 71.8% | 79.7%

well as saves time by reducing the number of tweets to b

eWe filtered the training set with a subjectivity threshold of
0.5. By doing this, we saw that the number of tweets reduced
to approximately 0.6 million tweets from an earlier total of
1.6 million. We then trained our model described in earlier
sections on a 100K tweets randomly picked from this filtered
tralnlng dataset, and observed the following accuracies:

tested by the ML algorithms.

F. Training Model

We use the following classifiers for our model.

1) Naive Bayes: Naive Bayes is a simple model which
works well on text categorization. We use a Naive Bayes
model. Class c* is assigned to tweet d, where c* = argmax

P(C[d). Naive Bayes | SVM Logistic Regression
m Unigram 79.2% 77.8% | 80.5%
Pyp(cld) = P(c) Y P(fle)™® Unigram + Bigram | 77.9% 71.7% | 81.7%
i=1 Unigram + POS 77.5% 73.6% | 79.9%

And Py g(c|d) is calculated using Bayes Rule. In this formula, Note that all the accuracies in the tables above have been
f represents a feature amg(d) represents the count of featuraecorded as the average of 3 iterations of our experiment.
fi found in tweet d. There are a total of m features. Paramet&e achieve higher accuracy for all feature vectors, on all
P(c) and P(f|c) are obtained through maximum likelihoodclassifiers, and that too from a training dataset half the siz
estimates. of the baseline one.

2) Support Vector Machines: Support vector machines are
based on the Structural Risk Minimization principle fromVe now see the intricacies of the subjectivity threshold



parameter. It is clear that more and more tweets get filteredWe now focus on the issue of choosing the optimum

as the subjectivity threshold parameter increases. This dhreshold value. As the subjectivity threshold parameter

be seen in the Figure 1 shown below. We have plotted thereases, our model trains on tweets with a higher

number of tweets that remain after filtering from two sourcesubjectivity level, and the overall accuracy increases. We

TextBlob, Opinion Finder ToBl TextBlob has an inbuilt observed the following accuracies on subjectivity leved 0.

function that provides us the subjectivity level of a tweg@h (Unigrams as features):

the other hand, Opinion Finder only provides the inforntatioNaive Bayes: 80.32%

of which parts of the text are subjective, and which anmdon-linear SVM: 80.15 %

objective. From that, we define the subjectivity level oftthd.ogistic Regression: 81.77%

text as:

We should consider the fact that a lot of useful tweets

are also lost in the process of gradually increasing the

Total length of the text parameter, and this could cause a problem in cases when the
test data is very large, because the model will not train on

Subjectivity level _ > Length of subjective clauses

.1Nn6
10 ‘ ‘ ‘ ‘ a generic dataset. Researchers may use a higher subjectivit
181 —  Textblob | threshold for their experiments if they are confident thasimo
' —— Opinion Finder of the important information would be retained. This is most
= 1.6 | likely to happen in case of topic-specific or domain-specific
s 14 - data.
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Figure 2: Variation of accuracy (*Training data of 100K, 101 HH HH |
Test data of 5K) with subjectivity threshold. *TextBlob is : : :
used to filter the tweets to form the training dataset. baseline subjectivity=0.5 subjectivity=0.8

Figure 4: Comparison of training times for Unigrams +
2This tool can be found at: http://mpga.cs.pitt.edu/opifireder] Bigrams
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We use Logistic regression for classification and unigrameg Vishal A. Kharde, S.S. Sonawane. Sentiment Analysis witt€r Data:

as the feature vector with K-fold cross validation for A Survey of Techniquesnternational ‘Journal of Computer Applications
(0975 8887) Volume 139 No.11, April. 2016.

determining the accuracy. We ChOOS_G gn optimal threSh%ﬁi Hassan Saif, Yulan He and Harith Alani. Sentiment Aneslysf Twitter
value of 0.5 for our experiment, considering the fact that th  Data: A Survey of Technique$EMNLP), pages 7986. 2002.

model should train on a more generic dataset. Figure 2 shdd8 J. Read. Using emoticons to reduce dependency in madearning

.. . L techniques for sentiment classificatidm. Proceedings of ACL-05, 43nd
the variation of accuracy with the subjectivity threshalthe Mesting of the Association for Computational Linguistics. Association for

training size is fixed at 100K and the test dataset (5K tweets) Computational Linguistics, 2005.

is also same for all the experiments. [11] Agarwal, A., Xie, B., Vovsha, I., Rambow, O., PassonndR. Sentiment
analysis of twitter dataln Proc. ACL 2011 Workshop on Languages in
Social Media, pp. 3038. 2011.

We also measure the time taken to train our modei2] B. Pang, L. Lee and S. Vaithyanathan. Sentiment classiin using

and compare it to the baseline model. Our observation was machine learning techniquds Proceedings of the Conference on Em-

N irical Methods in Natural L Processing (EMNLP), 79-86.
that our model took roughly half the amount of time in some 2'0%2_ ocs In Natural Languiage Processing ( ). pages

cases and yet obtained a higher accuracy. Figures 3 an(i3# vidisha M. Pradhan, Jay Vala and Prem Balani. A surveySamti-
show the difference in training time of the baseline modet, o ment Analysis Algorithms for opinion miningnternational Journal of

B . Computer Applications, 2016.
model on a 0.5 subjectivity-filtered dataset, and our model @14] Soroush Vosoughi, Helen Zhou, and Deb Roy. Enhancettetwien-

a 0.8 subjectivity-filtered dataset on unigrams and unigram timent classification using contextual informatiom 6th Workshop on

+ bigrams respectively. The times recorded are on a training ,(A:g;s;tst(i\?vlajssﬁpgcrﬁg;h?aég %bjzegf%’”% Sentiment and Social Media
dataset of 100K for our model and 200K for the basel"ﬁS] Efthymios Kouloump’is*, Theresa Wilson*, Johanna MeorTwitter

model, and a test dataset of 5K was fixed in all the recordings. Sentiment Analysis: The Good the Bad and the ONIGProceedings of
The winning point, which can be seen from the plots, is that the Fifth International AAAI Conference on Weblogs and Social Media,

_Our model is considerably fas_ter' a”q even has tW_OfO|d_ SPG[?_Q Luciano Barbosa and Junlan Feng. Robust sentimenttifeieon twitter
in some cases. And alongside saving computation time, it from biased and noisy dateProceedings of the 23rd International

achieves higher accuracy. This can be attributed to the fzc;]CO“fefence on Computational Linguistics: Posters, pages 3644. 2010.

L . 17] Saif, Hassan; Fernndez, Miriam; He, Yulan and Alanirittha Evaluation
that as the SUbJeCt'V'ty threshold increases, Only the tisve datasets for Twitter sentiment analysis: a survey and a reaset, the

with highly polar words are retained in the training set and STS-Gold. In: 1st International Workshop on Emotion and Sentiment

this makes the whole process faster. in Social and Expressive Media: Approaches and Perspectives from Al
(ESSEM 2013), 3 December 2013, Turin, Italy.

VI. CONCLUSION

We show that a higher accuracy can be obtained in sentiment
classification of Twitter messages training on a smalleasktt
and with a much faster computation time, and hence the issue
of constraint on computation power is resolved to a certain
extent. This can be achieved using a subjectivity threshold
to selectively filter the training data, incorporating a mor
complex preprocessing stage, and using an additionaldtieuri
for sentiment classification, along with the conventiona-m
chine learning techniques. As Twitter data is abundant, our
subjectivity filtering process can achieve a better geiseal
model for sentiment classification.
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