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In the last two decades non-equilibrium spectroscopies have evolved from avant-garde studies
to crucial tools for expanding our understanding of the physics of strongly correlated materials.
The possibility of obtaining simultaneously spectroscopic and temporal information has led to
insights that are complementary to (and in several cases beyond) those attainable by studying
the matter at equilibrium. From this perspective, multiple phase transitions and new orders
arising from competing interactions are benchmark examples where the interplay among elec-
trons, lattice and spin dynamics can be disentangled because of the different timescales that
characterize the recovery of the initial ground state. For example, the nature of the broken-
symmetry phases and of the bosonic excitations that mediate the electronic interactions,
eventually leading to superconductivity or other exotic states, can be revealed by observing
the sub-picosecond dynamics of impulsively excited states. Furthermore, recent experimental
and theoretical developments have made it possible to monitor the time-evolution of both the
single-particle and collective excitations under extreme conditions, such as those arising from
strong and selective photo-stimulation. These developments are opening the way for new, non-
equilibrium phenomena that can eventually be induced and manipulated by short laser pulses.
Here, we review the most recent achievements in the experimental and theoretical studies of the
non-equilibrium electronic, optical, structural and magnetic properties of correlated materials.
The focus will be mainly on the prototypical case of correlated oxides that exhibit uncon-
ventional superconductivity or other exotic phases. The discussion will also extend to other
topical systems, such as iron-based and organic superconductors, MgB2 and charge-transfer
insulators. With this review, the dramatically growing demand for novel experimental tools
and theoretical methods, models and concepts, will clearly emerge. In particular, the neces-
sity of extending the actual experimental capabilities and the numerical and analytic tools to
microscopically treat the non-equilibrium phenomena beyond the simple phenomenological
approaches represents one of the most challenging new frontiers in physics.
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1. Introduction

For a long time, the study of the physical properties of materials has been pervaded by non-
equilibrium methods and concepts. Any form of transport or tunneling property is inferred from
measurements performed under the application of electric fields that drive the motion of the con-
duction electrons. Also, optical and photoemission spectroscopies require electromagnetic fields
to induce transitions between different energy levels. Although perturbative of an equilibrium
state, the common nature of these experiments relies on the fact that the external stimuli are
either extremely weak or their application lasts for a time much longer than the interaction time
among the internal degrees of freedom of the system. Expressly, a steady-state regime, which may
or may not correspond to the real ground state, is reached on a timescale much faster than the
observation time, thus providing quasi-equilibrium information which can be treated consistently
by conventional statistical approaches.

The possibility of breaking this paradigm by applying external perturbations faster than the
typical relaxation times led to dramatic advances. One of the most important examples is offered
by cold atoms, in which the typical lifetimes of the excited states are so long that the transforma-
tion from an excited quantum state to a statistical ensemble can be directly followed in real time.
Similar approaches in condensed matter have been sought for a long time, for their fundamental
interactions are often confined in the sub-nanosecond timescale. A turning point was attained
with the advent of ultrafast laser sources. These lasers deliver ultrashort, coherent and tunable
light pulses with durations ranging from a few to several hundred femtoseconds (1 fs= 10−15 s).
Since then, it was realized that such lasers could be used to create non-equilibrium conditions
on timescales faster than the energy exchange with lattice vibrations, magnetic excitations and
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other degrees of freedom, hence disclosing physical phenomena not observable by equilibrium
spectroscopies.

Among the wealth of systems and physical processes that could be investigated by ultra-
fast experiments, strongly correlated materials soon attracted a great deal of attention. These
systems are generally on the verge of multiple phase transitions, because of the strong interac-
tions between electrons occupying the same lattice sites, and hence prone to dramatic changes of
the electronic properties upon small changes in the external parameters, like temperature, dop-
ing, pressure and applied magnetic fields. As a natural extension of this concept, ultrashort light
pulses could be used as an additional knob to control the physical properties of the transient elec-
tronic states in the sub-ps timescale, and nowadays reaching the sub-fs timescale. In some cases,
the interplay among different degrees of freedom that are strongly intertwined in the frequency
domain has been disentangled in the time domain by exploiting specific thermalization processes
characterized by different timescales.

Within correlated materials, copper oxide-based compounds are an interesting system for
observing ultrafast mechanisms depending on temperature, pressure, doping and external fields,
hence unveiling complex phenomena that impact on some of the paradigms of solid state physics.
The information attainable by non-equilibrium studies is also relevant for studying electron–
boson interactions, the development of low temperature symmetry-breaking instabilities, the
competing or cooperative interactions among different order parameters and the doping evo-
lution of the fundamental electronic excitations from incoherent charge fluctuations to coherent
quasi-particles, along with other many-body mechanisms in condensed matter.

Along with the above mentioned topics, the study of non-equilibrium phenomena in super-
conductors has become so important that it can be regarded as a fundamental topic for condensed
matter physics. Since the first observation that intense laser pulses can non-thermally destroy the
superconducting state, laser-based spectroscopies gradually surpassed the junction carrier injec-
tion as a tool for studying non-equilibrium phenomena in superconductors. This topic further
evolved after the advent of ultrafast lasers and time-resolved experiments have been expanded
from superconductivity to other systems for studying the charge-orders, the spin and charge den-
sity waves, the electronically driven phase transitions and other mechanisms resulting from strong
correlation effects.

There are important reasons for studying non-equilibrium superconductivity in the time
domain. As an example, the dynamics of gapped phases is ubiquitously characterized by the
presence of bottlenecks in the relaxation dynamics. In this case, part of the system, such as
gap-edge electrons and optical phonons, reaches a quasi-equilibrium condition whereas the
remaining degrees of freedom are almost unaffected. This experimental fact suggests that the
single particle kinetics at the gap edges can be observed in some detail. For example, in thebot-
tleneck regime, the measured relaxation rates are ruled by the fundamental interactions among
the elementary single-particle excitations, thus providing complementary information to those
obtained by equilibrium spectroscopic methods. The proper treatment of bottlenecks turns out
to be crucial for understanding the relaxation of quasiparticles across the superconducting gap,
hence suggesting the most relevant bosonic modes that are populated during the recombination
process.

More in general, the timescale of the relaxation of high-energy electronic excitations and the
quasi-particle (QP) recombination dynamics, via electron–electron, electron–phonon or electron–
spin scattering, can unveil the most important interactions in the compound. By tuning the laser
photon energy, it is possible to induce resonant transitions between states with energies rang-
ing from ∼0.001 to∼6 eV, thus allowing a selection of particular relaxation channels. Finally,
time-domain laser spectroscopy can be used to investigate the dynamics of collective states,
such as the destruction of the superconducting condensate and its collective recovery or the
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intrinsic dynamics of the amplitude and phase modes associated with specific order parame-
ters. For example, the study of the destruction and recovery of the superconducting condensate
in the time-domain can reveal new processes, such as the formation of vortex–antivortex pairs or
the coexistence of superconducting and normal domains, eventually similar to those observed at
equilibrium when an external magnetic field is applied.

The possibility of selectively exciting specific degrees of freedom in correlated materials
and superconductors opens the way to create novel metastable states, that cannot be reached via
thermodynamic transformations. Even though a comprehensive review of photo-induced phase
transitions is beyond the scope of the present work, we will report some important examples of
non-equilibrium phenomena that can be induced by strong laser-field excitations. The recent
advances in the production of intense THz and mid-infrared pulses led to the possibility of
directly coupling the laser field to low-energy degrees of freedom and to directly investigate,
for example, the emergence of cooperative phenomena induced by selective lattice excitations.
All these results point to the ability to achieve a real optical control of macroscopic electronic
phases on the sub-picosecond timescale.

Nowadays, time-resolved optical experiments can almost entirely probe the electromag-
netic spectrum from THz to the hard X-rays using either conventional ultrafast laser sources
or free electron lasers. This impressive development offers a wealth of possibilities to perform
non-equilibrium studies based on optical and photoemission spectroscopies or diffraction and
inelastic scattering experiments. Conversely, the development of suitable theoretical frameworks
to treat non-equilibrium problems is still in its infancy, while significant works are currently
under development to describe the many-body non-equilibrium physics in condensed matter.
For this reason, an entire section is focused on the ongoing theoretical efforts to treat strong-
electronic correlations in non-equilibrium conditions with the aim of going beyond the phe-
nomenological models currently used to interpret time-resolved experiments in the ultrafast time
domain.

The review is organized as follows.
In Section2, we provide a survey of the pump–probe (P–p) techniques for correlated electron

systems, with particular focus on table-top experiments.
Section 3 reports on the basic models used for describing the quasiparticle dynamics

in strongly correlated materials starting with the link between the concepts established by
frequency-domain experiments/theories and the novel phenomenology emerging from non-
equilibrium approaches. In particular, a significant emphasis is given to the Gutzwiller approx-
imation and dynamical mean-field theory (DMFT), that today are among the best methods to
describe the quasiparticle evolution in the vicinity of Mott–Hubbard transitions. Finally, we
present the most widely used models to treat non-equilibrium superconductivity and extract the
microscopic interaction parameters from the measured relaxation time. Specifically, we discuss
the effective-temperature models used to extract the electron–boson coupling in the normal state
and the Rothwarf–Taylor and other effective models to describe the dynamics of gapped excita-
tions in the superconducting phase. Finally, we introduce the time-dependent Ginzburg–Landau
functionals to phenomenologically describe the dynamics of any perturbed order parameter in a
symmetry-broken phase.

In Section4, we introduce the basic physics related to the optical properties of strongly cor-
related materials out of equilibrium. The core of this section is the link between the equilibrium
optical properties of correlated materials and the non-equilibrium physics that is probed by time-
resolved optical experiments. We introduce the extended Drude model and the electron–boson
scattering as observed in optical experiments, along with the THz/infrared conductivity. In order
to bridge the theory with the optical experimental data, we dedicate a section to the description
of the optical conductivity of correlated materials by means of DMFT. The second part of the
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section is aimed at introducing the concept of differential dielectric function for non-equilibrium
measurements and to discuss the possible strategies to extract quantitative information from the
experiments.

Section5 constitutes the core of this work and presents an outline of the most important
results in the field. In the first part, we report a historical overview of the first pioneering
single-color experiments on superconductors and other correlated materials. In the second part
of the section we present the outcomes of the most advanced non-equilibrium spectroscopies
and we discuss the main ideas and concepts emerging from the whole of the experimental
data. In particular, we tackle the electron dynamics of charge-transfer and Mott insulators,
the electron–boson coupling in correlated materials, the ultrafast dynamics in the pseudogap
phase, the superconductivity-induced spectral-weight change and the fluctuations of the super-
conducting order parameters. Finally, the possibility of impulsively exciting coherent waves in
symmetry-broken phases is discussed.

Section6 overviews some selected topics that are relevant for achieving the all-optical
manipulation of the electronic properties of correlated materials. Far from pretending to be com-
prehensive, we mainly discuss the recent attempts for non-thermally destroying or photoinducing
the superconductivity and for optically creating transient metastable states with exotic electronic
properties.

Section7 presents the state-of-the-art techniques to theoretically treat the many-body problem
of correlated materials driven out of equilibrium. While we mainly focus on the Gutzwiller vari-
ational approach and on DMFT, we also discuss the different approaches available today and we
introduce the next steps required to achieve a realistic description of time-resolved experiments.
Since the development of the theoretical models for non-equilibrium experiments is still under
development, some of the presented results should be considered of relevance by themselves,
even without a direct connection (for the moment) to the experiments.

2. Non-equilibrium optical techniques for correlated electron systems: a survey

In the 1980s, when the first∼ 100 fs laser pulses had been generated by colliding-pulse mode-
locked dye laser [1], it was clear that the route for studying matter out of equilibrium was open.
A few years later the pulse length was brought down to∼ 30 fs pulses [2] and then further down
to ∼ 6 fs [3] and the direct observation of the charge transfer process in semiconductors and
molecules was made possible. A further step happened in the early 1990s when coherent pulses of
∼60 fs infrared (IR) were generated using the self-mode-locking technique in Ti:sapphire-based
lasers [4].

Nowadays, ultrafast lasers are commonly used for a variety of cutting-edge spectroscopies
that share the capability of detecting ultrafast non-equilibrium dynamics in gases and condensed
matter systems.

The great and constantly increasing success of the ultrafast spectroscopies can be attributed
to the fact that a single experimental scheme, often naively referred to as pump–probe (P–p),
can be applied to investigate a large variety of phenomena that take place in diverse physical
regimes. As shown in Figure1, P–p experiments are based on the idea of perturbing the matter
with a pump(P), i.e. an ultrashort pulsed electromagnetic field, while taking snapshots of the
time evolution of some observables in the system using a quasi-non-perturbingprobe(p) pulse.
This simple arrangement can be adapted to investigate the non-equilibrium physics of solids in
substantially different frameworks, that can be grouped into three main categories.

(1) Non-equilibrium spectroscopy. In this case, the experiments aim to use the pump pulse as
a means to induce a non-equilibrium initial condition, often represented as a non-thermal
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Figure 1. (a) Pump and probe experiments. Various excitation schemes (pump) and spectroscopic tools
(probes) have been developed over the years (see texts). (b) Sketch of the basic setup for optical pump and
probe.

distribution of quasi-particles, with a minor influence on the overall properties of the
systems. In the simple potential-landscape picture, the system is instantaneously driven
to a non-equilibrium initial condition far from the potential minimum occupied at equi-
librium. For sufficiently weak perturbations, the potential is not altered and the system
relaxes back to the equilibrium state. In this process, the relaxation dynamics are regu-
lated by the same thermodynamic parameters that determine the equilibrium properties.
Microscopically, the initial non-equilibrium distribution of the electronic, vibrational and
magnetic degrees of freedom recovers on timescales that are governed by the same inter-
action strengths (i.e. electron–phonon coupling) that can be inferred from equilibrium
spectroscopies. After a rather fast relaxation process, usually in the fs–ps timescale, the
electronic and bosonic (phonons and magnons) excitations recover a quasi-equilibrium
distribution that differs from equilibrium only for an increasedeffective temperature.
Many examples of this technique, along with the links between the equilibrium quasi-
particle dynamics and the P–p experiments, are extensively provided and discussed in
Sections5.1–5.2.
In general, the details of the effects of the electromagnetic field on the sample are dis-
regarded and treated as a sudden injection of quasi-particles. However, there is much
evidence that the initial non-equilibrium condition may have a strongly non-thermal
character (e.g. a pronounced anisotropick-space distribution) that cannot be obtained
by adiabatically changing the common thermodynamic variables, such as temperature,
pressure and external fields. In this regime, the recovery dynamics can explore path-
ways different from those that are followed during the relaxation after the sudden change
of thermodynamic variables. In this perspective, thenon-equilibrium spectroscopygoes
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far beyond the simple time-domain approach, in which the time-domain trace sim-
ply represents the Fourier-transform of spectral features detected by the energy-domain
spectroscopy. In Sections4–7 we will report different examples ofnon-equilibrium
spectroscopieswhich provide genuinely new information as compared to conventional
equilibrium techniques.

(2) Excitation of coherent bosonic modes. Any kind of impulsive excitation coupled to
specific bosonic modes, such as lattice vibrations and charge/spin order, can trigger a
coherent oscillation at the typical frequency of the mode and with a relaxation time
that is related to its de-phasing time. In this case, the P–p technique can be considered
as a real time-domain technique, since the Fourier-transform of the time-domain signal
provides the frequency and lifetime of the mode. In non-resonant conditions, the lowest
order coupling of the light pulse to the mode is given by an inverse Raman process (see
Section4.2.3). The role of the frequency of the pump excitation follows the Raman
cross-section [5,6] that is usually a well-known input from equilibrium Raman spec-
troscopy. The use of this technique, which will be discussed in Section5.3, is increasingly
expanding, since it provides a new tool to investigate highly damped modes in transiently
non-equilibrium conditions.

(3) Optical manipulation. In the strong excitation regime, the pump pulse can bring the sys-
tem very far from equilibrium and, eventually, can trigger the creation of “phases” that
are not accessible via adiabatic transformations. With this perspective, the research lines
pursued in recent years by various groups worldwide aim at driving catastrophic changes
in matter to investigate many important phenomena, such as photo-induced phase tran-
sitions, ultrafast optical switching and the photo-enhancement of superconductivity. The
possibility of using P–p techniques to disclose novel exotic non-equilibrium “phases” and
the different excitation schemes which have been used to selectively manipulate the prop-
erties of various strongly correlated materials and high-temperature superconductors will
be reviewed in Section6.

The recent advances in ultrafast techniques are opening novel routes in P–p experiments. In
state-of-the-art femtosecond experiments, the optical properties can be probed from the THz to
the extreme ultra violet (XUV) spectral range, with temporal resolutions ranging from a few
picoseconds to attoseconds. Ultrafast lasers can be used in time-resolved photoelectron spec-
troscopy with a time-energy resolution given only by the uncertainty principle. Time-resolved
electron and X-ray diffraction provides a tool to directly investigate the structural and elec-
tron density dynamics. Efforts are currently focused on exploiting the new high-energy and
high-repetition rate sources to produce trains of light pulses with photon beam parameters
complementary to those typically obtained by storage rings. Furthermore, the possibility of com-
bining the direct observation of the ultrafast time evolution with sub-micron spatial resolution
is also gaining the attention of multidisciplinary teams extending from physics to biology and
nano-science. The recent development of radiation sources capable to generate XUV and X-ray
ultrashort pulses starting from suitable relativistic electron bunches, i.e. free electron laser facil-
ities, represents a novel and rapidly expanding area for advanced and unique experiments on
matter out-of-equilibrium.

Even though a comprehensive presentation of the technical details of specific ultrafast tech-
niques is beyond the purpose of this review, we will discuss the main concepts that form the
basis of P–p experiments, with a particular attention to optical techniques for they represent the
prototypical and probably the more versatile example of non-equilibrium spectroscopies.
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Figure 2. A schematic presentation of a typical pump–probe experimental setup. M1, M2: mirrors; BS1:
beam splitter; LM1, LM2 := λ/2 plates; AT1, AT2: attenuators; PCC: pre-chirp compensation with the
flint glass, which was needed when acousto-optical modulator was used; Mod.: acousto-optical modulator
or mechanical chopper; L1, L2: lenses; RR1, RR2: retro-reactors; P: polarizer; PD: photo detector; CCD:
CCD monitoring camera. The beam paths are represented by solid lines and the electrical signal connections
are indicated by dotted lines.

2.1. Visible and near-IR pump–probe experiments

In spite of the fact that various early non-equilibrium studies of high temperature superconductors
were performed making use of actively mode-locked systems [7–18], most of the recent works
have been implemented starting from the Ti:sapphire laser technology. The discovery of passive
mode locking laser systems, such as Kerr–Lens mode locking [4,19] in Ti:sapphire-based cav-
ities, together with the implementation of chirped pulse amplification techniques [20], boosted
the field of ultrafast spectroscopy. The possibility of studying the ultrafast dynamics with rel-
atively cheap table-top lasers has stimulated, in the last 20 years, a dramatic development of
the time-resolved version of the traditional “equilibrium” spectroscopies, with particular ascen-
dancy of optical techniques such as reflectivity and transmissivity. A typical building block for a
Ti:sapphire-based time-resolved reflectivity (transmissivity) experiment is shown in Figure1(b).
The laser pulses are split into two beams. The first and more intense (P) perturbs the sample while
the second (p) is used to measure the time evolution of the reflectivity. The time delay between
the two pulses is varied by a mechanical translator controlling the length of one of the two arms
of the setup (commonly the pump pulse for stability reasons), or, more recently, by exploiting the
frequency detuning between two synchronized cavities (ASOPS) [21,22].

The most common acquisition scheme for experiments using high repetition rate lasers
(>1 kHz) includes a mechanical modulator (chopper), which modulates the pump beam at a
known frequency (Figure2). With the pump beam modulated by the chopper, the pump-induced
variation of the sample reflectivity (transmissivity) is measured by acquiring the ac-component
(at the chopper frequency) of the photo-current produced on a photodiode measuring the reflected
(transmitted) probe beam. This “differential” acquisition scheme allows for a very high sensitiv-
ity signal to noise (S/N) ratio of 10−4 to be reached that can be extended to 10−8 in experimental
setups specifically designed for very low noise measurements. Alternative acquisition schemes,
which also allow single pulse measurements, are based on fast analogue-to-digital converters,
that digitize the amplitude of each reflected probe pulse.

More elaborate optical schemes make use of a combination of waveplates (typicallyλ/2 and
λ/4) and polarizing optics (typically polarizing beam splitters or Wollaston prisms) to measure
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68 C. Giannettiet al.

Figure 3. The high-repetition rate NOPA. The BBO crystal is placed in the Rayleigh range of the focusing
lens to achieve the high pump intensities. Pump and seed beams overlap in the 2 mm BBO crystal cut for
type I phase matching at 3.7◦. At this angle phase matching is ensured over a large bandwidth and the
bandwidth of the output is given by the temporal overlap between the pump and the chirped seed pulse. The
resulting pulses have a bandwidth of approximately 60 nm and are tunable between center wavelengths of
500–650 nm by changing the pump-seed delay. At 535 nm center wavelength, the amplified pulse energy is
20–30 nJ. A prism compressor compensates the chirp to give pulse durations of∼20 fs.

different properties of the probe pulses such as the polarization state. The most common optical
configuration used for this purpose splits orthogonal polarization states on different detectors.
This scheme is preferable as it corrects the intensity fluctuations of the laser source. A description
of a typical acquisition scheme can be found in [23]. The possibility of unraveling the polarization
state, in combination with magnetic fields, is commonly used in time-domain magneto optical
Kerr effects measurements (or Faraday effect in transmission) [24,25].

The large majority of the optical experiments reported to date make use of the fundamental
lasing mode of Ti:sapphire cavities (centered at the energy�ω = 1.55 eV) [26–30], but for a large
set of time-domain measurements the wavelength tunability of both pump and probe is desir-
able. This possibility is enabled in time-domain studies by the intrinsic advantage of pulsed laser
sources allowing exploitation of a large set of non-linear optic techniques [31]. The most com-
mon approach consists of doubling (second harmonic), tripling (third harmonic) or quadrupling
(fourth harmonic) the laser fundamental frequency by suitable non-linear crystals. This technique
allows P–p experiments with either pump or probe at a different frequency with respect to the
fundamental lasing mode to be easily performed [31,32].

In order to improve the wavelength tunability, a commonly used setup is based on optical
parametric amplifiers (OPA). OPAs allow for the generation of light pulses with a continuously
tunable wavelength in the visible and near-infrared (IR). Most systems use non-collinear opti-
cal parametric amplification (NOPA) inβ-barium borate (BBO) or lithium triborate (Figure3).
The visible region is usually covered by NOPA pumped with the Ti:sapphire second harmonic
(λ = 400 nm) that allows tunability from 450 nm (signal) to 2500 nm (idler). The near-infrared
(IR) region is commonly covered with NOPA pumped with the Ti:sapphire fundamental. The
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Figure 4. A schematic diagram of the three-pulse technique for studying the temporal evolution of systems
freely evolving through a phase transition. The inset defines the time delays between the three pulses.

wavelength tunability can be extended up to 5μm by means of different non-linear crystals such
as KTiOPO4 or its isomorphs, KNbO3 or MgO : LiNbO3. The range of the optical parametric
amplification can be extended up to 10μm wavelength with ZnGeP2 and HgGa2S4 pumped with
longer wavelength pulses. An alternative to produce mid-IR pulses is provided by difference fre-
quency generation between the signal and idler of a standard OPA in AgGa2, GaSe or GaAs. This
setup allows a wavelength tunability up to 20μm. A detailed review of the non-linear methods
for extending the wavelength tunability can be found in [33,34].

2.2. Multi-pulse techniques

Recently, a multi-pulse technique was introduced for studying the coherent control of collec-
tive states of matter, such as the superconducting state or the charge-density-wave ordered state
[35]. In its most simple version (see Figure4), an intense laser pulse – destruction (D) pulse – is
first used to excite the system into the high-symmetry state. The evolution through the symmetry-
breaking phase is monitored using a weaker standard P–p sequence, where the P pulse is properly
delayed with respect to D. The main reason for introducing this two-pumps technique (D–P–p)
is that the standard P–p spectroscopy cannot distinguish the order parameter dynamics from the
energy relaxation and single-particle recombination processes, all simultaneously present in the
response. In contrast, the D–P–p technique can access the coherent dynamics of the order param-
eterη, that can be distinguished from other single-particle and collective mode excitations either
by symmetry, relaxation time, temperature dependence or by its behavior through the transition,
particularly if it shows critical behavior. Notably, this technique can directly provide the infor-
mation on the state of the many-body system at any time-instant during the symmetry-breaking
transition.

2.3. Laser heating artefacts

Since in P–p experiments a significant amount of energy is absorbed in a relatively small vol-
ume, this results in an undesired local heating of the sample. The sample temperature can easily
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increase by many tens of K or more above the base temperature. In superconducting samples, this
can be checked by cooling a superconducting sample throughTc and recording the temperature
difference between the nominal and actual transition temperature of the sample.

Laser heating in time-resolved experiments can induce major artifacts, in particular for inten-
sity dependence studies. Surprisingly, the problem of sample heating is particularly noxious in
experiments using weak laser pulses from the Ti:sapphire oscillators at high-repetition rates. In
this configuration, the time interval between pulses, typically a few ns, is not sufficient to dissipate
the small amount of energy released by the single laser pulse, thus leading to a local tempera-
ture build-up. On the other hand, high-energy and low-repetition rate experiments are strongly
affected by the impulsive heating, typically on a timescale of a few ps, that may drive the system
out of the phase under scrutiny. The heating problem can be treated starting from the solutions of
the thermal diffusion equation:

∇ � J(r, t) + ρc
∂T(r, t)

∂t
= A(r,t), (1)

whereT(r, t) is the temperature,J(r, t) is the thermal energy crossing unit area per unit time,ρc
is the heat capacity per unit volume,ρ is the density,c is the specific heat capacity andA(r,t)
is the net energy per unit time generated by the laser. With the additional use of Fourier’s law
J(r, t) = −K∇T(r, t), whereK is the thermal conductivity, analytical solutions for the heating
problem have been obtained by Bechtel [36] for several experimental cases encountered in P–
p experiments. The long term behavior is typically diffusive, where the temperature falls off
asT ∼ √

t. A useful approximation for the temperature evolution after absorption of light in a
surface layer of thicknessz0 is given in [37]:

δTs(t) = δT0√
1 + 4Dt

z2
0

4Dt, (2)

whereD = K/ρc is the diffusivity. For more specific geometries, the temperature as a function
of depth and time must be calculated numerically. To some extent, the effect of laser heating
can be experimentally calibrated by comparing the equilibrium reflectivity at two temperatures,
i.e.Req(T) − Req(T + δT), with the transientδR(t)/R, which is more relevant when dealing with
signals on timescales beyond a few ps.

2.4. Toward a non-equilibrium optical spectroscopy: supercontinuum white-light generation

The experimental setup dedicated to optical P–p experiments aiming at a time-dependent recon-
struction of the frequency-dependent dielectric functions is based on the possibility of producing
short pulses with a broad wavelength content. Broadband pulses are commonly produced via self-
phase modulation in transparent crystals (energyE > 0.5µJ/pulse in amplified systems) [32]
or, more recently, with microstructured photonic-crystal fibers also operating with low-energy
light pulses (E<100 nJ/pulse) [38,39]. White-light generation in sapphire (of CaF2) crystals with
800 nm pumps allows for the generation of continuous spectra between 450 and 1300 nm. Most
commonly, the transient reflectivity (transmissivity) is measured simultaneously on a large spec-
tral range by means of silicon-based multichannel detectors covering the visible and near IR
range (400–1000 nm) (Figure5).

It should be noted that the non-linear interactions lead to a broadband non-transform-limited
pulse. The residual spectral chirp of the light pulses can be compensated for by optomechanical
schemes [40] or with a post-processing procedure of the time-resolved data [41,42]. The advan-
tage of broadband time-domain spectroscopy lies in the fact that broadband measurements can be
used to develop effective non-equilibrium models for the dielectric function and to disentangle
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the different physical mechanisms perturbing the optical properties at equilibrium. This issue will
be extensively discussed in Section5.2.

Different approaches can be used to extract the time evolution of the optical functions from
time-domain broadband reflectivity measurements. Starting from a Drude–Lorentz fit to the static
ellipsometry data it is possible to calculate the equilibrium reflectivity (Req(ω)). From a model
describing the static response, it is possible to fit the measured transient reflectivity variation,
i.e. δR/R= [R(ω, t) − Req(ω)]/Req(ω), with a differential model for the perturbed reflectivity
obtained by the variation of the parameters used to fit the equilibrium data. The values of the
oscillator parameters obtained by this fitting procedure for any timet are used to calculate
the time-evolution of the different optical constants, and thereby the evolution of the physical
parameters relevant for the experiment [43].

An alternative approach is to start from the broadband equilibrium reflectivity measurements
to perform a Drude–Lorentz fit over a wide energy range, from a few meV up to several tens
of eV. In such a case, the real and imaginary parts of the equilibrium dielectric function are
calculated in the entire energy range through the Kramers–Kronig (KK) relations. In order to
obtain the time-domain changes of the optical functions, it is reasonable to assume that for small
reflectivity changes the variations outside the measured energy range are either small or distant in
the energy scale so that they do not affect significantly the optical response in the probed range.
Starting from these assumptions, the time evolution of the optical quantities can be obtained by
the Kramers–Kronig transformations [44].

2.5. Time-domain THz spectroscopy

The field of time-domain THz spectroscopy has rapidly evolved in recent decades and various
configurations making use of ultrashort THz pulses to measure the static optical constants in the
THz region have been developed. The interest in investigating and controlling the population
dynamics of low energy excitations is driven by the idea of dynamically accessing the excita-
tions that determine the thermodynamic properties of the system. In particular, light at terahertz
frequencies allows for the measurement of excitations at the energy scales relevant for many
physical properties of correlated materials. In this frame, interesting cases are given by phonon,
spin or orbital excitations as well as superconducting and charge density wave gaps in transition
metal oxides and related compounds.

We define the THz range as non-ionizing radiation with a photon energy ranging from 0.1 THz
(0.4 meV or 4 K) to 5 THz (20 meV or 220 K). A standard setup for measuring the optical conduc-
tivity in this region is shown in Figure6. Ultrashort light pulses with a frequency content in the
THz region are commonly produced by a second-order non-linear process known as optical repti-
fication of ultrashort light pulses in the near IR-visible range [46]. Various non-linear media such
as ZnTe [47], GaSe [48], LiNbO3 [49] and even organic crystals (diethylaminosulfur trifluoride)
[50] can be used for this purpose. The ultrashort light pulses commonly employed have a duration
of the order of 100 fs, so that the optical rectification produces electromagnetic fields with fre-
quency content up to a few THz, depending (inversely) on the length of the generation pulse and
the absorption behavior of the non-linear crystal. In ZnTe the generation of high THz frequencies
(3–4 THz) is limited by the absorption from phonon modes. However, other optical rectification
(EOS) schemes, based on thin GaSe, can produce (measure) higher frequencies [51–54].

Another common scheme used for optical rectification is based on semiconductor THz
photoconductive antennas (PA). In PA the free carriers created by the short light pulses illu-
minating a biased semiconductor lead to a discharge between the electrodes acting as a source
for the THz field. The free photo-carriers exhibit a time-dependent behavior due to both
the time-varying exciting pulse and the relaxation dynamics characteristic of the material.
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This limits the speed of the discharge and therefore the spectral content of the THz radiation
emitted [55]. The low damaging threshold of PA makes them ideal for high repetition rate and
low power operation, hence they are most commonly used in combination with Ti:sapphire
oscillators.

As shown in Figure6, THz pulses can be measured via the so-called electro-optical sampling
(EOS) [46,56], that simultaneously accesses both the amplitude and the phase of the electromag-
netic field. The intrinsic amplitude and phase sensitivity in EOS measurements allows for the
study of the optical constants in the whole terahertz range without using KK transformation [56].

2.5.1. Optical-pump THz-probe spectroscopy

Time-domain THz spectroscopy can be easily implemented in a P–p configuration. The almost
single-cycle THz pulse is measured after interaction with the sample (reflectivity or transmis-
sion) perturbed by a second THz pulse. Most commonly, THz P–p spectroscopy combines the
excitation with visible or near-IR light pulses with the measurement of the time evolution of the
optical properties in the THz region. A typical configuration for pump and probe spectroscopy
is presented in Figure6. In addition to the electro-optical sampling path, a second delay line is

Figure 5. (a) In ultrafast broadband P–p spectroscopy the white light pulses are generated by non-linear
optics (see text) and measured by multichannel detectors allowing for frequency resolution. (b) The mea-
surement of the wavelength-dependent response on a large energy range for every time delay between pump
and probe allows for a differential approach starting from equilibrium optical properties.
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Figure 6. (a) Sketch of optical pump and THz probe setup. The short light pulses produced by a Ti:sapphire
laser are rectified in non-linear crystals (NLC) or THz antennas. The produced fields are measured by
electro-optic sampling (EOS) after the interaction with the sample. Time-domain THz spectroscopy can be
used to measure either the static response in the far-IR region or to study the dynamical response in a pump
and probe configuration. (b) A typical time-domain THz trace measured in transmission (MgB2) carries both
amplitude and phase information on the transmitted e.m. field allowing for the extraction of both real and
imaginary part of the optical conductivity in the THz region. (c) and (d) depict respectively the temperature
dependence of theσ1 andσ2 in the THz region for superconducting MgB2 [45].

used to control the arrival time of the pump with respect to the THz probe. Recent upgrades for
the production of ultra-intense THz pulses that can be employed in P–p experiments where THz
pulses are used both as a time-domain spectroscopic tool as well as the means to drive matter into
transient states (see Section6).

2.6. Other time-domain techniques

In addition to all-optical P–p experiments other techniques have been implemented for detect-
ing both the time evolution of the electronic structure and the ionic position. Here, we will
briefly introduce the basic concepts of time-resolved ARPES and electron diffraction, for they
are attracting a fast-growing interest in the scientific community.

2.6.1. Time-resolved photoemission

The P–p sequence in time-resolved angle-resolved photoemission spectroscopy (TR-ARPES)
uses the same P excitation as for the optical methods, but the probe pulse is in the UV spectral
range. The interest in this spectroscopy is rapidly expanding for it offers the possibility of directly
measuring the non-equilibrium momentum dependence and electronic distribution functions. The
kinetic energy and momentum of the photoelectrons are typically measured by time-of-flight
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spectrometers or by state-of-the-art hemispheric analyzers. TR-ARPES also allows measurement
of the spin of the photoemitted electrons, when the electron analyzer is equipped with a Mott
detector or other spin-filter devices.

In order to photoemit electrons from a solid the photon energy must exceed the work func-
tion, hence for the most common materials ultraviolet laser pulses are required, i.e. typically
�ω > 6 eV [57–59]. The UV photons can be obtained by frequency-quadrupling the fundamental
Ti-sapphire frequency (hν= 1.55 eV) with a set ofβ-BBO crystals. Unfortunately, because of
kinematic constraints, with 6 eV photons only a limited part of the Brillouin zone (BZ) can be
accessed. This is a serious limit preventing, for example, the investigation of the dynamics of
the antinodal regions of high-temperature superconductors. Other means, mainly based on high
harmonic generation (HHG) non-linear processes in gases, have been exploited in recent years
and ultrashort pulses in the XUV range (∼10–100 eV) have been generated at a relatively low
(few kHz) repetition rate. Although these sources have been proved to be suitable for covering
the entire BZ of all the solids, the relatively large pulse bandwidth along with the relatively low
repetition rate significantly limit the TR-ARPES momentum and energy resolution along with
the signal statistic [60].

2.6.2. Time-resolved electron and X-ray diffraction

In time domain X-ray diffraction the stroboscopic scheme of P–p experiments combines ultra-
short pumps with time domain measurements of the ultrashort diffracted X-ray probe. Various
schemes have been implemented using both table top [61,62] and synchrotron radiation [63–69].
More recently, hard and soft X-ray diffraction experiments based on free electron laser (FEL)
sources have been made possible [70–72]. In particular, the combination of soft X-rays resonant
at the Ni and CuL3 edges (∼930 eV) with tunable pump excitation in the THz/mid-IR/visible
range opened important perspectives in the study of the non-thermal dynamics of charge-order in
nickelates [73–75] and cuprates [76,77].

In the case of time-resolved electron diffraction, the light pulses are used to generate electron
bunches by photoemission from a photocathode. Then these ultrashort electron pulses, properly
delayed with respect to the pump pulse, can be used to generate diffraction patterns from the
material in transmission or in the low angle configuration. Transmission experiments require
thin samples for the electrons to cross the sample, hence requiring the use of sample preparation
techniques which are standard in electron microscopy, such as slicing, ion milling, etc. Apart from
direct Bragg diffraction of the incident electrons, more sophisticated techniques are becoming
available, such as time-resolved observation of Kikuchi bands, which occur when some electrons,
originally diffusely scattered in the sample, satisfy the Bragg condition for a particular plane [78].

Details on the different approaches to time-resolved structural measurements are beyond the
purpose of this review and can be found elsewhere [79–83].

2.7. The next generation of ultrafast sources

Even though the recent advances in ultrafast techniques determined the success of P–p exper-
iments as an innovative and important tool to investigate the properties of solids, the field is
still rapidly growing and is expected to provide, in the near future, new and advanced tools for
ultrafast time-dependent experiments. A major achievement of this last decade arises from the
remarkable development of novel radiation sources capable of generating XUV and ultrashort X-
ray pulses. The extension of the time-resolved spectroscopies and scattering to the X-ray region
allows the picturing of transient changes of electronic states and lattice structures. A major rev-
olution for time-resolved X-ray-based experiments started in 2005 when the first vacuum ultra
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violet (VUV) free-electron laser (FEL) delivered the first light at the DESY laboratory in Ham-
burg (SASE) [84]. Today, other facilities operating on the SASE FEL principle include the Linac
Coherent Light Source at the SLAC National Accelerator Laboratory [85] and the SPring-8 Com-
pact SASE Source (SCSS) [86], whereas two other FEL facilities are under construction, the
European X-ray free electron laser (XFEL) in Hamburg and the SwissFEL at the Paul Scherrer
Institute (Switzerland), along with the fully coherent laser seeded FEL operating in the XUV
region at Elettra Sincrotrone Trieste (Italy) [87]. All this huge technological effort in developing
new X-ray sources, delivering fully coherent XUV, soft and hard X-ray pulses with a time struc-
ture of a few tens of fs, is expected to unlock the gate for the next generation of pump–probe
experiments. The possibility of directly investigating the electronic core-levels and the lattice
structure of materials in a time-resolved fashion is progressively becoming reality.

3. Quasiparticle dynamics in correlated materials: basic concepts and theoretical
background

The first results of P–p experiments on correlated materials and superconductors evidenced a rich
phenomenology that boosted, in the first stage, the development of simple models to describe the
ultrafast dynamics of quasiparticles and, more in general, of low- and high-energy charge excita-
tions in gapped and correlated states. Nevertheless, it was also soon realized that the microscopic
processes which lead to the relaxation of the out-of-equilibrium charge distribution are the same
as those regulating the scattering processes in (quasi-)equilibrium conditions and determining the
properties of the quasiparticles and of the fundamental excitations. In this section we will discuss
the most important interaction mechanisms that lead to the dressing of the naked charge exci-
tations and to the development of the concept of “quasiparticles” and incoherent excitations in
doped Mott insulators. Even though the use of these concepts is widespread and has been exten-
sively introduced in many works and reviews, here we will touch the most important issues that
are of relevance for the understanding of the quasiparticle dynamics and constitute the foundation
of the non-equilibrium models that will be presented in Sections3.4and7 and extensively used
in Section5.

3.1. The dynamics of quasiparticles

3.1.1. Quasiparticle scattering in the normal state: electron–phonon coupling

In metals, the dynamics of a quasiparticle (QP) at frequencyω and momentumk is determined
by the scattering processes between the QP itself and all the external degrees of freedom coupled
with the QP. Scattering mechanisms include both electron–electron interactions and the coupling
with bosons, such as the lattice vibrations, that can be considered as an external reservoir in ther-
mal equilibrium with the QPs population. The scattering processes affect both the QP effective
massm∗ and lifetimeτ and – within the effective mass approximation – are accounted for by the
complex single particle self-energy,�(k,ω,T). The inverse of the imaginary part of�(k,ω,T)

provides the finite QP lifetimeτ = �/Im�.
In the normal state (T> Tc) of conventional superconductors, the QP dynamics is strongly

affected by the scattering with lattice vibrations, whose dispersion,(q), and high-energy cut-
off, c, determine the frequency region over which the QP scattering time,τ(ω), is strongly
frequency-dependent. All the allowed QP-phonon scattering processes can be wrapped up in the
electron–phonon coupling function (or bosonic function)α2F(k, k − q,) that is determined by
both the phonon density of states and the matrix element of the electron–phonon interaction.
After integration over all the possible scattering wavevectorsq, the electron self-energy�(ω,T)
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Figure 7. Thek-space integrated Im�(ω,T = 300 K) is reported as a function of the frequency. For the
sake of simplicity we calculated Im�(ω,T) by solving Equation (3), in which we considered the coupling
with a bosonic function localized in the 25–75 meV energy range and represented by the histogram reported
in the figure. The inverse QP lifetime reaches a constant asymptotic value on the energy scale corresponding
to few times the energy scale of the bosons. In the inset we report the temperature dependence of Im�(ω,T)

at the fixed value�ω = 0.25 eV. The increase of the inverse lifetime (scattering rate) is a consequence of
the increase of the boson density as the temperature of the system is increased. The temperature-dependent
boson density is accounted for by the kernel functionL(ω,; T) defined in Equations (4) and (5).

can be calculated as a convolution integral between the bosonic functionα2F(k,) and a kernel
functionL(ω,,T) [88]:

�(k,ω,T) =
∫ ∞

0
α2F(k,)L(ω,,T) d. (3)

The kernel function

L(ω,,T) =
∫ [

n(′,T) + f (,T)

 − ω + ′ + iδ
+ 1 + n(′,T) − f (,T)

 − ω − ′ − iδ

]
d′ (4)

accounts for the distribution of the Fermionic QPs and bosonic excitations through the Fermi–
Dirac (f(,T)) and Bose–Einstein (n(,T)) distributions, and can be calculated analytically:

L(ω,; Te,Tb) = −2πi

[
n(,Tb) + 1

2

]
+ �

(
1

2
+ i

 − ω

2πTe

)
− �

(
1

2
− i

 + ω

2πTe

)
, (5)

where� are digamma functions and the dependence of the different terms on the temperatures
of the electronic QPs (Te) and bosonic excitations (Tb) has been made explicit.

In this formalism, the frequency-dependent scattering rate is a consequence of the microscopic
interaction of the QPs with a distribution of bosons at temperatureTb. As an example, Figure7
shows the electronic self-energy for the simple case of a generic coupling represented by a his-
togram function peaking at 50 meV. On an energy scale larger than theα2F(k,) cut-off, the QP
scattering rate reaches an asymptotic value that results from all the scattering process with bosons
at energies < c. As the temperature is increased, the change in the total number of phonons
present in the system causes the increase of Im�(ω,T), as shown in the inset of Figure7. We
stress that when the QP scattering processes can be effectively described by the coupling with
bosonic degrees of freedom, the temperature of the system and the bosonic function are the only
parameters that controlτ(ω).

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

19



Advances in Physics 77

Figure 8. Left panel: bosonic function of Pb as measured by tunneling experiment [90] (dotted line) and
calculated [97] (solid line). Right panel: phonon dispersion and density of states and bosonic function
calculated for MgB2 [98].

Thek-space integrated bosonic function is defined as:

α2F() =
∫

SF

dSk
�vk

α2F(k,)∫
SF

dSk
�vk

, (6)

dSk being an infinitesimal surface element of the Fermi surfaceSF andvk the Fermi velocity at
momentumk. These concepts have been successfully used [89] to explain the scattering proper-
ties of conventional metals that develop an isotropic superconducting gap in the electronic density
of states (�(ω,T)), at temperatures smaller than the critical temperatureTc. The close correspon-
dence between theα2F() function measured [90] by tunneling experiments (see Figure8) and
the phonon density of statesF() reconstructed by inelastic neutron scattering experiments [91]
is considered as one of the most convincing proofs of the phonon-mediated pairing mechanism
driving the formation of the Cooper pairs in metals.

The excited state dynamics in this formalism is expected to be characterized by the instanta-
neous Coulomb repulsion between charged QPs and a finite timescale attraction corresponding to
the retarded interaction with the phonons. In the prototypical case of Pb, the high-energy cutoff in
theα2F() function (c 
 9 meV) corresponds to�/c 
 70 fs (�= 658 meV fs). This defines
the fastest timescale of the electron–boson interaction. The possibility of defining a retarded
electron–boson interaction was the key to the success of the Bardeen-Cooper-Schrieffer (BCS)
theory to explain superconductivity in conventional isotropic metals.

The critical parameter determining theTc of the system is the electron–phonon coupling con-
stant, defined asλlat = 2

∫
α2F()/ d. In the strong-coupling formalism, the McMillan’s

formula [92], based on the Eliashberg theory [93,94], can be corrected to calculate [95,96] the
critical temperature for pairing in thes-wave channel:

Tc = 0.83̃ exp

[ −1.04(1+ λlat)

λlat − μ∗(1 + 0.62λlat)

]
, (7)

where lñ = 2/λlat
∫∞

0 α2F()ln/ d andμ∗ is the non-retarded screened Coulomb pseu-
dopotential that accounts for all the instantaneous electron–electron interactions.
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78 C. Giannettiet al.

This picture becomes more complex in the case of anisotropic systems. Particularly inter-
esting is the case of MgB2 that becomes a superconductor [99] at Tc ∼ 40 K, which is the
largest critical temperature for what is commonly believed to be a conventional electron–phonon
superconductor. MgB2 is a layered system consisting of graphene-like boron planes separated
by magnesium planes. In this system, the electronic properties at the Fermi level are mostly
determined by boronpx, py orbitals that form in-planeσ -bands andpz orbitals that form an out-
of-planeπ -band. The strong coupling [98] of the σ-bands to optical B–B bond-stretching modes
is responsible for a strong electron–phonon coupling, that is described by anα2F() with a
strong peak atSCP ∼ 70 meV, as shown in Figure8. Although the phonon density of states is
almost flat around 70 meV, the coupling of theσ -bands to optical B–B stretching modes alone
providesλ = 0.62 that represents about 70% of the total coupling. The strong anisotropy of the
electron–phonon coupling is expected to be reflected in the dynamics of the system. Besides
the instantaneous Coulomb repulsion, the characteristic structure ofα2F() defines two differ-
ent timescales: (i)�/SCP 
 10 fs related to the coupling with strongly coupled optical phonons
(SCP) and (ii)�/lat � 10 fs related to the residual coupling with the other optical and acoustic
modes.

3.1.2. Quasiparticle scattering including bosonic degrees of freedom of different nature

The physics of the cuprates represents a challenge to the picture of QPs interacting with bosons
within the effective-mass approximation. The insulating character of the undoped compounds
(3d9 electronic configuration, which corresponds to a half-filled band withdx2 − y2 character) is
the consequence of the strong on-site Coulomb repulsion,U, between two holes occupying the
same Cu lattice sites. The largeU value (U>W, W being the bandwidth) leads to the failure
of the single-electron approximation and to the necessity of introducing new models including
strong correlation effects. Although the hybridization between the Cu-3dx2−y2 and the O-2px,y

orbitals plays a role into a wealth of interesting phenomena, it is commonly accepted that many
basic properties of the underdoped compounds are well captured by the single-band Hubbard
Hamiltonian [100–102]:

Ĥ = −
∑
i,j ,σ

(tij ĉ
†
iσ ĉjσ + c.c.)+ U

∑
i

n̂i,↑n̂i,↓ − μ
∑

i

n̂i , (8)

whereĉ†
iσ (ĉjσ ) create (annihilate) an electron with spinσ on thei (j) site, n̂i,σ = ĉ†

iσ ĉiσ is the
number operator,tij the hopping amplitude from the sitei to j andμ is the chemical potential
that controls the average electron densityn = ∑

iσ 〈n̂i,σ 〉/N on each of theN lattice sites. This
model represents the paradigm of the physics of strong correlations as it features the competition
between the kinetic energy term, which naturally leads to metallic states, and the Coulomb energy
term, which describes the repulsion between two electrons on the same lattice site.

In the limit U → ∞ and forn=1 (half-filling), the electrons are completely localized by the
repulsion and the ground state of the system is an insulator described by atomic-like wavefunc-
tions�i localized on the lattice sitei, with infinitely small fluctuations of the average occupation
number, i.e.δn →0.

This is the extreme limit of a Mott–Hubbard insulator with a large gapU. On the other hand,
for finite U values and fort � U – wheret is the nearest neighbor hopping – an antiferromag-
netic couplingJ = 4t2/U between neighboring sites arises due to virtual hopping of holes into
already occupied sites (with aU energy cost) through Anderson’s superexchange mechanism. If
the lattice is not very frustrated, this leads to a magnetic ordering of the spins of the localized
electrons. In this framework, the low-energy dynamics is described by a Heisenberg model.
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The addition of carriers to the half-doped system by electron (n>1) or hole doping (n<1)
leads to the so-calledt–J model, which allows for the motion of carriers in the presence of
superexchange interactions. By increasing the doping the antiferromagnetic ordering is destroyed,
the system develops a low-energy spectral weight and it becomes a “bad metal”, whose nature
is still the object of a lively debate, while a Fermi-liquid is progressively recovered at larger
dopings. The intertwining of high-energy incoherent excitations at energies of the order ofU and
low-energy coherent quasiparticles makes the description of the electron dynamics of cuprates an
extremely challenging problem. In the case of the cuprates the above Mott–Hubbard picture does
not completely apply as doped holes have been shown to predominantly occupy the oxygen sites,
thus calling for a multi-band description of the material. This brings into play another energy
scale (∼2 eV) associated with the charge transfer process and a coupling with oxygen phonons
which can lead to a polaronic effect for light doping [103–105].

Despite the overwhelming consensus about the role of strong electron–electron interactions
not only in driving the Mott insulating state and antiferromagnetism, but also as the main source
of the superconducting pairing, one of the main open questions is related to the very possibility
of defining the boson-mediated interaction in doped cuprates [106]. The issue is whether the low-
energy hole (electron) dynamics can be described through the interaction with a bosonic spectrum
with a cutoff of the order of 2J[107], i.e. the high-energy cutoff of the spin-fluctuation spectrum
or the non-retarded (sub-fs)U energy scale is the only relevant parameter [106].

A wealth of techniques have been used to extract the electron–boson coupling in cuprates,
as discussed in a recent comprehensive review [108]. Here we report the main experimental
outcomes suggesting that at finite hole (electron) concentrations, theα2F() function can be
recast into a more general bosonic function:

�() = α2F() + I 2χ() (9)

that includes electronic correlations through the termI 2χ(). We particularly focus on
Bi2Sr2CaCu2O8+δ, that is one of the most extensively studied copper oxides and allows a
comparative study with different techniques.

Angle resolved photoemission spectroscopy (ARPES) [109] has been widely used to investi-
gate the electron–boson coupling in doped cuprates and other correlated materials. In the case of
strong electron–boson coupling, the QP dispersion exhibits a deviation from the non-interacting
band and a kink at the energy corresponding to the boson mode coupled to the QPs appears.
Considering the photoemission intensity profile at constant energy, usually called momentum
distribution curve, the QP peak position (k) and width (�k) are related to the self-energy by the
relations:

Re�(ω, k) = ωk − εb
k , (10)

Im�(ω, k) = −�kvb
k, (11)

whereωk is the QP energy,εb
k is the bare band energy at momentumk andvb

k is the QP veloc-
ity. Despite the difficulties in determiningεb

k and in measuring the QP coupling with broad and
featureless bosons at energies�100 meV, ARPES provides fundamental informations to address
the electron–boson coupling problem. Figure9(d) shows the bosonic function extracted [110]
from ARPES spectra taken [111] along the nodal direction of optimally doped Bi2Sr2CaCu2O8+δ

(Bi2212), through Equation (3).�() exhibits a peak at∼70 meV and a flat continuum with a
cutoff at∼350 meV.

Raman spectroscopy is another useful tool to probe the low-energy electron dynamics. In
Raman experiments the spectrum of inelastically scattered light is acquired as a function of
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80 C. Giannettiet al.

Figure 9. Summary of the electron–boson spectral function in Bi2212 extracted from: (a) B1g and (b) B2g

Raman data [112]; (c) optical conductivity [113,114]; (d) from nodal direction ARPES [110,111]. This figure
has been taken from [108].

the light polarizationσ , that determines the symmetry of the scattering processes that can be
accessed. It has been demonstrated [112] that the Raman scattering rate is related to the bosonic
function through a relation very similar to Equation (3), provided a weighting that takes into
account the symmetry of the modes is introduced. In Figure9(a) and9(b), the bosonic func-
tion extracted by Raman experiments on optimally doped Bi2212 is reported. Depending on the
polarization of the light, the extracted bosonic function is weighted by a factor cos2(2θ ) (B1g

symmetry, sensitive to antinodal directions) and sin2(2θ ) (B2g symmetry, sensitive to nodal direc-
tions). Considering the average over the whole Brillouin zone, the�() obtained by Raman
spectroscopy has features very similar to that obtained by ARPES. It consists of a strong peak at
low energy (∼40 meV), which is strongly temperature dependent, and a broad continuum up to
∼400 meV, which is less sensitive to temperature variations.

The frequency-dependent optical scattering rate (τopt(ω)) measured from IR optical spec-
troscopy can also be used to extract the electron–boson scattering rate, further corroborating the
results of ARPES and Raman spectroscopies. Thek-space integrated�() can be obtained from
the optical data through the so-called maximum entropy techniques [115], provided a relation
between the single-particle self-energy and the optical scattering rate, that involves particle–hole
excitations, is found. In Section4.1.2a more comprehensive overview of the optical spectroscopy
and of the underlying extended Drude model will be given. In Figure9(c) the�() function of
optimally doped Bi2212 samples is reported [113,114]. The results are in striking agreement with
those obtained by ARPES and Raman spectroscopy, confirming the presence of a temperature-
dependent peak at∼40 meV and a background with a cutoff at about∼400 meV. More recent
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results [116] suggest the possibility that the spectrum of bosonic fluctuations may extend up to
very high energies of the order of 1–2 eV.

Finally, following the pioneering measurements on conventional superconductors [90], tun-
nel conductance measurements have been extended to correlated superconductors and revealed
the opening of the superconducting gap and the manifestation of the electron–boson coupling.
As the tunnelling current is sensitive to the integral of the joint density of states of the two
sides of the junction used in the experiment, its derivative (the tunnel conductance) dI/dV(V,T)

can reveal the opening of a gap in the density of states. Meanwhile, electron–boson interactions
show up as dip features in dI/dV(V,T). In the particular case of scanning tunneling microscopy
(STM), the junction is formed by the sample and the scanning tip. The STM technique is strongly
complementary tok-space resolved spectroscopies, such as ARPES, since it provides a direct
measurement of the real-space dependance of the electronic properties. A recent work [117] on
Bi2212 has demonstrated a strong inhomogeneity of the normal state electronic excitations in
the 150–300 meV energy range. These inhomogeneities are spatially related to the opening of
the superconducting gap atT < Tc suggesting a direct relation between the two phenomena. Fur-
thermore, a novel analysis [118] of data taken with the superconductor–insulator–superconductor
technique on Bi2212 demonstrated the possibility of extracting an extended bosonic function that
exhibits a strong peak at∼40 meV and a weaker broad contribution at higher energies.

Taken all together, the results of ARPES, Raman, optical and tunnelling spectroscopies on
Bi2Sr2CaCu2O8+δ suggest that close to optimal doping (
16%), the QP low-energy dynam-
ics can be effectively described by the interaction with bosonic excitations, whose spectrum is
characterized by a strong peak at 40–70 meV and a featureless part extending up to∼400 meV.
These observations support a picture in which, the vertex corrections can be neglected for
hole concentrations close or larger than the optimal doping concentration. This conclusion is
in agreement with the Fermi-liquid-based theoretical analysis of the electron–phonon coupling
in the presence of strong electronic interactions [119,120]. In particular, in [119] it is shown
that the contribution of the vertex corrections to the effective electron–phonon coupling scales
with the ratio ω/vFq, ω and q being the transferred frequency and momentum andvF the
Fermi velocity. The strong correlation-driven renormalization ofvF in underdoped systems thus
leads to the enhancement of the bare electron–phonon coupling as the Mott insulating phase is
approached.

Far from solving the problem, the experimental results raise the fundamental question of the
nature of the bosonic excitations coupled to QPs. While for larger than the cutoff of the optical
phonon branch (∼90 meV)�() is most likely related to the coupling with bosons of electronic
nature, the low energy part ( < 90 meV) is the result of the interplay of electronic interac-
tions (I 2χ()) and electron–phonon coupling (α2F()). Considering the phonon acoustic and
optical branches typical of cuprates,α2F() is expected to be characterized by some universal
features:

(i) the coupling of QPs to acoustic [121] and Raman-active optical [122] phonons in the
<40 meV energy range;

(ii) a relatively stronger and anisotropic coupling to either out-of-plane buckling and in-plane
breathing Cu–O optical modes [123] at∼60 meV.

3.1.3. Magnetic degrees of freedom

The strong on-site Coulomb repulsionU, that is responsible for the insulating phase at zero dop-
ing, has also profound consequences in the QP dynamics of doped systems. The first dramatic
consequence of the strongU is the intrinsic increase of Im�related to the electron–electron
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82 C. Giannettiet al.

Figure 10. Schematic picture of the magnetic excitations of the antiferromagnetic copper sublattice.

interactions. The strong repulsion between the charge carriers eventually leads, at low hole con-
centration, to the loss of the concept of the quasiparticle itself [124], driving the metal-to-insulator
phase transition. Electronic correlations also give rise to additional bosonic degrees of freedom
that should be considered to correctly describe the low-energy QP dynamics. TheI 2χ() term
in Equation (9) accounts for all these scattering processes that include the coupling with antifer-
romagnetic fluctuations and with the fluctuations of the order parameter associated to a possible
quantum critical point underneath the superconducting dome [125,126].

In the undoped compounds the charge-transfer insulating phase is accompanied by long-
range antiferromagnetism (AF), that is the consequence of theJ = 4t2/U AF coupling constant.
The dispersion of the excitations (AF magnons) of the AF lattice can be phenomenologically
reproduced by the expression [127]:

ωq = J
√

(2 − cosqx − cosqy)(2 + cosqx + cosqy + ω2
qAF

/4J2), (12)

whereωqAF
= 50–70 meV is the spin gap that opens up at the AF wavevectorqAF = (π ,π) (in

units of the lattice parameter) in bilayer compounds. In Figure10(a) we report the electronic unit
cell and Brillouin zone (black squares), along with AF ones (red dashed squares). Figure10(b)
displays theωq dispersion of AF paramagnons, as calculated by Equation (12). The maximum
of the magnon dispersion isωq = 2J 
 250 meV (assumingJ =125 meV) and it is found to
corresponding to the border of the AF Brillouin zone (X symmetry point), whereasωq = ωqAF

at
the M point.

Recent resonant inelastic X-ray scattering (RIXS) [127–131] measurements have demon-
strated (see Figure11) the persistence of short-range spin-fluctuations far in the highly overdoped
region of the phase diagram, challenging the common expectation that AF correlations should
significantly weaken when moving away from the insulating phase. The tendency of doped sys-
tems to develop short range antiferromagnetic correlations is captured by the spin susceptibility,
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Figure 11. (a) Dispersion and (b) width of the magnetic excitations in the antiferromagnetic
Nd1.2Ba1.8Cu3O6, the underdoped Nd1.2Ba1.8Cu3O7, YBa2Cu3O6.6, YBa2Cu4O8 and YBa2Cu3O7 mea-
sured by RIXS at T= 15 K. Readapted from [127].

that can be phenomenologically described by the function [127]:

χ(q,ω) = 1 − (cosqx + cosqy)/2

ω2
q − ω2 − i�ω

, (13)

where� is the damping that account for the fluctuating character of short-range AF correlations.
Theχ(q,ω) function is shown in Figure10(c) for the different values of the magnon frequencies
and assuming the damping� ∼ 200 meV, as extracted from the RIXS data reported in Figure11.
For �ω = 40 meV,χ(q) is strongly peaked at the AF wave vector, revealing a very efficient and
selective electron–boson scattering mechanism with an exchange of momentumqAF = π ,π . At
higher energies the momentum selectiveness of the scattering processes is progressively lost,
leading to the coupling with spin fluctuations incommensurate to the AF lattice and with less-
definedq vectors, as shown in Figure10. The richness of the magnetic excitations in hole-doped
cuprates is also supported by neutron scattering experiments [132], that evidence a universal
magnetic spectrum with a bandwidth of∼ 2J.

To summarize, short-range antiferromagnetic correlations lead to a new dissipation channel
for the charge carriers. Although the development of microscopic models that could account
for the initial and final states available for the scattering with spin fluctuations is still under-
way, the naive expectation is that the general bosonic function,�(), extended to include
also bosonic fluctuations of electronic origin, should define three different timescales. Besides
�/SCP 
 10 fs and�/lat � 10 fs, electronic correlations introduce an additional timescale,
i.e.�/2J < 3 fs, that is related to thek-integrated coupling with short-range AF fluctuations. The
SCP and magnetic timescales can be thus extremely fast and difficult to disentangle, which leads
to the complexity of these materials and poses a challenge both experimentally and theoretically.

3.1.4. Quasiparticles scattering channels in the gapped phases

The low-energy physics of correlated materials is further complicated by the onset of (pseudo-)
gapped phases in the temperature-doping phase diagram. Considering the ubiquitous pseudogap
of cuprates (�PG(k), see Figure12) in the low-T/low-doping region of the phase-diagram, the
inherent anisotropy of the electronic density of states can dramatically affect the phase-space
available for electron–electron and electron–boson scattering processes. A further complica-
tion in describing the relaxation processes in the pseudogap phase of correlated materials is the
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84 C. Giannettiet al.

Figure 12. Pseudogap in underdoped cuprates. (a) The doping- and temperature-dependence of the
k-dependent pseudogap,�PG(k), is extracted from photoemission data on Bi2212 [133].�PG(k) is maxi-
mum atk ∼ (π ,π) (antinode), while�PG(k) = 0 atk ∼ (π/2,π/2) (node). (b) Hot spots of the Fermi arcs
in Bi2201 [134]. The wavevector of the main electron–electron and electron–boson scattering processes are
indicated by the colored arrows.

intrinsic instability of these systems toward different kinds of ordered phases. Such phases can
be favored by the reduced kinetic energy of the carriers and they might be associated with a
quantum critical point underneath the superconducting dome [125,126]. Indeed, a wealth of dif-
ferent broken-symmetries, such as unusualq = 0 magnetism [135–137], stripes [138], nematic
and smectic phases [139–141], and, more recently, charge density waves (CDW) [134,142–
144] have been reported. The fluctuations of these incipient order parameters are expected to
provide a wealth of additional scattering channels that are very selective in the momentum
space. This can be rationalized by the inspection of the prototypical Fermi surface of under-
doped Bi2Sr2−xLaxCuO6+δ (Bi2201), shown in Figure12 (right panel). The intersections of the
Fermi arcs, characteristic of the pseudogap phase, with the AF Brillouin zone define the so-
called hot-spots that are particularly sensitive to a wealth of different scattering processes: (i)
since the quasiparticle density of states is maximum in the hot-spots (|∇kE(k)|−1 is maximum),
they define an octet of the most-probable elastic scattering processes that give rise to the typi-
cal QP interference pattern in STM measurements [145]; (ii) the hot-spots are connected by the
antiferromagnetic vectorqAF = (π ,π), therefore they are subject to a strong scattering with AF
fluctuations at� ∼ 40 meV; (iii) recent experiments [134] suggest that the CDW instability is
driven by a Fermi surface nesting at the wavevectorqHS = (0.255, 0), shown in Figure12 (right
panel). As a consequence, the QP scattering with fluctuations of the CDW order is particularly
strong at the hot-spots. On a more general level, the fluctuations of any incipient order parameter
with a characteristic wavevector provide additional electron–boson scattering channels that are
strongly selective in the momentum space.

These additional processes should be taken into account when modeling the QP relaxation
processes after the impulsive photo-excitation of the pseudo-gapped system. In particular, the
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photoexcitation process can be roughly reduced to two main steps. In the first step, the pump
pulse (�ωphoton energy) is absorbed creating electron–hole excitations extending from−�ω

to �ω across the Fermi energy (EF) and with a distribution that is regulated by the joint den-
sity of states (JDOS) of the photo-excitation process. As a consequence of the extremely short
scattering time of high-energy excitations, this photoexcited population undergoes a fast energy
relaxation related to multiple electron–electron and electron–boson scattering processes that
lead to the creation of a large number of low-energy excitations. In the second and slower
step, the subset of scattering processes that allow large momentum exchange, while conserv-
ing the energy, leads to the recovery of a quasi-equilibrium distribution dominated by nodal
QPs atk ∼ (π/2,π/2). At this stage, the anisotropic energy gap is expected to provide strong
constraints to the large-momentum and small-energy exchange scattering processes necessary
for the relaxation of antinodal excitations atk ∼ (π ,π) and the recovery of the quasi-thermal
nodal population. Strictly speaking, the phase-space constraints for the scattering processes of
the photoinduced non-thermal population can decouple, at least on the picosecond timescale, the
populations at differentk. This non-thermal QPs distribution cannot be described by a Fermi–
Dirac function at any effective temperature and cannot be captured by any effective-temperature
model. Nonetheless, the possibility of creating a transient QPs population characterized by an
occupation of the empty states that cannot be achieved in equilibrium conditions, opens intriguing
perspectives to shed new light onto the elusive pseudogap phase in correlated materials.

3.2. Microscopic descriptions of quasiparticles and beyond

In the previous paragraphs, we have outlined the main phenomenological approaches to describe
strongly correlated systems at equilibrium. Here we briefly show how the quasiparticle properties
of a correlated system can be derived in a microscopic framework, i.e. solving models of inter-
acting electrons like the Hubbard model described by Equation (8), in which a band of lattice
fermions is influenced by a local Coulomb interaction which acts when two fermions with oppo-
site spin are present on the same lattice site. Despite its formal simplicity, this model cannot be
solved exactly in more than one dimension as a consequence of the direct competition between
the delocalizing effect of the hopping term and the constraint to the electronic motion imposed
by the local repulsion. In order to describe realistic features of actual materials, the simple model
above can be enriched by including more orbitals either on the transition-metal atom and on the
ligand oxygen atoms, longer-range electron–electron interaction, electron–phonon coupling and
other terms, but, as long as the Hubbard term remains the largest, the physics will be dominated
by the above described competition between kinetic energy and electron–electron correlations.

In this section we do not aim to review the huge amount of work which has been devoted to the
investigation and the solution of these prototype models and we refer the reader to recent reviews,
refs. [146,147], dedicated to analytical (semianalytical) and numerical approaches. Instead we
focus on two methods that are well suited for the description of the quasiparticle dynamics in the
strongly correlated regime and to an accurate characterization of the interaction effects contribut-
ing to the self-energy. The first approach, based on the Gutzwiller approximation (GA) [148], is
a variational method that introduces an effective quasiparticle description by projecting out the
“high-energy” configurations from a non-interacting wavefunction which would – without pro-
jection – describe a non-interacting metal. The second approach, centered on DMFT [149], goes
beyond the QP description and simultaneously accounts for the low-energy QP particle prop-
erties and the higher-energy excitations (exemplified by the “Hubbard bands”). This method is
particularly suited for the description of the dynamical response of correlated systems, both in
equilibrium, when linear-response theory holds, and out of equilibrium.
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3.2.1. Quasiparticles from strong correlations in the Gutzwiller approximation

The Gutzwiller approximation, described in more detail in Section7.1, represents one of the most
popular and effective approximations to treat strongly correlated electron systems. The method is
based on the variational principle and on a wave function that introduces real-space constraints on
an uncorrelated wave function described by a Slater determinant. In the case of the single-band
Hubbard model, the idea is simply that the HubbardU makes doubly occupied sites energeti-
cally unfavorable, while the kinetic energy gives rise to delocalized states, in which any of the
local configurations is equally probable. Therefore, at every value ofU there is an optimal value
of double occupation resulting from this balance. The Gutzwiller wave function describes this
process in terms of a variational parameter (projector). For multi-band systems more projectors
with similar meaning can be introduced. Despite its approximate nature, the expectation value
of a many-body Hamiltonian on the Gutzwiller wave function cannot be computed analytically
except for the case of infinite coordination number, where the variational energy depends only
on the average double occupation. In finite dimensions this property becomes an approximation
which goes under the name of the Gutzwiller approximation.

Despite its limitations, the GA provides precious insights on the physics of strong correlations,
including the Mott transition and the reduction of quasiparticle weight when the critical point is
approached, as pioneered by Brinkman and Rice [150].

The picture emerging from a GA calculation can be interpreted as a liquid of quasiparticles
with a renormalized hopping amplitude and bandwidth. In the standard GA, the renormalization
is momentum-independent and the full dispersion is renormalized by a unique factor, leaving the
Fermi surface unaffected by the interactions. In this case, the reduction of the effective band-
width is equivalent to an effective mass enhancement, and the Mott transition is associated to a
vanishing kinetic energy and a divergent effective mass. The main limitation of the GA is that
the spectral weight which is lost at low-energy when the QPs lose their mobility is not recovered
in high-energy spectral features.

One strategy to go beyond this limitation is to consider atime-dependentGA (t-GA), where
the Slater determinants and/or the projectors are assumed to depend on time. In Section7 we will
review the non-equilibrium time-dependent GA which is used to describe the real-time evolution
of correlated systems, but it is important to mention that thet-GA can be used to extract the linear
response functions which are associated to intrinsic equilibrium properties of the system [151].

The Gutzwiller approximation can be generalized to include the most relevant realistic fea-
tures, including a multi-orbital electronic structure [152], the coupling with bosons [153,154] and
geometry, including the role of surfaces [155,156]. Furthermore, this approximation can be com-
bined with density-functional theory (DFT) to provide a consistent picture of actual correlated
materials [157–160] that is complementary to DFT+U methods [161] while less computationally
demanding than DFT+DMFT methods [162].

3.2.2. Quasiparticles coexisting with high-energy features in DMFT

DMFT has, nowadays, a paramount role among the methods designed to treat strong correlation
effects. The reasons for this success are at least twofold: on one hand DMFT allows for the cal-
culation of a variety of experimentally relevant quantities both for model systems and for more
realistic situations, and, on the other hand, DMFT has provided us with a powerful reductionist
approach to strongly correlated electrons on the verge of a metal–insulator transition. These elec-
trons show the low-energy behavior of a metal, as expected in the Landau quasiparticle picture,
while, at high energy, they behave as the localized carriers of a Mott insulator.

DMFT can be derived as the quantum version of a static mean-field theory, where the spatial
fluctuations are frozen, but the local quantum dynamics are instead completely accounted for. In
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practice, the theory maps a lattice problem (for example the Hubbard model (8)) onto alocal
theoryin which a single interacting site is embedded into a non-interacting bath which describes
effectively the interaction of the chosen site with the rest of the original lattice. The equivalence
between the original lattice model and the effective local theory is enforced by a self-consistency
condition for the local single-particle Green’s function that we describe in Section7.2.

The self-consistent solution of the effective local theory is typically realized with a simple
iterative procedure, where a new local theory is generated applying the self-consistency condition
to the output of a previous iteration, and the iterations proceed until the input and the output
function coincide. The solution of the effective local theory cannot be obtained analytically, but
several numerically exact “impurity solvers” have been identified and, at least for the single-band
model, the solution is nowadays completely established and solid.

It can easily be shown that DMFT becomes exact both in the non-interacting limitU =0
and in the atomic limit where all the hoppings go to zero. This highlights that the method is
intrinsically nonperturbative and it is therefore perfectly suited to study intermediate regimes,
where the different energy scales are comparable.

3.2.3. Quasiparticle evolution approaching the Mott–Hubbard transition

We have discussed, in Section3.1.2, that the half-filled Hubbard model describes a Mott–Hubbard
insulator in the largeU limit. If we neglect the onset of antiferromagnetism, we can follow the
evolution from a metal to the Mott insulator as a function ofU, i.e. the correlation-driven Mott
transition, as well as the effect of doping on a Mott insulator. The Mott–Hubbard transition is
arguably the most spectacular direct effect of strong correlations and its understanding is believed
to be essential to understand less obvious effects including high-temperature superconductivity.
The Mott–Hubbard transition is simply the process connecting a metallic state with a Mott–
Hubbard insulator, a state in which the electronic conductions are inhibited by a strong local
Coulomb repulsion despite the partial filling of the band. The Mott–Hubbard insulator is indeed
easily understood by considering a half-filled single-band Hubbard model (see Equation (8)) with
one electron per site. In this case, ifU is much larger than the bandwidth, the lowest-energy state
is obtained occupying each site with one electron and the electronic motion is inhibited because
it would imply the double occupation of a site and hence a higher energy. Starting from this state,
one can then reach a metal either by reducing the interaction (or, equivalently, enhancing the band
width) or doping carriers.

Within the GA, Brinkman and Rice [150] have demonstrated an evolution of the quasipar-
ticles controlled by the progressive reduction of the average number of doubly occupied sited
d = 1/Ns

∑
i〈ni↑ni↓〉 from 0.25 (non-interacting limit) to 0 (Mott insulator), a value which is

reached at a critical value of the interaction. The elimination of double occupancy is mirrored
in a reduction of thequasiparticle weight, which measures the weight of coherent Fermi-liquid
excitations with respect to incoherent states. For a non-interacting systemZ=1, while the Mott
transition is associated with a complete loss of coherence, which impliesZ=0. This occurs
for a finite value ofU = Uc ≡ 8|ε0|, whereε0 is the non-interacting kinetic energy per parti-
cle. This effect can be described also in terms of a self-energy�(ω) = A + (1 − 1/Z)ω, which
is momentum-independent and it only depends linearly on frequency. Due to the momentum-
independent self-energy, the effective mass is given bym∗/m = 1/Z, wherem is the band mass
of the electron. As a consequence, the Mott–Hubbard transition is associated with a divergence
of the effective mass which clearly highlights the difference with band-like or disorder-driven
metal–insulator transitions. Another consequence of the momentum-independence is thatZ also
renormalizes the full dispersion, which becomesεk

′ = Zεk, implying that the Fermi surface shape
is not influenced by correlations. Thus one can picture the evolution of the spectral function
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88 C. Giannettiet al.

Figure 13. Schematic picture of the Mott–Hubbard transition within DMFT. On the left, following the
vertical arrow from top to bottom: evolution of the single particle spectral function (local density of states)
as a function ofU /W. Read lines indicate the quasiparticle metallic part of the spectrum, blue lines indicate
the insulating high-energy Hubbard bands and purple lines indicate an intermediate situation. Bottom of the
plot: following the horizontal arrow we visualize the doping-driven Mott transition from a Mott insulator
with a clear gap to a strongly correlated doped metal with a quasiparticle peak. The figure corresponds to
hole doping, while an electron doping would have led to a peak close to the upper Hubbard band. In the
top-right part of the picture we report a schematic diagram locating the correlation-driven and doping-driven
transitions (dashed arrows). The color notation is the same as in the left panels and the blue dot marks the
Mott transition point.

obtained in GA by following only the red part of the spectrum shown in Figure13 (left column),
where a broad non-interacting spectrum shrinks asU /W increases until a critical point where it
simply vanishes.

It is worth noting that the linear dependence of�(ω) cannot be obtained within mean-field
Hartree–Fock, in which the self-energy is unavoidably constant and does not allow a description
of the loss of coherence and Mott physics in the absence of symmetry breaking. In Section8 we
will present more details about the equilibrium Mott transition within the GA approximation as
a starting point to investigate the non-equilibrium dynamics.

The GA can also be used for half-filling, where the system is always metallic for any doping.
If we start fromU > Uc, one can study a doping-driven insulator-to-metal transition, in whichZ
is zero only in the half-filled case, and it linearly grows as a function of doping (in the standard
Hubbard model with nearest-neighbor hopping only, doping with holes or electrons is equivalent
by particle–hole symmetry).

The main deficiency of the GA is that it only describes the quasiparticle component of the
correlated electrons and its disappearance as the interaction grows. The Mott transition is thus
associated with the destruction of the metallic state and the description of the Mott insulator is
completely trivial. One indeed expects that the reduction of the low-energy quasiparticle weight
close to the Fermi level should be accompanied by a shift of spectral weight toward high energy.
This latter contribution is expected to be incoherent and to evolve toward the Hubbard bands of
the Mott–Hubbard insulator. The incoherence would be associated to a finite value of the imag-
inary part of the self-energy, which determines a finite lifetime for these high-energy excitation,
in contrast with the long-lived quasiparticles.
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While these effects are not accessible by the GA, that starts from a metallic wave func-
tion, they are all present in the DMFT picture of the Mott–Hubbard transition. Here the spectral
function and the self-energy do not take a simple analytical form, but – at least for the single-band
model – a numerically exact solution can be obtained straightforwardly using different
solvers.

The evolution of the single-particle spectral function obtained within DMFT is reproduced in
Figure13 (left column). The low-energy part apparently mirrors the behavior of the Brinkman–
Rice transition, with a quasiparticle peak that gets narrower when the interaction is increased.
However, in DMFT, the quasiparticle peak is flanked by high-energy features, centered roughly at
±U/2. Increasing the interaction means the spectral weight is shifted toward higher energy. Inter-
estingly, the quasiparticle peak disappears for a value ofU 
 1.5W, when the Hubbard bands are
already well separated (bottom-left panels in Figure13). As a consequence the Mott–Hubbard
gap opens abruptly when the system becomes an insulator, even ifZ vanishes continuously and
the zero-temperature transition is of second order.

When the Mott insulator is doped (bottom-right panel in Figure13) the system immedi-
ately becomes metallic. However, the insulator-to-metal transition does not lead to a major
reshuffling of spectral weight. Indeed a tiny coherent quasiparticle peak appears close to one
of the Hubbard bands (the lower band for hole doping and the upper band for electron dop-
ing). As the doping increases the peak becomes larger and larger and eventually merges with
the Hubbard band, gradually turning the system into a weakly correlated metal. Roughly speak-
ing, the non-trivial strongly correlated region coincides with parameters such that the spectral
function shows three coexistent features: the incoherent high-energy Hubbard bands and the
low-energy coherent quasiparticle peak. This is a vivid picture of a physical electron which
has a partially itinerant and partially localized part, and one of the greatest successes of
DMFT is precisely to provide a relatively simple and cheap representation of this non-trivial
physics.

In the top-right part of Figure13 we report a schematic phase diagram which hold for both
GA and DMFT. The dashed arrows indicate the two Mott–Hubbard transitions: the correlation
driven transition that occurs at half-filling by increasing the value ofU and the doping-driven
transition that occurs forU > Uc as a function of the density.

3.3. Effective-temperature models

For values of doping and Coulomb repulsion at which coherent QPs can be defined, the sig-
nature of the electronic coupling with the different degrees of freedom of the system could be
unveiled by time-resolved techniques, under the form of different relaxation dynamics following
the pump excitation. The stronger is the coupling to a specific subset of bosonic modes, the faster
is the relaxation dynamics. Quantitatively, the link between the bosonic function extracted by
conventional techniques and the outcomes of P–p experiments has been set in a seminal work by
Allen [163]. In this work the energy exchange process between an electronic population at the
effective temperatureTe and the bosonic fluctuations at the effective temperatureTb is investi-
gated. Although the original work addresses the simplest case of an isotropic coupling with the
phonons, in the following we extend the same formalism to the more general case of the QP cou-
pling with bosonic fluctuations of electronic origin at the effective temperatureTbe, with a subset
of strongly coupled phonons (usually buckling and breathing modes involving the Cu–O bonds)
atTSCPand with the rest of the lattice atTlat.

A set of four coupled differential equations can be used to represent the following physical
processes: a short laser pulse, with power density (absorbed)p, impulsively raises the effective
electronic temperature of the QPs with a specific heatCe = γeTe (γe = π2NcN(εF)k2

b/3,Nc being
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90 C. Giannettiet al.

Figure 14. Temporal dynamics of the electronic and bosonic effective temperatures, as given by the
effective temperature model.

the number of cells in the sample andN(EF) the density of states of both spins per unit cell).
Te then relaxes through the energy exchange with all the coupled degrees of freedom that lin-
early contribute to the total�() = I 2χ() + α2F()SCP+ α2F()lat. The rate of the energy
exchange among the different populations is given by [163]:

∂Te

∂t
= G(I 2χ ,Tbe,Te)

γeTe
+ G(α2FSCP,TSCP,Te)

γeTe
+ G(α2Flat,Tlat,Te)

γeTe
+ p

γeTe
, (14)

∂Tbe

∂t
= −G(I 2χ ,Tbe,Te)

Cbe
, (15)

∂TSCP

∂t
= −G(α2FSCP,TSCP,Te)

CSCP
, (16)

∂Tlat

∂t
= −G(α2Flat,Tlat,Te)

Clat
, (17)

where

G(�i ,Ti ,Te) = 6γe

π�k2
b

∫ ∞

0
d�i()2[n(,Ti) − n(,Te)] (18)

with �i = I 2χ , α2FSCP, α2Flat and n(,Ti) = (e�/kBTi − 1)−1 the Bose–Einstein distribution
at the temperaturesTi (i = be, SCP, lat). The specific heat (CSCP) of SCPs is proportional to
their density of states and is taken as a fractionf of the total specific heat, i.e.CSCP = fClat.
We underline that Equations (14)–(17) constitute a special case of more general equations in
which the coupling is not only mediated by the electronic population, but explicit terms that
directly link the bosonic populations are considered. In Figure14 we report the characteristic
dynamics of the effective temperaturesTi , as calculated from Equations (14)–(17). Considering
that the specific heat of the spin fluctuations should be a fraction of the electronic specific heat
[164], that is much smaller thanCSCPandClat, the temperaturesTi are expected to decouple very
quickly after the excitation with the pump pulse. In particular, whileTbe promptly follows the
electronic temperature,TSCP andTlat increase on longer timescales, finally leading to the local
effective thermalization (Te ≈ Tbe ≈ TSCP ≈ Tlat) on the picosecond timescale. Assuming that
the variation of the optical properties is directly proportional to the electronic temperatureTe, the
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relaxation dynamics in the P–p experiments should contain the fingerprint of all the relaxation
processes with the different subset of bosonic fluctuations.

Further insight into this simple model, known as the effective-temperature model, is gained
by using the Taylor expansion of the Bose–Einstein distribution,n(,Ti), under the assumption
� � kBTi . In this case, Equation (14) reduces to:

∂Te

∂t
= gbe

γeTe
(Tbe − Te) + gSCP

γeTe
(TSCP− Te) + glat

γeTe
(Tlat − Te), (19)

wheregi = (3γe�/πk2
B) · (λ〈2〉i) and λ〈2〉i = ∫∞

0 �i() d is the second momentum of
the Eliashberg coupling with the sub-populationi. Therefore, Equations (14)–(17) reduce to a
set of linear coupled equations for the functionsTe(t), Tbe(t), TSCP(t) andTlat(t). Considering the
simplest case of an isotropic coupling with the lattice (two-temperature model), the relaxation
dynamics ofTe(t) further reduces to

∂Te

∂t
= − (Te − Tlat)

τe−lat
(20)

that determines a quasi-exponential decay ofTe(t) with initial slope given by:

τ e−lat(0) = πk2
BTe(0)

3�λ〈2〉 . (21)

Although useful to quantitatively support the outcomes of the first P–p experiments, the effective-
temperature model has some intrinsic limits that mostly arise from the definition ofTe andTi

during the relaxation process of the photoexcited population.
The basic picture of the effective-temperature model is based on the assumption that the

energy delivered by the pump pulse, under the form of a non-thermal occupation of the
empty electronic states, rapidly relaxes to a “hot” Fermi–Dirac population before any energy
is exchanged with the lattice (or with other bosonic fluctuations). Although the electron–electron
interactions can be extremely effective in many materials, the validity of the hypothesis under-
lying the effective-temperature model could be disputed even in the simplest frame of the Fermi
liquid (FL) theory. As a consequence of the phase-space available for the scattering processes,
the FL theory predicts a QP scattering rate (γ ) of the form:γ = a(E− EF)2 + b(k2

BT2), wherea
andb are coefficients,E is the QP energy andT is the temperature. At finite temperatures (e.g.
T =300 K), the QP lifetime (1/γ) can range from∼ 10−15 s atE=1 eV to∼ 10−10 s atE = EF ,
that is much longer than the typical electron–phonon scattering time (typically in the 10−14–
10−12 s range). In a more realistic picture, while the high-energy electronic excitations (∼1 eV)
promptly decay towardEF , the low-energy excitations start exchanging energy with the bosonic
fluctuations before an effective thermalization is achieved (see Figure15).

From the experimental perspective, the lack of any fluence dependance in the relaxation
dynamics is often considered as the failure of the effective-temperature approach. Consider-
ing that τe−lat(0) ∝ Te(0) (see Equation (21)) and assuming a direct proportionality between
Te(0) and the laser power densityp (that is reasonable for very high excitation fluences, i.e.
Te(0) � Tsample), the effective-temperature model predicts a relaxation dynamic that linearly
scales withp. This trend can be easily verified though intensity-dependent P–p experiments.
Nonetheless, while this is true for the simplest case of an isotropic electron–phonon coupling
(two-temperature model), the case of simultaneous energy exchange with a different subset of
phonons is less straightforward and no characteristic fluence-dependence ofτe−lat(0) can be pre-
dicted a priori. This is a consequence of the fact that, while the electronic specific heat linearly
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92 C. Giannettiet al.

Figure 15. Effective temperature model to extract the electron–phonon coupling in metals. The left panel
shows time-resolved reflectivity measurements on conventional superconducting metals [165]. The fit to the
data (black line) is an exponential decay, whose time constant is given by Equation (21). The central and left
panels represent a sketch of the effective temperature model and of its extension to include a non-thermal
distribution of QPs and phonons.

increase withp, CSCPandClat are almost independent of the pump fluence. In particular, consid-
ering a typical fractionf =0.1 of SCPs, the SCP specific heat reduces to 0.1Clat andCSCP 
 γeTe

at the typical pump fluences necessary to haveTe(0) � Tsample. Therefore, in the realistic exper-
imental conditions the fastest relaxation dynamics are no longer proportional toTe(0), as given
by Equation (21).

As already pointed out by Allen [163], the assumption that the distribution functions for the
electrons are thermal (i.e. equilibrium ones) may not be correct. In other words, the assump-
tion that electron–electron relaxation is instantaneous as compared to electron–phonon scattering
may not always apply. In particular, when dealing with unconventional metals, such as cuprate
superconductors, this assumption needs to be verified before quantitative values ofγeL are dis-
cussed. To explicitly account for the non-thermal nature of the photoinduced electron population,
the temporal evolution of the electron distribution should be included in the model through the
Boltzmann equation (BE). The simplest way to tackle this problem is to assume a two-fluid pic-
ture in which the transient electron distribution,f (E, t), is the sum of a thermal Fermi–Dirac
distribution (fT) at the effective temperatureTe and a non-equilibrium part that is calculated by
BE in the relaxation-time approximation:

f (E, t) = fT(E,Te(t)) + fNT(E, t). (22)

Accordingly to this model, usually quoted as extended multi-temperature model (EMTM), the
energy provided by the pump pulse is transferred tofT(E,Te(t)) through the non-thermal pop-
ulation fNT. This process can be included in Equations (14)–(17) by replacing the source term
p(t)/γeTe with

∫
p(t′)K(t − t′) dt′, in which K(t − t′) is a kernel function determined by the BE
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[166–168]. Recently, the improvement of the temporal resolution and spectral coverage of time-
resolved experiments directly led to the measurement the dynamics (∼400 fs) of formation of the
thermalized electron distribution in gold [169] that can be exactly reproduced by the EMTM.

Nonetheless, a complete description of the problem should rely on the calculation of the real
QPs distribution function beyond the approximation of the EMTM. Kabanov and Alexandrov
re-examined the kinetic equations without prior assumptions regarding electron thermalization,
and obtained an exact solution for the energy relaxation rate [170]. They analyzed P–p relax-
ation rates using an analytical approach to the Boltzmann equation, without assumptions on the
quasi-equilibrium distributions for the electrons or phonons, and with particular focus on cuprate
superconductors. They applied the Landau–Fokker–Planck expansion, expanding the electron–
phonon collision integral at room or higher temperatures in powers of the relative electron energy
change in a collision with a phonon,�ω/(πkBT) � 1. Then the integral Boltzmann equation for
the non-equilibrium part of the electron distribution functionφ(ξ , t) = f (ξ , t) − f0(ξ) is reduced
to a partial differential equation in time-energy space [170]:

γ −1φ̇(ξ , t) = ∂

∂ξ

[
tanh(ξ/2)φ(ξ, t) + ∂

∂ξ
φ(ξ , t)

]
, (23)

wheref (ξ , t) is the non-equilibrium distribution function andγ = π�λ〈2〉/kBT. The electron
energy,ξ , relative to the equilibrium Fermi energy is measured in units ofkBT. Multiplying
Equation (23) byξ and integrating over all energies yields the rate of the energy relaxation:

Ėe(t) = −γ

∫ ∞

−∞
dξ tanh(ξ/2)φ(ξ, t), (24)

whereEe(t) = ∫∞
−∞ dξξφ(ξ ,t). Under appropriate conditions, the characteristic electron–phonon

relaxation rate given by the calculation differs from the rate derived by Allen in the numerical
factor (which is twice as large) and the fact that the ambient temperature enters the formula
instead of the electron temperature:

τe−lat = 2πk2
BTlat

3�λ〈2〉 (25)

alleviating the need to determine the initial electronic temperatureTe. The validity of these
approaches requires careful consideration of electron–electron scattering rates, that crucially
depend on the specific material considered. The estimate that leads to Equation (25) is supported
by the experimental evidence of a non-thermal distribution in ARPES, which shows that the 2TM
fails to describe the high-energy electronic distribution at very early times on the order of 50–
100 fs [170,171]. In Figure16we show a comparison of the Fermi function used by the 2TM and
the TR-ARPES data for Bi2Sr2CaCu2O8 together with a fit to a Fermi–Dirac distribution used to
estimateTe. Compared to the Fermi–Dirac curve, these data show a high-energy tail very similar
to the exact non-equilibrium distribution from [170]. Further confirmation of the validity of for-
mula (25) is the observation of linear dependence on sample temperature, just as predicted. The
most important conclusion from this work is that the assumption that either electrons or phonons
have equilibrium distribution functions is very approximate, and it may not hold quantitatively
for the case of cuprates.

The 2TM can be easily extended to also include the effect of thermal diffusion, in which case
an additional term appears for the electronic and bosonic (i = be, SCP, lat) temperatures in the
form of Fick’s second law dTe,i/dt = −D∇2Te,i, whereD = Ke,i/ρe,iCe,i is the thermal diffusivity,
whereKe,i is the thermal conductivity andρe,i is the density.

In all-optical measurements, the energy relaxation rates are inferred from the transient reflec-
tivity response. The probe is assumed to measure the relaxation of the dielectric constant (and
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94 C. Giannettiet al.

Figure 16. The ARPES spectrum of Bi2Sr2CaCu2O8 immediately after excitation (at zero delay) from [58]
(black line), a fit to a Fermi–Dirac function (red line) and the calculated distribution function from [170]
(blue line).

thus reflectivity) as a result of the relaxation of the electronic distribution function for the elec-
trons, assuming electron–hole symmetry. The optical experiments rely on the existence of excited
states for the final states in the probe transition, in which case the response is a summation over all
the possible vertical transitions weighted by the matrix elementsMif (E,k). Time-resolved angu-
lar resolved photoelectron spectroscopy (ARPES) measures the electronic distribution functions
more directly [58,172,173]. Optical and ARPES experiments potentially give similar informa-
tion, allowing a comparison of the model predictions with experiments. The values of relaxation
time from time-resolved ARPES experiments [58,172–174] agree very well with the optical
experiments in BiSCO [175–177].

All these models rely on the Fermi-liquid description of the electronic properties, of the
electron–electron, and of the electron–boson scattering processes. The extension of these models
to correlated materials, in which even the applicability of the concept of quasiparticle is disputed,
is one of the great challenges of non-equilibrium physics in solid state systems. More broadly,
electronic correlations provide a wealth of additional scattering channels, such as spin fluctua-
tions and spin/charge orders, that are expected to accelerate the energy exchange processes and
the onset of quasi-thermal distributions.

3.4. The basic concepts of non-equilibrium superconductivity

The outcomes of the first single-color experiments (see Section5) triggered an intense effort to
develop simple models to interpret the novel information coming from the ultrafast dynamics.
Although the energy released by the pump pulse would eventually lead to a quasi-thermal state
characterized by a local effective temperature, the high temporal resolution of the experiments
allows access to the dynamics of the thermalization process itself. On this timescale the ther-
modynamic state, i.e. the distribution of the charge-carriers and bosonic excitations, cannot be
described by a single temperature. The simplest approach is to treat the electrons and the bosonic
baths as different coupled systems, characterized by specific effective temperatures. In this pic-
ture, the thermal state is achieved via the energy exchange among the different subsystems and
the relevant timescale is regulated by the electron–boson coupling function (see Section3.3).

On the other hand, the study of the relaxation dynamics becomes a more complex problem
when the systems undergo the superconducting phase transition or, more generally, any kind of
symmetry-breaking transition. In this case, the opening of a gap in the density of state intro-
duces additional phase-space constraints for the scattering processes, that typically result in a
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bottleneck in the dynamics. This problem will be tackled either from the microscopic point of
view, in which the dynamics are the result of the interaction between non-thermal gap-energy
electrons and bosons, or from the thermodynamic point of view, through the Ginzburg–Landau
functionals. Even though the simple models presented in this section sometimes rely on brutal
approximations, they represent the fundamental tools to move the first steps toward the quantita-
tive study of the results of ultrafast experiments and to connect the ultrafast relaxation processes
to the quasiparticle dynamics presented in Section3.

3.4.1. The bottleneck in the dynamics: the Rothwarf–Taylor equations

The issue of QPs relaxation in superconductors is relevant for non-equilibrium superconduct-
ing devices, superconducting particle detectors and for photoexcitation experiments. From QP
recombination studies one can infer the intrinsic relaxation times and their dependence on the
experimentally tuneable parameters, such as the excitation intensity. Uniquely, P–p techniques
can distinguish between gap states and pseudogap states on the basis of their lifetimes. This is
particularly important when the system under study is inhomogeneous, either in real space or in
k-space. Real-space inhomogeneity may arise due to the presence of self-assembled stripes or
aggregated textures [178,179]. In k-space, we can speak of inhomogeneity when states at differ-
ent regions in the Brillouin zone (BZ) have a different character: for example some states may
have polaronic character, while other states may have extended state character. This is particularly
important in cuprates, due to the nodal-antinodal dichotomy, and in multi-band superconductors,
such as pnictides, where a number of bands cross the Fermi level and become gapped below the
superconducting transition. Very similar phenomenology is also encountered in other gapped sys-
tems, particularly CDW systems, where the Fermi surface is gapped in some regions of the BZ
due, for example, to a Peierls instability [180]. The main difference is that in superconductors the
gap is intended for single particle excitations out of the ground state, whereas in CDW systems,
there is a gap for electron–hole excitations.

In photoexcitation experiments, after the initial rapid energy relaxation lasting for few hun-
dreds femtoseconds, the electrons (holes) are nearly in equilibrium with phonons irrespective of
whether there is a gap in the electronic spectrum or not. While in a gapless metal, the relaxation
proceeds further toward thermodynamic equilibrium by the QP emission of low-energy acoustic
phonons, in superconductors and CDW systems the final states are limited by the presence of a
gap. In this case the QPs can relax to the ground state only provided that they emit a phonon with
an energy greater than 2�, where� is the single particle gap energy (see Figure17). In other
words, the energy relaxation process is interrupted when photoexcited particles reach states near
the gap in the energy spectrum.

It was already recognized in 1979 by Rothwarf and Taylor (R–T) that the measured QP life-
time for these states is not governed by the intrinsic recombination rateR because one needs to
take into account phonon reabsorption processes from the ground state, as shown in Figure17.
They proposed a simple model to account for phonon re-absorption, in which the QP and pairing
boson population dynamics are described in terms of two non-linear differential equations [181]

dn

dt
= I0 + ηN − Rn2, (26)

dN

dt
= −ηN

2
+ Rn2

2
− γ (N − NT), (27)

wheren is the QP population,N is the total gap-frequency phonon (GFP) population that can be
separated into the photoexcited and thermal contributions:N = NPE + NT. η is the probability
for pair breaking by the absorption of a phonon, andR is the bare QP recombination rate with
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96 C. Giannettiet al.

Figure 17. The relaxation of photoexcited electrons takes place in distinct steps (an analogous process takes
place for holes). The initial steps are photoexcitation (1), electron–electron thermalization and avalanche
energy relaxation (2). The latter takes place within 40–100 fs. Thereafter quasiparticles recombine into pairs
across the superconducting gap� (3) with the emission of high frequency phonons (orange wiggly arrows)
with an energy�ω > 2�. These GFPs can immediately break pairs (4), leading to a cyclical process shown
by the blue arrows. This process is terminated either by anharmonic decay of GFPs with energy�ω < 2�

or by phonons escaping from the photoexcited volume [181,182].

the emission of a phonon andI0 describes the incident pulse. The factor 2 comes from the fact
that two QPs are annihilated with an emission of a single phonon in a recombination event.γ

describes the loss of phonons by mechanisms such as phonon escape from the superconducting
region [182] in mesoscopically inhomogeneous systems or in thin films; or anharmonic decay
of the high-frequency phonons (�ω > 2�) into lower frequency phonons (�ω < 2�). Phonon
escape may be important in inhomogeneous systems, or in thin films. In such cases, the rate
limiting step is determined by the characteristic length scale of the superconducting regions or
the thickness of the film [183] (Figure18).

The anharmonic decay rate is known from phonon linewidths and time-resolved Raman mea-
surements to be in the 0.2∼ 1 ps−1 range [184]. While the model was originally formulated for
phonons as the pairing bosons, the model in its various forms applies equally to phonons and
spin excitations as pairing bosons [185]. Indeed, apart from classical superconductors [186],
hole [184,187–198] and electron-doped [199,200] cuprates, MgB2 [201], and recently pnic-
tides [37,202,203], the model has been successfully used for optical studies concerning the QP
recombination across the gap in several charge-density wave systems [57,180,204–206] and the
relaxation of electrons between low-energy electronic states in Jahn–Teller ordered systems and
in heavy electron systems [207–209].

Although the R–T equations can be solved numerically, analytic solutions [185] are more
useful in performing systematic analysis as a function of particular parameters, such as excita-
tion power, carrier density and temperature. In particular, analytical solutions reveal non-linear
dependencies of the relaxation time on pump intensity, as well as bimolecular decay kinetics or
simple exponential behavior with different excitation densities.
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Figure 18. The processes which determine the rate limiting step,γ in the R–T equations (26, 27). (a) Anhar-
monic decay of phonons with energy�ω > 2� to lower energy phonons prevents further pair-breaking. (b)
Phonon escape from superconducting regions in an inhomogeneous state, such as a vortex state or an intrin-
sically textured state, removes them from the R–T loop [182]. (c) Phonons escaping from the superconductor
to the substrate cannot be reabsorbed, and present a rate limiting step in thin film samples.

In thermal equilibriumN = NT, n = nT and the equations reduce toηNT = Rn2
T. The thermal-

QP density at temperatureT can be estimated as [185]

nT(T) ∼= N(0)
√

2π�kBT exp(−�/kBT). (28)

Here N(0) is the electronic density of states at Fermi energy, and� is the energy gap. The
estimate of the GFP density is given by:

NT(T) ∼= 36
ν ′�2kBT

(�ωD)3
exp(−2�/kBT), (29)

where�ωD is the Debye energy andν ′ is the number of atoms per unit cell.
As previoulsy discussed for small perturbations the optical response is proportional to the

excess QP densitynp. Substitutingnp = n − nT andNp = N − NT into Equations (26) and (27)
we can rewrite the Rothwarf-Taylor (RT) equations:

dnp

dt
= I0 + ηNp − 2RnTnp − Rn2

p,

dNp

dt
= J0 − ηNp/2 + RnTnp + Rn2

p/2 − γ Np,

(30)

here we used the equilibrium condition:ηNT = Rn2
T.

We can now discuss a number of different regimes for QP recombination. In the so called
weak bottleneck regimethe decay is dominated byγ , i.e. γ /η � 1, the first equation simpli-
fies to dnp/dt = −2RnTnp − Rn2

p. The relaxation rateτ−1, defined as−dnp/dt/np for t → 0, is
temperature and intensity dependent:

τ−1 = R(2nT + np(0)), (31)

wherenp(0) is np at time t =0. The relaxation time is dominated by two-body processes for
low temperatures whennT � np, but it shows a single particular exponential decay for the low
excitation case (nT � np).
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98 C. Giannettiet al.

More interesting is the opposite limit, namely thestrong bottleneck regimewhereγ /η � 1.
In this regime breaking of pairs by GFP is dominant, causing an initial fast exchange of energy
between QPs and GFP (compared with 1/γ) leading to a quasi-equilibrium between GFP and
QP.

This can be described as a two temperature regime where GFP and QP are in thermal equi-
librium at a higher temperature than the rest of the system. This regime was namedprebottleneck
dynamicsand the relaxation following itsuperconducting state recovery dynamics.

We can look at thesuperconducting state recovery dynamicsin two limits. The low tem-
perature limit is for the case whennT � η/R. In this caseR(nT + np) � γ and the thermal
equilibrium is not established. The relaxation rate for this limit is again temperature and intensity
dependent:

τ−1 = 2
Rγ

η
(2nT + np(0)). (32)

For the high temperature limitnT > η/R the relaxation rate is:

τ−1 =
{

γ for np � nT,

γ /2 for np � nT.
(33)

For this limit it is also interesting to write down thenp as a function of light excitation densityεl

as quasi-thermal equilibrium is achieved:

n0
p = 1

4

(
η

R
− 4nT +

√
η2

R2
+ 8nT

η

R
+ 16n2

T + 8
η

R

εl

�

)
. (34)

The buildup of the signalprebottleneck dynamicsdepends on the initial processes after pho-
toexcitation in RT equations marked asI0,J0. For the case where the first relaxation of highly
excited quasiparticles is predominantly electron–phonon relaxation and the majority of the energy
before thermal equilibrium is in the phonon system the finite risetime can be described with
Equation (30):

dnp

dt
≈ ηNp, (35)

while n2
p is negligible.

By use of the two temperature model governed by bottleneck dynamics and conservation of
energy, Kabanov et al. [184] derived equations for temperature dependence of the density of
optically excited QP in low excitation limit as quasi-thermal equilibrium is reached between QP
and GFP:

np = εl/�p

1 + Bexp(−�p/kBT)
, (36)

np = εl/(�(T) + kBT/2)

1 + B
√

2kBT
π�c(T)

exp(−�(T)/kBT)
. (37)

The first equation is for the case of a temperature independent gap like pseudogap with
�p = constant and the second for a temperature dependent gap�(T) such as the superconduct-
ing gap. In the equations the parameterB = 2ν̃/N(0)�c with N(0) being a density of states at
Fermi energy,̃ν the effective number of phonon modes per unit cell participating in the recom-
bination process andc the characteristic phonon cutoff frequency. It should be pointed out that
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these equations are derived for an isotropic energy gap (s-wave), whereas the calculations for
anisotropic (d-wave) gap predict a different temperature behavior [184]. Since the simples-wave
model works well with several materials (see Section5), it is argued that the recombination
process mainly takes place at anti-nodes, where the gap magnitude is maximum.

3.4.2. The response due to the effective temperature and chemical potential perturbations in
the superconducting state

A phenomenological description of the electron dynamics in the superconducting phase should
account for the non-thermal modification of the electronic occupation induced by the pump pulse.
To address this issue we recall the dependence of the superconducting (isotropic) gap on the
excitation distribution function, as given by the BCS gap equation:

1 = N(0)Vpair

∫
�ωD

0

dεk√
ε2

k + �2
[1 − 2f0(

√
ε2

k + �2/kBT)], (38)

whereN(0) is the electronic density of states at the Fermi level,� the gap andVpair the attrac-
tive pairing potential. The main role of the thermal energykBT is to control the number and the
distribution of excitations in the empty states,εk, above the Fermi energy. When the tempera-
ture is increased, the thermal occupation of the available statesEk =

√
εk + �2, given by the

Fermi-Dirac distributionf0(Ek/kBT), prevents these states from participating in the formation of
the superconducting condensate and eventually leading to the superconducting-to-normal state
second-order phase transition. When the system is excited by light pulses with photon energy
�ω > �, the thermal distribution is perturbed leading to a transient non-equilibrium popula-
tion described byfk = f0(Ek/kBT) + δfk. The number of excess excitations can be calculated
by integrating the non-equilibrium distribution:

δn = 1

�(0)

∫ ∞

0
δfk dεk. (39)

The simplest approach to account for the photoinduced non-equilibrium population is attained
by introducing some effective parameters, namely an effective temperatureTeff [210] or chemical
potentialμeff [211] to describeδfk. Although simple, these two effective distributions represent
the general classes of perturbation that can be applied to a superconducting system [212]. In
the effective temperature model,δfk(Teff) is even with respect to inversion through the Fermi
energy and the excess distribution is the same for electron-like and hole-like excitations. In this
case the non-equilibrium population is calculated by a Fermi–Dirac distribution at the effective
temperatureTeff > T. In contrast, a change in the effective chemical potential describes any odd
perturbation offk, in which the excess electron- and hole-like excitations are unbalanced. In
the superconducting state, the possible shift of the chemical potential of “normal” quasiparticles
can be balanced by the opposite shift of the chemical potential of superconducting pairs. Theμeff

model can be used when the excitation process ischarged, in the sense that it intrinsically changes
the number of charged carriers, such as in the case of electron injection in superconductors.

The case of photoexcitation in multiband systems is more complex. The photoexcitation
process does not alter the total charge distribution of the system, but creates a non-thermal dis-
tribution of electron–hole excitations. If the electron and hole density of states are completely
symmetrical, the chemical potential remains constant during and after the photoexcitation pro-
cess. However, in realistic multiband systems the density of states and the effective mass of the
empty levels filled by the electrons can be dramatically different from those of the occupied states
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100 C. Giannettiet al.

below the Fermi level. As a consequence, an excitation can lead to the simultaneous variation of
Teff andμeff in order to maintain the charge-neutrality. This picture is expected to accurately
represent the case of underdoped cuprates, that are characterized by the pseudogap and the super-
conducting gap, and of charge-transfer insulators, in which the excited electron have 3dcharacter,
while the excited holes mainly reside in the O-2porbitals.

Both models predict a decrease of the superconducting gap�(δn,T) when increasingδn
(expressed in units of 4N(0)�(0, 0)) but with important differences [213]. In the Teff model the
gap dependence can be approximated by�(δn, 0)/�(0, 0)≈ 1–32(3δn)3/2/π3 and a complete
closing is obtained atδncr(Teff) 
 0.33, causing a second-order phase transition to the normal
state. In theμeff model the gap closing is slower, i.e.�(δn, 0)/�(0, 0)≈ 1–4

√
2δn3/2/3, and,

before the complete gap collapse atδn 
0.65, the free energy of the superconducting state equals
the normal state one. The free energy difference between the two phases, in units of the conden-
sation energyUc = N(0)�2(0)/2, is expressed [213] as �F(δn) ≈ −1/2+ 16

√
2δn3/2/3 and

reduces to zero atδncr(μeff) 
 0.16. The most important consequence is that, within theμeff

model, a first-order phase transition from the superconducting to the normal state can take place.
This possibility introduces a non-thermal scenario in which superconducting and normal domains
can spatially coexist, in contrast to what is expected in equilibrium conditions. We underline
that the differences between the predictions of the two models are not related to the density of
excitation injected into the system but to their energy distribution.

We stress that the crucial issue to describe the photo-excitation process through theTeff or
μeff models is the way the pulse energy,Ep, is shared among the different degrees of freedom of
the system, i.e.Ep =EQP + Ec + Eph + Ebos, whereEQP is the energy directly absorbed by QPs
excitation,Ec is the energy necessary to modify the condensation energy of the system,Eph and
Ebos are the energies released to the phonons and to other bosonic fluctuations, such as short-
range AF excitations. While theTeff model directly provides the amount of energy delivered to
the bosonic degrees of freedom, that are described by a Bose–Einstein distribution atTeff, in the
μeff model the excess bosons are not accounted for and the absorbed energy is entirely absorbed
by the shift of the chemical potential. The excess excitations injected by a short light pulse in the
limit of weak optical perturbation (δn � nT, wherenT is the total number of thermal excitations)
can be estimated by Equation (37).

A common assumption is that the photoresponse of a superconducting system is proportional
to the number of excess excitations. This is particularly reasonable in the case of optical mea-
surements in transmission on thin films, in which the relative variation of transmissivity,δT/T,
is directly proportional to the change in absorption, given by the imaginary part of the complex
refractive index (n+ ik). In this case, the relationδk/k 
 δn/nT and Equation (37) suggest that
the photoresponse is given by a universal function of�(T)/kBT and can be used as a powerful
probe of the gap amplitude, also in systems that exhibit multiple gaps [184,188].

Once the optical perturbation is halted, the equilibrium distribution at the temperatureT is
recovered by exchanging energy with the thermal bath constituted by the different degrees of
freedom interacting with quasiparticles. In conventional superconductors, the main relaxation
channels are provided by the inelastic scattering with phonons, although elastic electron–electron
scattering processes can play a role in the case of an anisotropic gap. Although a quantitative
estimation of the relaxation time should be based on a microscopic model accounting for the
density of states and all the possible couplings with bosonic fluctuations, a simple and general
phenomenological expression links the relaxation time,τTeff,μeff to the gap value, in the limit� �
kBT, i.e. forT 
 Tc:

τTeff,μeff = cTeff,μeff

kBTc

�(T)
, (40)
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wherecTeff,μeff is a coefficient that depends on the microscopic parameters of the system and is
proportional to the inelastic scattering time of a quasiparticle at the Fermi surface. This relation-
ship predicts a characteristic divergence of the relaxation time whenTc is approached, that is
related to the progressive decrease of the phase-space available to inelastic scattering processes
that involve a fraction�(T)/kBTc of the thermally occupied states.

3.4.3. Sub-gap photo-excitation and gap enhancement

A particularly interesting case is related to the sub-gap (�ω < 2�(T)) optical excitation of a
superconducting or, more in general, of a gapped system at the equilibrium temperatureT. As
discussed in the previous section, Equation (38) suggests that the QP distribution plays the
fundamental role in determining the gap value. Therefore, by manipulating the equilibrium QP
distribution function on the energy scalekBT, it is possible to enhance the gap value [212,214],
provided that the total number of excitations is not increased, i.e.δn = 0. During the photoex-
citation process, the constraint�ω < 2�(T) does not allow the breaking of Cooper pairs and
photoinjecting additional excitations, while thermal quasiparticles are preferentially elevated
from the low-lying states at� ≤ Ek ≤ � + �ω, to the less populated states atEk > � + �ω.
Intuitively, this process increases the number of states (δfk < 0) at Ek ≥ � available for the
formation of the superconducting condensate, thus increasing the value of the gap. From the
gap equation, it is possible to define the effective temperature changeδTeff corresponding to the
change of the gap amplitude:

δTeff

T


∫ +∞

−∞

δfk√
ε2

k + �2(T)

dεk (41)

that becomes negative (effective cooling) whenδfk < 0. This effect is particularly evident at mod-
erate temperatures while at very low temperatures, the absence of thermal excitations prevents
the formation of the non-thermal distribution necessary to achieve the gap enhancement.

In conventional superconductors, the gap is of the order of a few meV, that requires excita-
tion with sub-THz electromagnetic radiation to fulfill the relation�ω < 2�(T). Indeed, a gap
enhancement corresponding toδTeff ∼ 2% by continuous-wave microwave radiation has been
demonstrated in thin metallic films [215,216]. For T > Tc it has been shown that a new super-
conducting state with a finite gap is the stable solution of the gap problem upon continuous wave
(CW) irradiation [217].

In principle, the same approach could be extended to achieve the gap enhancement in high-
temperature superconductors. The large value of 2|�| ∼ 40 meV [218] permits the designing
of experiments in which short and very intense THz and far-infrared pulses are used to create a
transient non-thermal population. However, thed-wave character of the superconducting gap pre-
vents the condition�ω < 2�k(T) for everyk value from being achieved. In particular, a large rate
of QP production is expected in the nodal region, i.e.k ∼ (π/2,π/2), in which�(π/2,π/2) = 0.
Furthermore, the non-thermal population can be sustained on the timescale determined by the
relaxation time given by Equation (40), which is proportional to the inelastic scattering time
of QPs at the Fermi surface. Therefore, the wealth of different scattering channels available in
correlated materials (see previous sections) could confine the typical inelastic scattering pro-
cesses to the femtosecond timescale, making it extremely difficult for the feed of the non-thermal
distribution necessary to achieve the gap enhancement condition. A microscopic description of
the out-of-equilibrium superconductivity in correlated materials and the possibled-wave gap
enhancement via ultrashort THz pulses represents a challenge for condensed matter theory and
experiments.
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102 C. Giannettiet al.

3.5. Dynamics of the order parameters: time-dependent Ginzburg–Landau functionals

Any system characterized by a broken symmetry can be described through the Ginzburg–Landau
functionals that introduce the concept of (complex) order parameter�(r) [219]. The ground state
of the system is obtained by minimization, over the entire volume, of the normalized Landau
free-energy,Ũ :

Ũ =
∫ (

ũ0 + A0(P,T)

2
|η|2 + B(P)

4
|η|4 + λ|∇η|2

)
dv, (42)

whereη = �/�eq is the order parameter normalized to its equilibrium value,A0(P,T) andB(P)

are the coefficients that determine the thermodynamics of the symmetry-broken second-order
phase transition, andλ is the stiffness to the spatial perturbations ofη. The generality of this
approach allows the same treatment of a wealth of different ordering phenomena of relevance for
correlated materials, such as lattice distortions, magnetic ordering, superconductivity and charge
density wave (CDW) instabilities.

The extension of this approach to describe the dynamics of the order parameter after an
impulsive excitation is based on the possibility of replacing the temperature-dependent coeffi-
cientA0(P,T) with a time-dependent functionA(t). A general equation of motion can be derived
by differentiatingŨ with respect to the order parameter:

d2η

dt2
+ αω0

dη

dt
= −ω2

0
∂Ũ

∂η
= −ω2

0[A(t)η + Bη3], (43)

whereω0 is the eigenfrequency of the mode characterized by a well-defined dispersion. For the
sake of simplicity, we assume a real homogeneous order parameter which describes an optical
mode whose dispersion is almost flat. The possible damping of the coherent motion ofη is intro-
duced through the adimensional coefficientα. At equilibrium, ∂Ũ/∂η = 0 and Equation (43)
does not contain any forcing term. As soon as a perturbation is applied,∂Ũ/∂η �= 0 and a coher-
ent motion is triggered, whose dynamics are controlled by the shape of the mexican-hat potential
Ũ (see Figure19).

This simple formalism can be applied to describe different processes that are relevant for time-
resolved experiments. The naïve picture is that the interaction with the pump pulse prepares a
perturbed state of the system in which the value of the order parameter is partially quenched from
ηeq = 1 to 1− δη(t). In this case, the potential is unchanged and the evolution of the system is that
of a harmonic oscillator in which the initial displacement is maximum, while the initial velocity
is null. These typical cos-like oscillatory dynamics are shown in Figure19(a). The damping term
α mimic the energy exchange process with the thermal bath that transforms the energy selectively
stored in the coherent motion into thermal energy shared among the different degrees of freedom.
In other terms, the loss of coherence of the oscillation ofη(t) is a consequence of the dissipation
to the thermal bath that ultimately allows the relaxation to the equilibrium valueη = ηeq = 1.

Nonetheless, this simple picture does not represent most of the excitation processes in which
there is no direct dipole-allowed coupling between the light pulse and the order parameters. In
contrast, the excitation pathway is usually mediated by some electronic transition, either real or
virtual, that impulsively modify the potential landscape of the system. This process can be mod-
eled by introducing the time-dependent coefficientA(t) = A0 + f (t) which describes the temporal
evolution of the perturbation, that can have either an impulsive or displacive character. In the first
case, the change ofA(t) instantaneously follows the temporal profile of the laser pulse and can be
represented by a delta-function, i.e.f (t) = δ(t). This process is analogous to impulsively chang-
ing the initial velocity of an harmonic oscillator, while leaving the initial position unchanged. As a
consequence, a sin-like oscillation of the order parameter is triggered, as shown in Figure19(b),
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Figure 19. Dynamics of the order parameter in a broken-symmetry phase.

that eventually relaxes back to the equilibrium value. Among the processes that can be repre-
sented by an impulsive change of the potential, there is the impulsive stimulated Raman scattering
mechanism. Here, a portion of energy is impulsively released to initiate the coherent oscillation
of η via a virtual electronic transition, following the cross-section and the selection rules of the
conventional Raman scattering processes. However, in many cases the interaction with the pump
pulse involves real electronic transitions that absorb most of the energy that is locally stored in
the system and is released to the rest of the bulk on a longer timescale (typically in the order of
0.1–1 ns) that is related with the heat diffusion process. In this case, the excitation process is dis-
placive and the change in the potential is a step-like function given byf (t) = H(t), whereH(t)
is the Heaviside function. The typical oscillatory dynamics, reported in Figure19(c), exhibits a
cos-like character but approaches an asymptotic value,η∞ = A(t → ∞)/B, that is different from
ηeq = 1. This kind of dynamics is general to all processes in which the pump excitation induces
a long-lived change of the equilibrium potential, such as the case of a photoinduced phase tran-
sition or of a temperature increase directly induced by the pump pulse or consequent on the
decoherence ofη(t), as recently shown in the case of the spin dynamics in the antiferromagnetic
dielectric KNiF3 [220]. Intriguingly, the motion equation of Equation (42) constitutes also the
link to the thermodynamic description of the relaxation process of a system adiabatically driven
out of equilibrium.

In Figure19(b) we show the relaxation dynamics in the case of an overdamped oscillation
(α � 1, blue line) and a completely incoherent relaxation (α→ ∞, black line). In this last
case, the second-order term can be neglected and the dynamics reduces to the classical kinetic
equation [221]:

dη

dt
= −g

∂Ũ

∂η
, (44)
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104 C. Giannettiet al.

whereg = ω0/α. This equation can be linearized for small perturbations,δη, obtaining:

dδη

dt
= − δη

τGL
, (45)

whereτGL = −2gA(P,T) is the exponential decay that describes the relaxation dynamics ofδη.
Finally, Figure19(b) displays an intermediate scenario in which the time-dependent coefficient
A(t) = A0 + ae−t/τ relaxes on a timescale of the same order of the damping of the system and of
the oscillation period.

When an inhomogeneous system is considered, the|∇η|2 term must be included in the func-
tional Ũ . This leads to a second-order equation in the time and space coordinates that accounts
for the propagation ofδη(t,�r) perturbation. This formalism can be extremely useful to treat thin
films, interfaces and devices in realistic geometric configurations, for example, the recovery of
the superconducting order in LSCO [222]. Moreover, it has recently been applied to investigate
the space-time propagation of the impulsive quench of a CDW order, in which the inhomogeneity
of the process is intrinsically related to the finite penetration length of the electromagnetic field
in the material [35].

The same formalism can be further extended to treat complex order parametersη = |η|eiφ ,
provided the derivative of the functionalŨ in Equations (42) and (44) is performed with respect
to the functionη∗. Besides the dynamics of the amplitude of the order parameter, additional
modes, related to the spatial and temporal variation ofφ(t) emerge from the td-GL.

Finally, the GL functional is also extremely useful in the case of systems, whose properties
are the consequence of the interplay between two different order parameters,η1 andη2. The func-
tional Ũ can be extended to include both the order parameters and a quadratic interaction term,
i.e.W|η1|2|η2|2, that can be either repulsive (competing phases,W<0) or attractive (cooperative
phases,W>0):

Ũ =
∫ [

ũ0 + A1(P,T)

2
|η1|2 + B1(P)

4
|η1|4 + λ1|∇η1|2

]

+
[

A2(P,T)

2
|η2|2 + B2(P)

4
|η2|4 + λ2|∇η2|2 + W|η1|2|η2|2

]
dv. (46)

Following the previous steps, it is possible to linearize Equation (46), obtaining a set of coupled
equations:

dη1

dt
= −δη1

τ11
− δη2

τ12
, (47)

dη2

dt
= −δη1

τ21
− δη2

τ22
. (48)

The dynamics emerging from these equations is characterized by two diagonal time-constants (τ11

andτ22) that describe the intrinsic decay time with no interaction, and two non-diagonal terms
(τ12 = τ21) that depend on the parameterW. The possibility of studying the interplay between
two competing phases in the time-domain has recently been applied to hole- and electron-doped
cuprates [198,223], demonstrating the competitive nature of the interaction between the pseu-
dogap and superconducting phase, and in stripe ordered nickelates, supporting the scenario of
strong coupling between the spin and charge sectors [73].
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3.6. On the complexity of the scattering processes which regulate the quasiparticle dynamics

The overview of (quasi-)equilibrium dynamics in strongly correlated systems highlights the
inseparable nature of the most relevant lattice and magnetic excitations. This points out the
inadequacies of classical theory, particularly for dealing with inhomogeneous and fluctuating
mesoscopically ordered phases. The concepts introduced in Sections 3.3–3.5 also challenge the
knowledge coming from conventional equilibrium techniques and pave the way toward the use
of non-equilibrium experiments to disentangle the intertwined degrees of freedom. In particu-
lar, we highlight the following aspects that constitute the bridge between the (quasi-)equilibrium
properties (Sections 3.1 and 3.2) and non-equilibrium dynamics, as discussed in Sections3.3,3.4
and3.5:

• In correlated materials, the charge dynamics is regulated by a rich electron–boson coupling
function, which includes the coupling with both phonons and bosons of electronic origin,
such as spin fluctuations. These scattering processes can strongly affect the electronic self-
energy up to an energy scale of hundreds of milli-electronvolts.

• The anisotropy of the fundamental interactions in (pseudo-)gapped phases determines ak-
dependent renormalization of the electronic self-energy and, therefore, of the most relevant
scattering processes. This effect is further enhanced by the intrinsic tendency of correlated
materials to develop symmetry-breaking instabilities.

• The short-range electronic correlations, usually described through the Hubbard model,
challenge the notion of the quasiparticle in itself. In materials close to the Mott-insulating
phase, the fundamental excitations involve incoherent charge fluctuations localized in real
space.

• Within the effective-temperatures approximation, the timescale of the relaxation dynamics
observed in P–p experiments is controlled by the same electron–boson coupling function,
�(), which also regulates the quasiparticle dynamics. In other words, the coupling to
the bosonic (e.g. phonons, spin fluctuations) baths, which renormalize the single-particle
self energy and the quasiparticle effective masses, also provides the relaxation channels
necessary for the relaxation of the photoexcited electrons. The electron–boson coupling
function can be quantitatively estimated from the sub-ps dynamics in ungapped metallic
phases.

• The opening of a gap in the density of states and the onset of superconductivity call for
a microscopic model to describe the relaxation dynamics. While the temporal evolution
of the gap can be described by some form of effective-temperature or effective-chemical
potential model, the relaxation of the electronic excitations across the gap can be suc-
cessfully described by the Rothwarf–Taylor model. In this picture, the gap-energy bosons
emitted during the recombination process accumulate to form a pair-breaking non-thermal
population of bosons, which strongly slows down the relaxation process.

• The time-dependent Ginzburg–Landau functionals constitute a simple tool to capture the
phenomenology of the space-time propagation of the impulsive perturbation in a symmetry-
broken phase.

4. Optical properties: a non-equilibrium approach

One of the major breakthroughs in the field of ultrafast optical spectroscopies was given by the
possibility of tuning both the pump and the probe frequencies over a very broad region, rang-
ing from the THz to the UV. While tuning the pump photon energy allows the system to be
selectively excites along well-defined pathways, the tunability of the probe can be exploited
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to explore the dynamics of many different degrees of freedom. Furthermore, the possibility of
easily controlling the polarization of both the pump and probe beams makes the table-top tun-
able ultrafast experiments a novel tool complementary to the conventional equilibrium optical
spectroscopies. Although we do not pretend to provide a comprehensive overview of the optical
properties of correlated materials, that can be found elsewhere [224,225], here we will present the
most important concepts that constitute the bridge between the equilibrium and non-equilibrium
optical properties. The possibility of investigating the ultrafast dynamics of different regions of
the dielectric function unlocked the gate to many interesting experiments, whose results will be
reported in Section5.2.

4.1. The fundamental optical features of correlated materials

In this section we overview the general features that constitute the starting point of the differential
analysis for time-resolved measurements. In particular, we will focus on copper oxides which
can be considered as prototypical materials, since, upon doping and temperature changes, they
exhibit some general features that are of relevance for all correlated materials. Among these we
cite: (i) development of a Drude peak when the carrier concentration is increased; (ii) charge-
transfer transitions involving transitions from O-2p orbitals to the localized upper Hubbard band
of the 3dCu orbitals; (iii) anomalous spectral weight changes involving the Drude peak and the
high-energyU energy scale; (iv) mid-infrared peaks (MIP) in the 0.5–0.7 eV energy range; (v)
signatures of the opening of the pseudogap and of the superconducting gap; and (vi) inductive
response of the condensate.

Figure 20 reports theab-plane reflectivity of optimally doped Bi2Sr2Ca0.92Y0.08Cu2O8+δ

(Y-Bi2212) crystals (Tc = 96 K), measured by conventional spectroscopic ellipsometry [227]
at 300 K. The reflectivity of Y-Bi2212 shows some general features common to most of the
correlated materials:

(i) below the dressed plasma frequency (ω̄p ∼ 1 eV), defined by the relation Re{ε(ω̄p,T)} =
0, the optical properties are dominated by a broad peak related to the optical response of
the low-energy excitations in the conduction band. Interestingly, the dielectric function
in this energy range cannot be simply reproduced by a Drude peak, in which a constant

Figure 20. Reflectivity of a prototypical cuprate. The red dots are the reflectivity of an optimally doped
Bi2Sr2Y0.08Ca0.92Cu2O8+δ sample (Y-Bi2212OP, p 
 0.16, Tc = 96 K). The black line is the fit of the
extended Drude model to the data. The inset displays the electron–boson coupling function�() extracted
from the EDM. The dashed line is the reflectivity computed in the case of an increase of the effective
temperature ofδT = 200 K. Taken from [226].
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Figure 21. Real part of the optical conductivity of prototypical correlated materials, such as VO2 [232],
YBa2Cu3O6+x [233], V2O3 [234] and La2−xSrxCuO4 [235].

scattering rateτ and effective massm∗ of the QPs is assumed. The strong frequency-
dependent scattering rate and effective mass, resulting from the interaction with bosonic
excitations, can be accounted for by the more general extended Drude model [224], pre-
sented in Section4.1.1. When the density of the charge carriers is decreased by chemical
doping, the weight of the Drude-like part of the spectrum is progressively suppressed
until the insulating phase, exhibiting a charge-transfer gap at 1.5–2 eV (see Figure21), is
reached. When moving to the low-doping region of the phase diagram, the optical con-
ductivity of copper oxides is characterized by universal structures at∼ 0.5 eV, which are
usually named as mid-infrared peaks (MIPs). Although their nature is often debated, the
MIPs constitute a rather universal fingerprint of short-range electronic correlations. As a
general picture, the MIPs can be rationalized as interband transitions between the filled
lower Hubbard band and the empty quasiparticle states close toEF or between the filled
quasiparticle states atEF and the empty upper Hubbard band (UHB). In both cases, the
transitions involve delocalized QP states and localized states characterized by the double
occupancy of the Cu sites. Different interpretations have also been proposed, such as a
subtle interplay between the strong coupling of the charge carriers with phonons and spin
fluctuations [228,229];

(ii) aboveω̄p, the high-energy interband transitions dominate. In this energy range, the equi-
librium dielectric function can be modeled as a sum of Lorentz oscillators in the>1 eV
energy range [224,225]. The attribution of these interband transitions in cuprates is a sub-
ject of intense debate. The ubiquitous charge-transfer (CT) gap edge (hole from the upper
Hubbard band withdx2−y2 symmetry to the O-2px,y orbitals) in the undoped compounds
is about 2 eV [224]. Upon doping, a structure reminiscent of the CT gap moves to higher
energies, while the gap is filled with new transitions. This trend has been reproduced by
DMFT calculations of the electron spectral function and of theab-plane optical conduc-
tivity for the hole-doped three-band Hubbard model [230]. The structures appearing in
the dielectric function at 1–2 eV, that is, below the remnant of the CT gap at 2.5–3 eV,
are possibly related to transitions between many-body Cu–O states at binding energies as
high as 2 eV (for example singlet states) and states at the Fermi energy. More recently,
equilibrium optical spectroscopy measurements [231] on HgBa2O4+δ have revealed an
interband peak at 1.3 eV, which appears at the hole dopingp ∼ 0.1 and progressively
increases with a maximum amplitude at optimal doping.
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The spectral evolution of the cuprate optical conductivity when moving from the overdoped
to the underdoped region of thep– T phase diagram presents many features similar to those
characteristics of other correlated materials which undergo a temperature-driven insulator-to-
metal phase transition. In Figure21 we contrast the doping-dependent optical conductivity of
YBa2Cu3O6+x and La2−xSrxCuO4 to that of the vanadates VO2 and V2O3 at different tem-
peratures. As the insulating phase is approached, the Drude peak is progressively suppressed
concomitantly with the divergence of the optical effective mass (see Section4.1.1) and the
increase of the intensity of the interband transitions. As a general behavior, in correlated mate-
rials the changes of the optical conductivity in the proximity of a metal-to-insulator transition
involve energy scales on the order of the HubbardU. To quantitatively address the temperature-
or doping-related changes of the optical conductivity we introduce the optical spectral weight of
the Drude-like peak, defined as:

SWD =
∫ ∞

0
ReσD(ω) dω. (49)

As a consequence of the conservation of the total number of charge carriers (with densityN)
in the conduction band, SWD is a constant given by SWD = ω2

pl/8, whereω2
pl = 4πNq2/m∗ is

the squared plasma frequency andm∗ is the effective mass of the free carriers. When the sys-
tem undergoes a phase transition, e.g. from insulator to metal, the density of states at the Fermi
level is expected to dramatically change and a more general sum rule, which accounts for the
conservation of the total number of electrons in the conduction and valence bands, holds:

SWD +
∑

i

SWi = cost, (50)

where SWi is the spectral weight of the interband transitions labeled byi.
The normal-state optical properties of copper oxides mostly change, particularly in the

infrared region of the spectrum, when thec-axis (i.e. perpendicular to the Cu–O planes) conduc-
tivity is considered. In particular, the infrared (�ω � 100 meV) optical conductivity is strongly
suppressed from typical values of the order of 1000–2000−1 cm−1 in the ab-plane, down to
� 400−1 cm−1. Further, the optical conductivity along thec-axis assumes the characteristics
of a strongly incoherent metal. Although the microscopic mechanisms at the origin of this strong
scattering are still debated [224,236], the underlying physics of this effect is related to the small
interplane transfer matrix elements that are of the order oftc 
 30 meV for the most conduct-
ing systems. Therefore, thec-axis coherent hopping is destroyed by the very strong in-plane
scattering. Specifically, the timescale of the scattering processes involving the charge carriers is
significantly smaller than the time needed for the interlayer hopping, which is of the order of
�/tc 
 20 fs.

4.1.1. The extended Drude model

In the conventional Drude model, the optical absorption is mediated by scattering processes that
lead to a finite lifetimeτ of the free carriers. However, in most cases a constant value ofτ does
not allow the coupling of electrons (or holes) with a rich spectrum of fluctuations to be accounted
for and does not reproduce the experimental results. In the extended Drude model (EDM), the
physical processes responsible for the renormalization of the lifetime and effective mass of the
QPs are included in a phenomenological way, by replacing the frequency-independent scattering
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time τ with a complex temperature- and frequency-dependent scattering timeτ(ω,T):

τ−1 ⇒ τ̃−1(ω) = τ−1(ω) − iωλ̃(ω) = −iM (ω,T), (51)

where 1+ λ̃(ω) = (m∗/m)(ω) is the mass renormalization of the QPs due to many-body
interactions andM (ω,T) is the memory function.

In the EDM, the optical conductivityσD(ω,T) = [1 − εD(ω,T)]iω/4π is given by:

σD(ω,T) = i

4π

ωp
2

ω + M (ω,T)
= 1

4π

ωp
2

1/τ(ω,T) − iω(1 + λ̃(ω,T))
. (52)

The renormalized scattering rate and effective mass can be directly extracted from the
measured Drude optical conductivity through the relations:

1/τ(ω,T) = ω2
p

4π
Re

(
1

σD(ω,T)

)
, (53)

1 + λ̃(ω,T) = − ω2
p

4π

1

ω
Im

(
1

σD(ω,T)

)
. (54)

Although this phenomenological version of the EDM does not provide any clue about the
microscopic mechanisms responsible for the renormalization of the energy dispersion and life-
time of the QPs, it is very useful for directly extractingτ(ω,T) and m∗(ω,T)/m from the
optical data. The EDM can be used to demonstrate the correlated nature of the metallic phase of
transition-metal oxides, in which the transition to the insulating phase is driven by the progressive
localization of the charge carriers.

In three-dimensions, this Mott-type transition manifests in the divergence [234] of the scat-
tering rate (τ−1(ω,T)) and of the effective mass, which unveils a dramatic correlation-driven
decrease of the kinetic energy of the charge carriers. In lower dimensions, which is the case for
copper oxides, the spatial correlations become important and the divergence is partially smoothed
out. In copper oxides, the EDM has been widely [224] used to estimate theab-plane scattering
time of the charge carriers due to the interaction with any fluctuations present in the system. For
example, in the normal state of Bi2212,τ−1(ω,T) linearly increases from∼1000 cm−1 (∼5 fs)
at zero frequency to∼4000 cm−1 (∼ 1.3 fs) at�ω ∼ 0.5 eV. Above this frequency, which corre-
sponds to the cut-off of the highest-energy fluctuations,τ−1(ω,T) saturates to a constant value
[237]. As soon as the system enters a gapped phase,τ−1(ω,T) rapidly drops to zero on the energy
scale, lower than the energy gap.

In some simple cases, the spectral weight SWD can be directly related to the average kinetic
energy〈K〉 of the charge carriers in the conduction band. As an example, in a single-band system
in which the tight-binding model with nearest-neighbor hopping is a valid approximation, it is
demonstrated [238] that:

SWD = π2a2
δe

2

4�2Vatom
〈−K〉, (55)

whereaδ is the lattice spacing projected along the direction determined by the polarizationδ of
the incident light andVatom is the volume per atom. Equation (55) is valid when only the Drude
contribution to the optical conductivity is included in the integration (50), in which the upper
bound is infinite. In realistic analysis, however, the Drude contribution can be hardly disentangled
from the additional interband transitions which appear at the>1 eV energy scale. Therefore, the
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spectral weight calculations are often performed using a finite-energy cut-off,c, positioned in-
between the plasma frequency and the onset of the interband transitions. In this case, the spectral
weight sum rules are not strictly valid since any change of the optical scattering rate leads to
the modification of the Drude peak width which is missed when the finite cut-off integral is
calculated. Quantitatively, this can be easily shown for the simplest Drude model in which the
scattering rate is frequency-independent:

SW(c,T) 
 ω2
p

8

[
1 − 2

γ (T)

πc

]
(56)

This relation is valid in the limitc � γ and can be extended to a frequency-dependent scat-
tering rate, provided that a suitable frequency-average〈γ (T)〉ω is used. Considering the direct
relationship between the Drude spectral weight andγ (T), Equation (56) suggests that SWD can
be used to study the temperature-dependence of the scattering rate of the charge carriers, which is
strictly related to the scattering with bosonic fluctuations, as will be discussed in the next section.

4.1.2. The electron–boson scattering in optics

From the microscopic point of view, the extended Drude formalism can be derived from the
Holstein theory for normal metals [88]. Considering the Kubo formula and using complex dia-
grammatic techniques to evaluate the electron and boson thermal Green’s functions and omitting
vertex corrections (Migdal approximation), the memory functionM (ω,T) results:

M (ω,T) = ω

{∫ +∞

−∞

f (ξ ,T) − f (ξ + ω,T)

ω + �∗(ξ ,T) − �(ξ + ω,T) + iγ imp
dξ

}−1

− ω, (57)

wheref is the Fermi–Dirac distribution,γimp an intrinsic decay rate that accounts for the scatter-
ing by impurities and�(ω,T) and�∗(ω,T) the electron and holek-space averaged self-energies,
which can be calculated by Equation (3). We pinpoint that although the memory functionM (ω,T)

has the same analytical properties of the single-particle self-energy�(ω,T), it has a conceptually
different meaning, since the optical transition at frequencyω involves a particle–hole excitation
of the many-body system and provides information about the joint particle–hole density of states.
Considering the vast number of experimental indications that, at moderate doping concentra-
tions (p>0.16), the fermionic and bosonic degrees of freedom can be separated into [108], we
assume that the EDM can be used to extract�() from the optical conductivity, as measured at
the equilibrium temperatureT. Although sophisticated maximum entropy techniques [115] have
been developed to unveil the rich details of the bosonic function [108], the main features can
be evidenced by a simple histogram form for�(). The inset of Figure20 displays the typical
�() histogram function, extracted by the equilibrium optical conductivity of optimally doped
Y-Bi2212.�() is characterized by:

(i) a low-energy part (up to 40 meV) linearly increasing with the frequency. This part is
compatible with either the coupling of QPs to acoustic [121] and Raman-active optical
[122] phonons or the linear susceptibility, as expected for a Fermi liquid [240];

(ii) a narrow, intense peak centered at∼60 meV, attributed to the anisotropic coupling to
either out-of-plane buckling and in-plane breathing Cu–O optical modes [123] or bosonic
excitations of electronic origin such as spin fluctuations [128,132];

(iii) a broad continuum extending up to 300–400 meV, well above the characteristic phonon
cutoff frequency (∼90 meV) that strongly resembles the dispersion of magnetic excita-
tions, evidenced by scattering experiments [107,127,129–131,241–243] or loop currents
[125].
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Figure 22. Electron–boson coupling function extracted from the extended Drude analysis of spectroscopic
ellipsometry data of different copper-oxides. Taken from [239].

The EDM model allows treatment on an equal footing of the electron–phonon coupling and
the coupling to the additional degrees of freedom, mostly of electronic origin, that are common
to all correlated materials. Interestingly, the formalism presented in this section constitutes the
link between the single-particle self-energy and the optical self-energy. This fills the gap between
the concept of QP scattering, as discussed in Section3, and theoptical scattering rate introduced
through the memory function. The probability of a scattering event which enables the interaction
of a free QP with the incoming photons is ultimately proportional to the density of bosons and
to the strength of their coupling with the charge carriers. As extensively reviewed in [108], the
�() extracted by optical spectroscopy in copper oxides is in very good agreement with the
electron–boson function measured by other single-particle and two-particle techniques such as
ARPES, STM and Raman. In this framework, the temperature-dependence ofγ (T) naturally
emerges from Equation (57) and is directly related to the change of the number of bosons which
can scatter with the carriers. Given the�() function with ac cutoff, γ (T) can be easily
calculated.γ (T) exhibits a sub-linear increase forkBT < �c, which approaches a linear trend
as the temperature becomes larger than the energy scale of the bosonic fluctuations.

Figure22displays the doping and temperature dependent�() on several families of copper
oxides. Although the main role of the temperature is to modify the population of the bosonic
modes, the histograms exhibit a small temperature-dependence, which becomes stronger in the
underdoped regime. This result suggests that the picture of a sharp distinction between fermionic
QPs and bosonic fluctuations, which interact though a temperature-independent coupling, is pro-
gressively lost when electronic correlations dominate the electronic properties. As a general
trend,�() is characterized by an intense and peaked low-energy structure, which progressively
evolves in a rather flat background as the doping density is increased. This result can be connected
to the presence of well-defined AF resonances atqAF = (π ,π) in the underdoped compounds,
which broaden and evolve in the continuum of the short-range magnetic fluctuations when the
density of the charge carriers is increased by doping (see Section3.1.3).

The EDM has been widely employed to discuss the dynamics of the charge carriers in cop-
per oxides and its relation to the onset of superconductivity [110,115,225,239,244–251]. Recent
results suggest that the fluctuation spectrum could extend up to several eV [116,252], hence of
the order of the Hubbard energyU. The same formalism has also been applied to investigate
the coupling in iron-based superconductors [253] and more conventional ferromagnetic systems
[254]. When the density of the carriers is decreased (underdoping), the application of the EDM
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to copper oxides and, more in general, to correlated materials becomes more questionable for
various reasons: (i) the opening of thek-dependent pseudogap in the electronic density of states,
which will be discussed in Section4.1.2.1; (ii) the loss of well-defined quasiparticles and the
impossibility of separating fermionic and bosonic degrees of freedom; and (iii) the appearance of
the MIPs which progressively replace the broad Drude-like peak.

4.1.2.1. Non-constant density of states.In the calculation of the self-energy (see
Equation (3)), a constant density of states at the Fermi level has been considered. This assump-
tion is dramatically broken by the opening of a partial or full gap in the DOS close toEF . Such
a gap, lying within the same energy scale of the bosonic fluctuations, hinders a reliable modeling
of the electron–boson dynamics. A further evolution of the EDM, accounting for a non-constant
electronic density of states, has been developed by Sharapov and Carbotte [255], and has been
used to analyze spectroscopic data at equilibrium [247]. In this model, the imaginary part of the
electronic self energy is given by:

Im�(ω,T) = −π

∫ ∞

0
�(){Ñ(ω + ,T)[n(,T) + f (ω + ,T)]

+ Ñ(ω − ,T)[1 + n(,T) − f (ω − ,T)]} d, (58)

whereÑ(ω,T) is the frequency-dependent normalized density of states, which can be modeled
through a proper function ofω. Re�(ω,T) is calculated from Equation (58) through the Kramers–
Kronig relations. This formalism has been introduced and successfully used to study the electron–
boson coupling in the underdoped cuprates, characterized by the onset of the pseudogap�PG(k)

atT < T∗ [247]. The normalized density of statesÑ(ω,T) can be modeled by [247]:

Ñ(ω,T) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Ñ(0,T) + [1 − Ñ(0,T)]

(
ω

�PG

)2

for |ω| � �PG,

1 + 2

3
[1 − Ñ(0,T)] for |ω| ∈ (�PG, 2�PG),

1 for |ω| � 2�PG,

(59)

where�PG 
 40 meV is the maximum energy gap amplitude at the antinodesk 
 (±π , 0) and
(0,±π), while 0< Ñ(0,T) < 1 is the gap filling. Thek-space integrated electronic DOS is
completely recovered between�PG and 2�PG. This model has been used to extract�() as
a function of the temperature, demonstrating a significative pseudogap-driven increase of the
electron–boson spectral function in the same doping range in whichTc decreases (see Figure23).
This result strongly supports a scenario in which the pseudogap and the superconductivity are
competing.

4.1.3. Infrared-active modes

The low-frequency optical properties contain valuable information about the electronic and
structural properties of correlated materials. As discussed in Section 1, the THz and mid-IR
(2–130 meV) regions of the electromagnetic spectrum can be almost continuously covered by
time-resolved experiments. This energy range is particularly sensitive to a wealth of relevant
processes such as the infrared active modes, the Josephson plasma resonances, the inductive
response of the superconducting condensate and the opening of a full or partial low-energy gap
in the density of states. In principle, all these processes can be used as the fingerprints to track the
ultrafast transformations of the system, in which the structural and electronic degrees of freedom
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Figure 23. Extended Drude model analysis of the frequency-dependent scattering rate in underdoped (a)
Bi2Sr2CaCu2O8+δ (Tc = 67 K) and (b) YBa2Cu3O6.50 (Tc = 59 K). The colored lines are the EDM fit to
the experimental data (black lines) at different temperatures. The bottom panels display the electron–boson
spectral function at different temperatures. Taken from Ref. [247].

can be directly disentangled in the time domain. Here, we will review some of the general fea-
tures that can be accessed by THz or infrared pump–probe experiments. In general, the optical
conductivity associated with the infrared active modes is in the order of� 500 −1 cm−1. In
metallic systems, these values are easily overwhelmed by the intrinsic Drude conductivity of the
system. Therefore, the infrared features are usually more visible in insulating systems or in the
cases in which the metallic conductivity is suppressed either by the opening of a gap or as a
consequence of an extremely large scattering rate of the charge carriers.

4.1.3.1. Copper oxides. Figure 24(a) reports the low-frequencyc-axis reflectivity [256] of
YBa2Cu3O6+x (YBCO) at different hole dopings, ranging from under (x=0.5, Tc = 53 K) to
optimal (x=0.95,TC = 93 K) doping concentrations. Due to the large incoherent nature of the
charge carriers along thec-axis, a large number of narrow peaks in the 20–80 meV energy range
are clearly visible, already at room temperature. These peaks are related to the infrared active
phonon modes which are allowed by the dipole optical selection rules, given the symmetry of
the crystal structure. Of particular relevance for time-resolved experiments [198,259–264] (see
Section5.2) are twoB1u symmetry modes:

• the bond bending mode at∼40 meV (322 cm−1), which involves the out-of-plane motion
of the oxygens in the Cu–O plane and

• the ∼70 meV (570 cm−1) mode which modulates the displacement of the apical oxygen
atoms (see Figure24) along thec direction (apex oxygen vibrations). The latter is more
clearly visible in the optimally doped system which is closer to the true orthorhombic phase
of YBa2Cu3O7. When decreasing the carrier density, this mode progressively weakens and
a new mode at∼76 meV (610 cm−1), related to a change of the crystal symmetry, appears.
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Figure 24. (a) Reflectivity and (b) optical conductivity of YBa2Cu3O6+x at different doping concentrations
and temperatures. Taken from [256]. THz-infrared conductivity of: (c) the prototypical doped manganite
Pr0.6Ca0.4MnO3 [257]; and (d) the prototypical nickel oxide La1.67Sr0.33NiO4 [258]. (e) Sketch of part of
the Bi2212 unit cell and of the typical infrared-active vibrational modes in correlated materials.

When cooling down (e.g. 100 K), many new players come into the game. While in the most
metallic system (x=0.95) the THz reflectivity increases, as expected for a metal, in the more
underdoped samples the conductivity is suppressed below an energy scale of�PG ∼ 50 meV. This
effect is related to the onset of the pseudogap atT∗, which leads to the progressive depletion of
states at�ω < �PG, as shown in the optical conductivity of the underdoped (x=0.7) sample (see
Figure24(b)). When the temperature is further decreased andTc is crossed, an additional plasma
edge appears at∼19 meV in the optimally doped sample. This feature, known as Josephson
plasma edge, is related to the coupling between the parallel superconducting Cu–O layers and
will be discussed in Section4.1.4. Furthermore, the temperature also affects the position and
lineshape of the infrared-active phonon modes. As a general trend, the vibrational modes undergo
a blueshift when the temperature is decreased. This is a consequence of the anharmonicity of the
lattice potential which stiffens for smaller vibrations. On the other hand, the bending mode at
∼40 meV is subject to an anomalous redshift whenTc is crossed. This shift in the position of the
mode is also accompanied by a dramatic change of the lineshape, which becomes asymmetric
and can be phenomenologically described by the celebrated Fano resonance [265]:

σ1(ω) = A
(x + q)2

1 + x2
, (60)

wherex = �(ω − ω0)/�, A is an amplitude factor andq is the asymmetry parameter. The Fano
resonance describes any system characterized by the quantum interference between a narrow
level and a continuum of states. In the case of YBCO, both the anomalous redshift and the
asymmetry of the bending mode have been explained [266] as the effect of the change of the
local electric field experienced by the ions, which arises from the onset of the Josephson plasma
resonance atT < Tc. The same effect has been measured in Tl2Ba2Ca2Cu3O10 [267].

The phenomenology of the infrared-active phonon modes in YBCO is alike for almost all
the copper oxides characterized by perovskite-derived structures with orthorhombic (YBCO) or
tetrahedral symmetries (e.g. Bi2212, see Figure24(e)), where the copper ions sit at the center
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of an octahedral cell constituted by the oxygen ions. In multi-plane cuprates, the octahedra are
replaced by square pyramids with the base lying in the Cu–O plane. Since the electric proper-
ties of cuprates are dominated by the conduction in the Cu–O planes, we can single-out three
main families of infrared active phonon modes (see Figure24(e)) which are expected to be more
relevant for the electronic properties:

(i) the modes involving the stretching of the oxygens ions at the apex of the pyramids (or
octahedra);

(ii) the stretching modes involving a change of the in-plane Cu–O distance; and
(iii) the bending modes related to the out-of-plane movement of the oxygens.

4.1.3.2. Other correlated materials. Similar infrared features are present in different
transition-metal oxides, such as manganites, nickelates and vanadates. As an example,
Figure24(c) reports the optical conductivity of Pr0.6Ca0.4MnO3, which exhibits an anisotropic
charge-ordering atT <235 K with electronic gap in the order of�CO 
 0.18 eV. The suppres-
sion of the optical conductivity below�CO allows the observation of a wealth of infrared active
modes (see inset). The three dominant phonon modes (23, 42 and 71 meV) correspond to the
threeF2u infrared active vibrational modes of the cubic perovskite. Due to the orthorhombic
distortion, a number of weaker resonances are clearly visible. The two highest-frequency vibra-
tions are assigned to the Mn–O–Mn bending mode and the Mn–O stretching mode, respectively
[257,259].

Also the charge-ordered nickelate La1.67Sr0.33NiO4 exhibits similar phonon modes that can be
clearly visible at low temperature, when the electronic DOS is suppressed by the opening of a gap
attributed [258,268–270] to static charge order, fluctuating stripes or small polarons formation.
Also in this case, the Ni–O in-plane stretching mode [198,258] (84 meV) develops a strongly
asymmetric Fano-like lineshape at low temperature, which is attributed to the modification of the
physical environment around the ions when the charge carriers progressively localize. Phonons
in this frequency range are also critical for the metal–insulator transition in vanadium oxides. For
the VO2, theAg lattice modes associated with stretching and tilting of V–V dimers are found at
∼ 23 and 27 meV, respectively [260,271].

Similar cases are given by the layered transition-metal dichalcogenides. For example, 1T-
TiSe2 shows a transition into a commensurate charge density wave (CDW), when cooled below
TCDW 
 200 K. The microscopic mechanism driving the formation of CDW is still under debate,
for the electronic correlations and the structural order are strongly intertwined. In the THz-
infrared frequency range 1T-TiSe2 exhibit features that can be used to disentangle the dynamics
of the structure of the system from that of the excitonic correlation [272]. The crystal symmetry
can be tracked by looking at the infrared-active phonons [273]. The symmetry change related
to the CDW yields additional infrared-active in-plane modes at 19 and 22 meV, which adds to
the 17 meV optical phonon resonance measured at room temperature [272]. Differently, the pure
electronic response of the system can be monitored by measuring the dynamics of the collective
plasma resonance of unbound electrons and holes [274], that manifests as a pole in the dielectric
function, which moves from∼145 meV at 300 K to 45 meV at 10 K.

In conclusion, the THz-infrared optical properties of correlated materials can be effectively
used to disentangle the dynamics of the lattice, that determines the nature and the position of the
infrared-active modes, from that of the electronic degrees of freedom, manifesting themselves
in the opening of low-energy gaps, in the change of the plasma frequency and/or scattering
rate, in the modification of the local potential experienced by the ions and in the formation
of collective states, such as the superconducting condensate, that will be addressed in the next
section.
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4.1.4. Electrodynamics of the condensate

The expression of the optical conductivity of a perfect condensate can be easily obtained start-
ing from the frequency-dependent conductivity of a conductor in which the charge carriers are
subject to an average scattering rate 1/τ, i.e. σ = ε0ω

2
pl/(1/τ − iω), whereω2

pl = √
nq e2/ε0mq

is the plasma frequency of the system. In the limitτ → ∞ for a perfect conductor, the optical
conductivity becomes purely imaginary with aω−1 frequency dependence. However, in order to
satisfy the causality given by the Kramers–Kronig relations,σ(ω) must also acquire aδ-like real
component. Therefore, the optical conductivity of a perfects-wave superconductor reads:

σ(ω) = ε0ω
2
pl

(
πδ(ω) + i

1

ω

)
, (61)

where theσ1(ω) component satisfies the sum rule:∫ +∞

0
σ1(ω) dω = π

2
ε0ω

2
pl. (62)

Considering that the amplitude ofσ2(ω) is proportional to the fraction of charge carriers that
participates in the condensate, i.e.nSC = nq − nN, near-IR pump/THz-probe measurements in
the ab-plane have been widely used to investigate the in-plane dynamics of the condensate in
high-temperature superconductors [193,275–277]. When the frequency of the probe is increased
up to the energy scale of the superconducting gap, the breaking of the Cooper pairs and the
related excitation of above-gap electron–hole pairs provide an additional absorption channel that
is manifested in the form of an absorption edge atω ∼ 2�SC in theσ1(ω) function. Therefore,
non-equilibrium optical spectroscopies in the THz/mid-infrared region can be used to directly
trace the recovery dynamics of the energy gap in both unconventional [275] and conventional
[278–280] s-wave superconductors.

Considering the case of layered copper oxide superconductors, also thec-axis optical prop-
erties carry important information about the superconducting properties. While thec-axis optical
conductivity in the normal state is completely incoherent, the sudden decrease of the in-plane
scattering rate drives the coherent coupling between the condensates confined in the Cu–O planes
that form an array of Josephson junctions [224]. In the most common case of bi-layer cuprates,
this effect results in the appearance of two longitudinal Josephson plasma resonances [281,282]
in the reflectivity and an absorption peak in theσ1(ω) that arises from a transverse mode at
the frequencyω2

T = dinω
2
in + dexω

2
ex/din + dex, wheredin is the distance between the two Cu–O

planes within the unit cell anddex is the distance between the double layers in the neighboring
unit cells. The plasma resonances can be modeled by a dielectric function that vanishes at the two
proper screened Josephson plasma frequencies,ωin andωout, with a pole atωT:

ε(ω) = ε∞
(ω2 − ω2

in)(ω
2 − ω2

ex)

ω2(ω2 − ω2
T)

, (63)

whereε∞ is constant. As an example, YBa2Cu3O6.5 displays the two longitudinal plasma reso-
nances at 3.7 and 60 meV, whose dynamics can be probed by THz and mid-infrared techniques
[263].

4.1.5. Interband transitions and high-energy excitations

The high-energy region (�ω � 1.5 eV) of the dielectric function of correlated materials is dom-
inated by interband transitions that correspond to excitations across the Mott or charge-transfer
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gaps and, at even higher energies, to optical transition between different bands. In general, these
transitions are modeled through a high-energy dielectric function (εHE) that contains a number of
Lorentz oscillators:

εHE(ω) = 1 +
∑

i

ω2
pi

ω2
oi − ω2 − iωγ i

, (64)

whereω2
pi, ω

2
oi andγi are the intensity, position and frequency of thei-oscillator. From the Lorentz

dielectric function, the optical conductivity can be directly calculated through the relation:

ε(ω) = 1 − iσ(ω)

ε0ω
. (65)

Since the sum of the spectral weight of the high-energy transitions, i.e. SWHE =∫∞
0 ReσHE(ω)dω, and of the Drude component is proportional to the total number of charges

of the system, this quantity must be conserved. Therefore, any change in the Drude plasma fre-
quency as a function of the change of an external parameter (e.g. temperature, pressure, etc.) or
during a phase-transition must be compensated by the consequent change of the total spectral
weight of the interband transition which follows the rule SWD + SWHE = const.

This conservation rule has some important consequences in the study of the superconducting
phase transition. While in conventional superconductors the spectral weight of the condensate
zero-frequencyδ-function, SWδ, is compensated exclusively by the loss in SWD in the 0–�SC

frequency range, in unconventional superconductors a more general sum rule (Ferrel–Glover–
Tinkham) holds [212]:

SWN
D + SWN

HE = SWSC
D + SWSC

HE + SWδ, (66)

where the superscripts indicate the normal (N) and superconducting (SC) phases. Considering
that the Drude spectral weight is proportional to the total kinetic energy of the charge carriers
in the conduction band (see Section4.1.1), possible superconductivity-driven changes of SWN

HE,
in both equilibrium and non-equilibrium conditions, can be used to investigate the nature of the
superconducting phase transition as the doping concentration is changed (see Section5.2.5).

A particular case is given by the cuprate parent compounds (p=0), in which the fluc-
tuations of the Cu-3d9 charge-configuration are suppressed by the strong Coulomb repulsion
(U ∼ 10 eV) between two electrons occupying the same Cu orbital. In this case, the lowest
excitation is the charge-transfer (CT) of a localized Cu-3dx2−y2 hole to its neighboring O-2px,y

orbitals, with an energy cost�CT ∼ 2 eV < Udd. In the optical conductivity, this process is
revealed by a typical charge-transfer (CT) edge at�ω = �CT, which defines the onset of opti-
cal absorption by particle–hole excitations in the complete absence of a Drude response [235].
The shape of the charge-transfer edge can be modeled through the Urbach’s expression [283]
α = α0 exps(E− E0)/kBT whereα0 andE0 are temperature-independent parameters, whiles is
given bys = σ0(2kBT/�P)tanh(�P/2kBT), in which�P is the characteristic phonon energy
andkB the Boltzmann constant. Monitoring the dynamics of the CT edge allows an addressing of
the dynamics of the decoherence of Mott excitons [284] (holon–doublon pairs) and clarifies the
nature of the final state of the system after the photoexcitation [196]. In a system in which the
electron–phonon coupling is sufficiently strong, the local excitons created by the light absorption
can be dressed by the local deformation of the crystal, creating Frenkel polarons. This process
accounts for the temperature-driven redshift of the CT edge measured on La2CuO4 [7,285–288].
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4.1.6. Optics and DMFT

One of the reasons for the success of DMFT is the direct access to dynamical properties, includ-
ing both frequency-dependent single-particle spectra and response functions and time-resolved
observables. In Section3.2.2 we have discussed the basic picture of strongly correlated elec-
trons emerging from DMFT, in which a quasiparticle peak with Fermi liquid properties is flanked
by largely incoherent high-energy Hubbard bands. Here we show the consequent picture of the
optical conductivity for an equilibrium correlated system before attacking the non-equilibrium
properties.

The optical conductivity is related to the current–current response function. It can be shown
on general grounds that, for single-site DMFT, only the local frequency-independent component
of the vertex function contributes to the response functions [289], which implies that we can
compute the real part of the optical conductivity as

σ(ω) = π e2

ω

∑
k

∫
dε[f (ε − ω) − f (ε)]Tr[ρ(k,ω)vkαρ(k,ω − ε)vkβ ], (67)

where the sum overk is extended over the whole Brillouin zone,f (ω) is the Fermi function,
ρ(k,ω) = −1/πImG(k,ω) is the interacting single-particle spectral function,vkα is the band
velocity along theα direction for fermions with momentumk. The trace is taken over the
(implicit) band index labeling both the spectral functions and the velocity tensor. For more details
on the calculation of the optical conductivity in the framework of electronic structure calculations
of correlated materials, we refer to [290].

For the purpose of the present section we focus, however, on the basic concepts which stem
from Equation (66) and emerged since the first calculations for the single-band Hubbard model
[291–294]. As a matter of fact, for a fixed bandstructure, the essential frequency dependence
of the optical conductivity is given by the convolution of two spectral functions, which clearly
reflects the idea of optical transitions connecting occupied and empty states in the single-particle
spectra. Starting from the spectral functions described above, we can simply build a cartoon
picture of the optical conductivity for a strongly correlated metal close to a Mott transition. The
case of major interest is that of a slightly hole-doped Mott insulator, where the quasiparticle peak
is shifted very close to the lower Hubbard band with respect to the half-filled situation, but it
retains its separate character, as shown in Figure25.

The optical conductivity is characterized by three main features: (a) a Drude peak, associated
to transition within the quasiparticle peak. These states are essentially coherent, and they give
rise to a sharp Drude peak, which can be broadened by interactions of any kind. The weight of
the Drude peak is proportional to the quasiparticle weightZ; (b) a “mid-infrared” peak, which
is associated to transitions from the lower Hubbard band to the empty quasiparticle states. As a
result, this relatively high-frequency feature is influenced by the low-energy excitations of the
system; (c) a very high-energy (∼ U) feature which arises from transitions connecting the lower
and the upper Hubbard bands. In the case of a charge-transfer insulator, this would coincide with
the charge-transfer gap rather than to the Coulomb repulsion.

This simple description represents the backbone of our understanding of optical proper-
ties of strongly correlated systems. This picture indeed successfully captures the properties of
three-dimensional oxides like V2O3 once the material-dependent aspects are taken into account
[290,293,294]. The most prominent feature is the evolution of the spectral weight as a function
of U and/or the doping, which mirrors the evolution of the quasiparticle peak and the (much less
pronounced) evolution of the Hubbard bands in the same process.

While this simple picture remarkably works for three-dimensional materials, the application
of the above picture to the highly anisotropic cuprate superconductors is certainly much more
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Figure 25. Single-particle spectral functionA(ω) and corresponding real part of the optical conductivity
σ(ω) for a cartoon doped Mott insulator. Transitions within the narrow quasiparticle peak (QP) of widthZW
around the Fermi level (marked by a dashed vertical line) lead to the low-frequency Drude contribution in
the optical conductivity. Transitions connecting the lower Hubbard band (LHB) with the quasiparticle peak
lead to the “MIR” structure in the conductivity, while transition connecting LHB and upper Hubbard band
(UHB) give rise to the high-energy “Mott” feature.

questionable. The structure of these materials strongly suggest that the two-dimensional copper–
oxygen layers are the main building blocks where the superconducting phenomenon and the other
electronic features take place, leading to the identification of the two-dimensional Hubbard model
(or its three-orbital version) as the basic electronic model to describe these materials. The need
to go beyond the DMFT picture with a momentum-independent self-energy is also triggered by
the physical properties of the cuprates, starting from thed-wave superconducting phase, which
requires a momentum-dependent anomalous self-energy, and the pseudogap regime, in which a
clear differentiation between the antinodal and nodal regions takes place.

If one wants to build on the success of DMFT and include short-ranged correlations, it is
therefore necessary to go beyond the “single-site” version of DMFT that we have described so
far. The most straightforward and popular extensions of DMFT are “cluster extensions” in which
an effective theory is built for a small cluster rather than for a single site [295–297].

It has been repeatedly shown that even the smallest possible clusters, like a suitably cho-
sen two-site cluster [298,299] or a 2× 2 plaquette [300–310], have all the main features of the
cuprate phase diagram, including antiferromagnetism,d-wave superconductivity and the pseudo-
gap appear and their competition is compatible with the experimental framework. Larger clusters
of around 8–16 sites are instead sufficient to make the agreement with experiments stronger and
almost quantitative [311–315].

The present manuscript is not the appropriate forum to discuss all these developments, but we
would like to end this section with an important observation. Despite the necessity to include at
least short-range non-local correlations to properly describe the phase diagram of the cuprates,
even the single-site DMFT with its local self-energy describes accurately the distribution of spec-
tral weight as a function of frequency. In particular, it has been shown that DMFT correctly
reproduces both the doping [316,317] and the temperature [318] evolution of the integrated opti-
cal spectral weightS= ∫ c

0 dωσ(ω) for different values of the cut-offc chosen in order to
include either the pure Drude contribution or the Drude and the mid-infrared structure.
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We stress that this success is not accidental or a minor aspect. The ability of single-site DMFT
in capturing the main features of the evolution of the spectral weight reflects the fact that the
separation of the optical spectrum in the three features (Drude, MIR and Mott) described above
seems to survive also in low-dimensional materials like the cuprates. In this perspective, we can
conclude that the inclusion of short-range correlation in cluster methods (or any other suitable
extension of DMFT) gives rise essentially to a redistribution of weightwithin each main spectral
feature, but it does not transfer substantial spectral weight from one feature to the other. In partic-
ular, we expect the low-energy manifold in the spectral function to be significantly reorganized in
cluster calculations, reflecting in the internal structure of the “Drude” and “mid-infrared” features.
In this sense, we can always view the single-site DMFT picture as the “backbone” description
of the spectral properties of correlated materials even in low dimensions. In the latter case, we
have to keep in mind that non-local effects will certainly play a role, but this does not imply a
breakdown of the hierarchy of energy scales emergent from DMFT.

4.2. The non-equilibrium response

In general, the non-equilibrium response of excited materials can be the sum of different contri-
butions, ranging from the change of the plasma response, the thermomodulation effect, the Fermi
surface smearing and the Mathis–Bardeen (M–B) response in the superconducting state.

Here we limit the discussion to the case of relatively weak perturbations induced by the
photoexcitation, where the photoexcited carrier densitynp is small as compared to the normal
state carrier densityN0. In this regime, for any specific probed wavelength, it is possible to
assume the linear response approximation and expand the optical constants to the first order
in the carrier density or, in the case of phonons, to the displacement coordinateQ. In this frame-
work, the temperature- and fluence-dependences of the amplitude and lifetimes, described by
the phenomenological models presented in the previous sections, will be the starting point for
the differential analysis of the non-equilibrium optical properties. In the next sections we will
discuss the transient dynamics of the dielectric function in very general terms, while some sim-
ple examples (e.g. Fermi level smearing) relevant for the results presented in Section5 will be
provided. Finally, for a quantitative description of the selection rules related to the polarizations
of the pump and probe pulses, we will discuss the transient response in terms of the stimulated
coherent Raman scattering.

4.2.1. Probing the spectral response: dynamics of the dielectric function

4.2.1.1. Fermi surface smearing and interband transitions.The possibility of probing the
dynamics of the dielectric function of correlated materials over a significantly broad frequency
range represents a breakthrough in the quantitative understanding of the spectrally resolved non-
equilibrium physics. The pioneering pump–probe experiments on metals [165] and correlated
materials were based on the generic assumption of a proportionality between the reflectiv-
ity variation at the frequencyω and the instantaneous “effective” electronic temperature, i.e.
δR/R(t) ∝ δTe/Te(t). In this perspective, the dynamics of the transient reflectivity was repro-
duced through an effective-temperature model trying to estimate the electron–phonon coupling
which ultimately regulates the relaxation dynamics ofTe(t) (see Section3). Nonetheless, in many
cases the variation of the optical properties is uncorrelated to the effective electronic temperature,
whose definition is often questionable, particularly for the sub-ps timescale.

The simplest example is related to the dynamics of the optical properties in a metal, when
a resonant optical transition from a narrow band (e.g. ad-band) to the Fermi level is probed, as
schematically shown in Figure26. In this case, the excitation process at�ωpumpcreates a step-like
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Figure 26. Cartoon of the electronic thermalization process in gold. The time-resolved reflectivity exper-
iments in which the 5d-6pd optical transitions are probed are mostly sensitive to the photoexcited
non-thermal distributionfNT(E, t) extending in the energy rangeEF − �ωpump–EF + �ωpump. Taken from
[169].

non-thermal function,fNT(E, t), which extends fromEF − �ωpump to EF − �ωpump. The relax-
ation dynamics offNT(E, t) is regulated by the charge–charge and the charge–phonon interactions,
which eventually lead to a thermalized electronic distribution at the effective temperatureTe(t),
as discussed in Section3.3. Snapshots of this thermalization process can be taken by measur-
ing the dynamics of the complex dielectric functionδε(ω, t). Considering the optical transitions
from thed-band to the conduction band, we note thatfNT(E, t) is expected to increase the phase
space available for optical transitions whose final state lies in the(EF − �ωpump) − EF energy
range (see Figure26), while the photoinduced filling of the bands fromEF to EF + �ωpump

leads to the opposite effect. As a consequence, the absorption of the system is strongly mod-
ulated in the(ω0 − �ωpump)–(ω0 + �ωpump) energy range, whereω0 is the central frequency of
thed → conduction band transition. As long asfNT(E, t) evolves into a thermal hot distribution
f (E,Te(t)), the smearing of the Fermi–Dirac distribution progressively leads to a narrower mod-
ification of the optical properties in the 2kBTe range acrossω0. The frequency-dependence of
the variation of the dielectric function can be easily modeled by assuming [166,319] that the
absorption change at the probe frequencyω is given by:

δε2(ω, t) 
 1

(�ω)2

∫ Emax

Emin

D(E,�ω)δf (E, t) dE, (68)

whereD(E,�ω) is the JDOS of the optical transition fromE − �ω to E andδf (E, t) = f (E, t) −
feq(E,Teq) is the relative change of the electronic occupation with respect to the equilibrium
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Fermi–Dirac distribution at the temperatureTeq. While the lower integration limit,Emin, can
be taken as−20kBTe, Emax depends on the details of the band structure of the material [319].
Assuming that both the matrix elements of the optical transition and the JDOS remain constant
during the excitation and relaxation processes, it is possible to model the dynamics ofδε(ω, t)
by computingε1 through the Kramers–Kronig relations and lettingf (E, t) evolving within the
extended multi-temperature model (see Section3.3).

Recent time-resolved measurements with sub-20 fs resolution [169] mapped the dynamics of
the electron thermalization process in gold, demonstrating the formation of a fully thermalized
electron distribution on a timescale of the order of 500 fs. The onset of a thermal electron dis-
tribution is bottlenecked by the Fermi-liquid behavior of the low-energy quasiparticles, whose
lifetime diverges whenE → EF leading to a long-lived low-energy tail inδf (E, t). As a further
consequence, a significative amount of the energy stored in the electron gas can be exchanged
with the phonons (or other bosonic fluctuations) before the complete thermalization of the elec-
trons, as pointed out in [320], making the applicability of the effective temperature model a quite
delicate problem.

4.2.1.2. Fermi level smearing and transient Drude response.In the normal state, the transient
change of the electronic occupation,δf (E, t), can also lead to important variations of the low-
energy optical properties, usually described by the (extended) Drude model. We report here two
simple examples, that show how it is possible to relate the complex changes of the intraband
optical properties to the variation of the parameters which enter in the equilibrium dielectric
function.

The first simple case is related to a transient change of the density of the free carriers in
the conduction band. This can be achieved, for example, by strongly and resonantly pumping
a transition from states nearEF to high-energy empty bands, whose decay is slower than the
temporal resolution of the experiment. The excitation in which the effective number of carriers
in the conduction band,nq(t), is time dependent can lead to a transient change of the plasma
frequencyωpl(t) = √

nq(t) e2/ε0mq, which in turn induces a transient change of the reflectivity
by the free-carrier plasma. This kind of response is shown in Figure27 (blue line), for the case
in which only the plasma frequency changes. For simplicity we have assumed a simple Drude
model, i.e.ε = ε∞ − ω2

pl/(ω
2 + ωγ ) with the parameters typical of doped copper oxides (plasma

frequency:ωpl ∼ 2.5 eV; scattering rate:γ ∼ 0.5 eV). The presence of high-energy interband
transitions, that are intrinsic to any realistic model, is simulated by usingε∞ = 5 in the model
dielectric function.

The second example is the photoinduced change of the scattering rate of the charge carri-
ers in the conduction band. The reflectivity variation induced by the increase of the electronic
scattering rate is shown in Figure27 (red line). This case can represent the simple picture in
which the energy released by the pump excitation to the charge carriers is rapidly dissipated
into the bosonic bath, whose effective temperature rapidly increases and leads to the rise of the
electron–boson scattering rate (see Section5.2.3). An alternative scenario, implying the pho-
toinduced variation ofγ , is given when carriers have strongly anisotropic scattering rates, e.g.
the nodal–antinodal dichotomy in copper oxides. After the photoexcitation, the underlyingk-
dependent distribution of the thermal excitations can be strongly perturbed and the total scattering
rate can be modified as a result of the non-thermal distribution of excitations in thek-space (see
Section5.2.4).

While in both cases (δωpl < 0 andδγ > 0) the non-equilibrium response is relevant for probe
frequenciesω ∼ ωpl, the frequency-dependent relative reflectivity variation, i.e.δR(ω)/R, con-
tains the fingerprint of the two phenomena. These two cases constitute the simplest example in
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Figure 27. The reflectivity (top panel) and differential reflectivityδR/R(bottom panel) calculated within
the simple Drude model. The black line represent the reflectivity for a Drude model with parameters similar
to those typical of doped copper oxides:ωpl = 2.5 eV andγ = 0.5 eV. The contribution of the interband
transitions is accounted for by settingε∞ = 5. The blue line represents the reflectivity variation in the case
of a photoinduced decrease of the plasma frequency (δωpl ∼ 5%). The red line is the reflectivity variation
calculated in the case of an increase of the scattering rate (δγ ∼ 50%). The possible photoinduced variations
of ωpl andγ have been exaggerated for graphical reasons.

which two different physical scenarios can be disentangled by probing the reflectivity variation
over a very broad energy range.

4.2.1.3. The differential dielectric function. Considering the “local” relation between the
reflectivity R(ω) andε(ω), the assumptionδR/R(t) ∝ δTe/Te(t) can be invalidated, even in the
simple case of weakly interacting electrons in a metallic system. However, the rapid growth
of the broadband time-resolved optical spectroscopies has paved the road to the development
of quantitative models for the electron dynamics in solids, allowing important questions to be
addressed concerning non-equilibrium optical experiments. The foundation of thedifferential
dielectric functionapproach is grounded in the knowledge of the equilibrium dielectric function
(εeq(ω); ηi), that is a functional of a number of parametersηi (or functions if they depend on
the energyE). Starting from this information, it is necessary to identify the smallest subset of
parameters necessary to reproduce the measuredδε(ω, t), which can be expressed as:

δε(ω, t) =
∑

i

∂ε(ω; ηi)

∂ηi
δηi(E, t). (69)

As a consequence, the dynamics of the dielectric function is mapped into the dynamics of the
parametersηi(E, t) that can provide valuable information about the relevant physics. Below we
list some physical parameters that are of relevance for the dynamics of correlated materials, along
with the physics disclosed by their dynamics:

(i) non-thermal carrier distribution f(E, t) → dynamics of the non-thermal distribution of
the charge carriers photoexcited by the pump pulse;
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(ii) plasma frequencyω2
pl → transient modification of the plasma frequency as a con-

sequence of either a change of the carriers density or an ultrafast spectral weight
shift;

(iii) density of states N(E, t) → change of the density of state at the Fermi level;
(iv) optical scattering rateγ (ω, t) → change of the electron–boson scattering rate as a con-

sequence of the change of either the electron–boson coupling constant or the boson
density;

(v) optical spectral weightSW(c, t) → ultrafast modification of the spectral weight,
energy and damping of interband transitions;

(vi) infrared-active modes with frequencyωi , damping�i and oscillator strengthω2
i →

changes of the intensity and shape of infrared-active modes as a consequence of the
energy transfer to the lattice; and

(vii) condensate density nSC(t) → transient modification of the inductive response of the
superconducting condensate.

The time-domain THz techniques [321,322] provide direct access to the complex optical func-
tions, i.e. the dielectric functionε(ω), the optical conductivityσ(ω) = i/4π(ε(ω) − 1) and the
refraction indexn(ω) = √

ε(ω). Conversely, the non-equilibrium optical spectroscopies in the
infrared/visible range usually probe the dynamics of the reflectivity (or transmissivity) that is, at
normal incidence, related to the dielectric function by:

R(ω,T) =
∣∣∣∣1 − √

ε(ω,T)

1 + √
ε(ω,T)

∣∣∣∣
2

. (70)

To overcome the limitation in directly probing the complex optical properties, a spectroscopic
ellipsometry can be carried out for each probe wavelength by performing measurements at dif-
ferent incident angles or polarizations of the probe beam [323] and by numerically inverting the
Fresnel relations. However, performing a real time-resolved ellipsometry over a broad frequency
range is usually experimentally demanding. More frequently, the optical properties are recon-
structed through measurements on thin films, in which the transmissivity variation is directly
related to the imaginary part of the refraction index, i.e.T(ω) = (1 − R)exp(−2ωn2(ω)/c),
when Fabry–Perot internal reflections are neglected. In the case of broadband reflectivity mea-
surements, the complex dielectric function can be extracted either by performing a differential
dielectric function analysis starting from a model of the dielectric function which is intrinsically
Kramers–Kronig constraint or by directly performing KK transformations on theδR(ω, t) signal
with the constraintδR(ω, t) = 0 in the range outside the probe frequency window.

4.2.2. The optical response of a superconductor

4.2.2.1. Strong photoexcitation. The Mattis–Bardeen (M–B) formula [212] gives the ratio
between the superconducting and normal state optical conductivityσs/σn (= αs/αn) calculated
within a single band model. While it is large forω 
 �, it diminishes with frequency asω−2.
The amplitudeAs, of the induced change in reflectivity in the regime of condensate vaporization,
is given by:

As =
∣∣∣∣δR

R

∣∣∣∣
F>FT

= Rn − Rs

Rs

 Rn − Rs

Rn
, (71)

whereRn andRs are the reflectivities in the normal and in the superconducting states, respec-
tively, andRn,Rs � Rn − Rs. At optical frequencies, the induced change in reflectivity is mainly
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affected by the imaginary component of the refractive index, hence proportional to the induced
change in the real part of the optical conductivityδR/R∝ δk/k ∝ δε2/ε2 ∝ δσ1/σ1 giving

As =
∣∣∣∣δR

R

∣∣∣∣
F>FT

∝ σ n
1 − σ s

1

σ n
1

. (72)

To determine the temperature dependence ofAs, the ratio(σ s
1/σ

n
1 )(T) is evaluated, beingσ s

1/σ
n
1

given by the Mattis–Bardeen relation [324]

σ s
1

σ n
1

(�ω) = 2

�ω

∫ ∞

�

(f (ε) − f (ε + �ω))g(ε) dε + 1

�ω

∫ −�

�−�ω

(1 − 2f (ε + �ω))g(ε) dε. (73)

Heref (ε) is the Fermi–Dirac distribution function,�ω is the photon energy,� is the supercon-
ducting gap, andg(ε) is

g(ε) = ε(ε + �ω) + �2

√
ε2 − �2

√
(ε + �ω)2 − �2

. (74)

In the limit of � � �ω, Equation (73) becomes:

σ s
1

σ n
1

(�ω) 
 1

�ω

∫
�ω−�

�

g(ε − �ω) dε + 2

�ω

∫ ∞

�

f (ε)(g(ε) − g(ε − �ω)) dε. (75)

For 2�� �ω, the integral (76) can be used to obtainAs(T) [194,324]:

As(T) ∝ �(T)2

(�ω)2
ln

(
4�ω

e�(T)

)
. (76)

Equation (76) can be compared with the temperature dependence ofδR/R, when a strong P pulse
completely destroys the condensate. Note that the response is proportional toω−2. This fact can
be experimentally tested.

4.2.2.2. Weak photoexcitation. If the perturbing pulse is too weak to destroy the ordered state,
the derivative change of reflectivityδRwith respect to� must be calculated. Using the two-fluid
model, we obtain that�2 = �2

0ns = �2
0(1 − nq), wherens is the superfluid density,nq is the

quasiparticle density, and�0 is the gap atT =0. δR can be related to the photoexcited carrier
densitynp using the fact thatδnq = np:

δR = ∂R

∂�

∂�

∂nq
δnq = A�2

0

2(�ω)2

(
1 − 2ln

[
1.47�ω

�

])
np. (77)

If we neglect the derivative of the logarithmic correction with respect to�, we can substitute�0

for �(t) in the logarithm and obtain:

Rs(t) − Rn 
 A
�(t)2

(�ω)2
ln

[
1.47�ω

�0

]
. (78)

Equation (77) then further simplifies to:

δR = ∂R

∂�

∂�

∂nq
δnq = 2A�(t)

(�ω)2
δ� ∝ − �2

0

(�ω)2
np. (79)

This is an intuitive result, which is consistent with an excited state absorption probe process.
This response function, just as for strong excitation, does not consider resonant processes and
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diminishes at higher energies asω−2. Under conditions of weak excitation often encountered
experimentally in superconductors, the QPs accumulate at the bandgap edge forming a bottle-
neck. Under such conditions, the QPs and phonons are in near equilibrium, andnp is given by
Equation (37).

4.2.3. Description of the non-equilibrium experiments in terms of stimulated Raman scattering

A vast literature [5,6,325] showed that P–p experiments can be described as a two-step stimulated
Raman scattering (SRS) process, which applies not only to lattice vibrations, but also to electronic
[326,327] and magnetic excitations. This picture is valid in the limit in which the excitation is
shorter than the typical relaxation time of the excited bosonic mode. In this case, the first order
in the expansion of the kinetic equations for the electronic and bosonic distributions [328] can be
approximately considered as the leading one. This model is very useful, since it makes it possible
to compare quantitatively the polarization selection rules using the Raman tensor, and intensities
of the P–p measurements with theoretically calculated resonant Raman scattering cross-sections.
Moreover, it allows detailed analysis of broken symmetries on short timescales. In contrast to
ordinary stimulated Raman scattering the process is coherent, so one can extract lifetime infor-
mation using P–p spectroscopy. The beauty of this approach is that once the dielectric function is
known, either experimentally or theoretically, the P–p response can be calculated.

In thefirst stepof the pump–probe process, thepumppulse excitation can proceed either by
impulsive excitation (IE) or displacive excitation (DE) [5,6]. The two typically apply to non-
resonant and resonant conditions, respectively. In the DE process, photo-excited carriers scatter
among themselves and rapidly release their energy to the lattice within tens of fs, resulting in
a transient non-equilibrium population of electrons, phonons, magnons, etc. All memory of the
initial electron (or hole) momenta is lost in the process. If the excitation is not too intense, the
process can be considered as a weak coherent perturbation of the QP densitynq near the Fermi
level which does not cause a significant renormalization of the electronic structure.nq can lin-
early couple (only) to symmetricAg excitations, whereas the appropriate Raman tensorπR [5,6]
governs all the excitations (phonons, electronic states, etc.) in the IE process. In particular, for the
pseudo-tetragonal (D4h) symmetry, usually considered as appropriate for the parent structure in
cuprates,A1g, A2g as well asB1g andB2g modes can be excited for polarizations in thea b plane.

In thesecond step, i.e. theprobeexperiment, the detection of the transient change of reflectiv-
ity can also be described by a SRS process [5,6]. The IE and DE components can be distinguished
by the phase of the response att =0, sinceRIE ∝ sin(ω(t − t0)), while RDE ∝ cos(ω(t − t0)).
The coupling of the photon with the crystal excitations (for either the pump or the probe) can be
written as:

Pk = �lχklEl + PR
k , (80)

The SRS polarizationPk due to a pump-induced change ofnq is given by:

PR
k =

∑
l

RklElnq, (81)

whereRkl = ∂εkl/∂nq is the Raman tensor,εkl is the complex dielectric tensor, andEl is thelth
component of the electric field.

For DE and IE the frequency dependence of the Raman tensor components in terms of the
complex dielectric constant are:

ξDE(ω,ω + ) ∝
[

dRe(ε)

dω
+ i

dIm(ε)

dω

]
(82)
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and

ξ IE(ω + ,ω) ∝
[

dRe(ε)

dω
+ 2iIm(ε)/

]
, (83)

respectively. Note that the DE response is proportional to the derivative, dIm(ε)/dω, while the
IE response is proportional to Im(ε). Thus, by measuring the frequency dependence of the P–
p response it is possible to determine the excitation mechanism. A nice example of such an
effect of resonance is demonstrated by the derivative line shape in the photoinduced transmission
experiments of Okamoto et al. [329], signifying a DE mechanism associated with the Cu–O
charge transfer excitation around 1.5 eV.

The case of Bi2212 gives a good example for the analysis of the polarization response associ-
ated with SRS. Assuming a pseudo-tetragonal structure (D4h point group) for BiSCO for example,
the photoinduced changes of the in-plane dielectric tensor components can be decomposed,
according to symmetry, as:

δε =
[

δεA1g

δεA1g

]
+
[

δεB1g

−δεB1g

]
+
[

δεB2g

δεB2g

]
. (84)

Here we have omitted theA2g symmetry term, because the pseudovectorA2g symmetry com-
ponents do not appear in low-energy spectra [330]. However, they may appear at high energies
associated with eitherd9

x2−y2 − d9
xy intra-Cu transitions or ind9

x2−y2 − pσ charge transfer transitions
[199].

Considering that the reflected light intensity is proportional toPkP∗
k, and taking the incident

electric field (only the in-plane components) asE = E0
(

cosθ
sinθ

)
, then for the lowest order the angle-

dependence of the photoinduced change of reflectivityR reduces to:

δR(θ) = ∂R/∂ε1[δε
A1g

1 + δε
B1g

1 cos(2θ)+ δε
B2g

1 sin(2θ)]

+ ∂R/∂ε2[δε
A1g

2 + δε
B1g

2 cos(2θ)+ δε
B2g

2 sin(2θ)]. (85)

Here ε = ε1 + iε2, where ε1 and ε2 are the real and imaginary parts of the dielectric con-
stant, respectively. Assuming a linear responseδεi 
 δRi , the angle-dependence of the transient
reflectivity results:

δR(θ) ∝ δRA1g + δRB1g cos(2θ)+ δRB2g sin(2θ). (86)

Thus by measuring the angle dependence ofδR, we can obtain the relative magnitudes of the
A1g, B1g andB2g components (Figure28). The expression in Equation (86), together with the
temperature dependence and relaxation time measurements, allows to extract the different com-
ponents of the response associated with specific symmetries and, consequently, to identify the
states involved.1

Although this response was originally derived for collective modes (phonons), it may also
hold for electronic excitations, provided the electronic bandwidth is not too large. Therefore, it
may apply to superconducting gap excitations, charge-density-wave gap excitations, single-ion
electronic levels in insulators, etc. but not for wide band semiconductors, where higher order
corrections would need to be included [328]. Pump–probe experiments and electronic Raman
scattering can thus be viewed as complementary spectroscopies in the time domain and spectral
domain, respectively. Previous analyses of electronic Raman scattering on Bi-based cuprates have
shown that B2g symmetry probes excitations in the nodal (π/2,π/2) direction ink-space, while
the B1g probes excitations in the antinodal directions (π/2, 0) and (0,π/2) [330–332]. Recent
studies suggest a PG in the nodal direction to haves-wave symmetry, in contrast to the common
assumption of a pured-wave PG [333], indicating that the PG symmetry is still an open issue. A
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Figure 28. (a) A schematic illustration of the two-color pump–probe setup for polarization-resolved mea-
surements. The probe polarization can be controlled by a half-wave plate (HWP) and is recombined with the
pump by a dichroic mirror (DM). The angleθ is measured relative to the Cu–O bond axes. (b) Thek-space
selectivity of the probe, according to the Raman-like selection rules is indicated by the colors: A1g: black,
B1g: red; B2g: green.

rather similar debate exists for the SC state symmetry, which entertains the possibility of different
order parameter symmetry on the surface and in the bulk as indicated by different experimental
probes [334].

5. Non-equilibrium spectroscopies of high-temperature superconductors and correlated
materials

The first pioneering age of pump–probe experiments was characterized by the effort of under-
standing whether the out-of-equilibrium properties of superconductors and correlated materials
could provide a novel piece of information relevant for the general understanding of these mate-
rials. This nascent field, mostly based on single-color experiments, soon brought to light a
wealth of interesting phenomena emerging from the possibility of investigating the relaxation
processes on a timescale (sub-picosecond) faster than the time necessary to achieve transient
quasi-thermodynamic states.

In this section we will provide an overview of the main experimental results ranging from
the first single-color experiments to the use of more advanced ultrafast techniques. The aim is to
follow the historical path and to collect the main results so far achieved that led to the foundation
of the field. Even though the first experimental outcomes could appear as scattered and unrelated
attempts, they boosted the development of the conceptual framework (see Section3.4) that is still
the basis of most of the recent advances (see Section5.2).

5.1. Single-color pump–probe in the near-IR

5.1.1. Cuprate superconductors

Since the early times of ultrafast spectroscopies, single-color P–p experiments were per-
formed on almost all the families of copper oxides and on many different correlated materials.
Only within the cuprate class of high-temperature superconductors, the ultrafast dynamics
was measured on the Y- [8,13,17,26,28,29,171,184,188,335–342], La- [171,194,343–348], Bi-
[175,190,191,196–198,344,349–352], Tl- [353–355] and Hg-based [189,356] families, as well as
on the electron-doped (La/Nd)2−xCexCuO4 (LCCO, NCCO) copper oxides [199,200,357]. Since
detailed systematic studies were performed mainly on YBa2Cu3O7−δ (YBCO), La2−xSrxCuO4

(LSCO) and Bi2Sr2CaCu2O8+δ (Bi2212), in this section we will mainly focus on these cuprate
families, referring to other materials when illustrating a particular point.
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5.1.1.1. Y-based cuprate superconductors.The pioneering work on single particle relaxation
in cuprates was performed on YBa2Cu3O7−δ (YBCO) and its related compounds. Early exper-
iments by Han et al. [192] using dye laser photoexcitation (at 625 nm) on thin film samples of
near-optimally doped YBa2Cu3O7−δ detected the appearance of a transient reflectivity below
the superconducting critical temperature that was unambiguously related to QP dynamics in the
superconducting state (Figure29). By checking the QP relaxation dynamics as a function of
excitation intensity at 20 K they verified that the dynamics was consistent with the Rothwarf–
Taylor model (see discussion in Section3.4.1), in which the gap-energy bosons emitted during
the recombination of quasiparticles into Cooper pairs act as a bottleneck for the recombination
dynamics. The transient change of reflectivity was interpreted in terms of a transient change
of dielectric constant due to the change in the Drude response arising from photoinduced QPs.
However, the (negative) sign of the QP response compared to the positive sign for the thermal
signal was identified as a potential problem. The authors also reported a divergence of the QP
lifetime just belowTc, shown in Figure29(c), consistent with the closure of the superconducting
gap atTc.

Subsequent systematic work on YBa2Cu3O7−δ [26], particularly as a function of doping
[29,184,188,336,340], showed a very consistent picture of a multi-component response (see
Figure30), in which the QP recombination dynamics across the superconducting gap is quite
distinct from the QP relaxation (recombination) dynamics across the pseudogap. The QP recom-
bination time across the superconducting gap,�SC, vanishes sharply atTc, as a consequence
of the closing of the gap itself (�SC → 0), as discussed in Section3.4.2. This divergence is
especially pronounced in optimally doped and overdoped YBCO, but is hardly noticeable in
underdoped thin films. The superconducting QP lifetime remains almost constant for most sam-
ples measured except for the very clean ortho-II phase samples, where the relaxation rate is
reported to decrease with decreasing temperature. Such behavior appears to be a property of very
high quality single crystals, also of other cuprates, such as LSCO and Hg-1223 [189]. The tem-
perature dependence of the transient response due to QP recombination, whose amplitude and
relaxation time dramatically increase belowTc, was shown to fit well to the model predictions
under bottleneck conditions, as described by Equation (37) using a superconducting gap with a
BCS-like temperature dependence. On the other hand, the PG response can fit very well with a
model of QP relaxation across a temperature-independent gap�PG (see Equation (36)). In the
normal state, the PG response gradually diminishes until it vanishes at a temperatureT∗, which
is consistent with the “pseudogap temperature” measured by other techniques which measure a
charge gap [358]. Such behavior has been found to be quite generic: all cuprate superconducting
materials show similar temperature-dependence for the SC and PG response. Similar behavior
has also been observed in pnictides, as we shall see in Section5.1.2. The values of�SC and�PG

estimated from the fitting with the gap-dependent model that will be discussed in Section3.4.2
suggested a phase diagram (reported in Figure31) that was remarkably consistent with conven-
tional equilibrium spectroscopies. Of particular interest is the comparison between the magnitude
of the normal-state pseudogap�PG and the spin gap measured by nuclear magnetic resonance
(NMR). Figure32 shows that the charge gap inferred from the QP recombination in the normal
state is approximately twice the spin gap measured by Knight shift measurements, which was
attributed to the different nature of the charge and spin excitations [358].

The sign of the SC and PG responses in YBa2Cu3O7−δ was reported to depend on doping
[336] and on the polarization of the optical probe light with respect to the crystal axes [338].
For probes parallel to the crystallographica-axis, the PG and SC transient reflectivity responses
are of the same sign, while for probes parallel to theb-axis, the two are of opposite sign. While
the SC response changes sign, the PG response is independent of the probe polarization, consis-
tently with the band structure anisotropy of YBCO [338]. An important issue in analyzing the
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Figure 29. Transient reflectivity measurements on YBa2Cu3O7−δ. (a) TypicalδR/R(t) time trace atT < Tc.
(b) Temperature dependence of the maximum amplitude of theδR/R(t) signal. (c) Divergence of the
relaxation time,τr , as Tc is approached. Taken from Ref. [192].

dynamics of the equilibrium-state recovery is the determination of the intrinsic timescale of the
quasiparticle decay via reformation of copper pairs and emission of gap-energy bosons. This pro-
cess, that has been formalized through the Rothwarf–Taylor equations discussed in Section3.4.1,
is expected to be strongly temperature-dependent and, therefore, also strongly affected by the
average heating accumulated within the laser spot.
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Figure 30. Top panel: the transient reflectivityδR/R in the superconducting state as a function of time in
optimally doped and overdoped Y1−yCayBa2Cu3O7−δ. The lifetimes of the QP recombination across the
superconducting gap�s and the pseudogap�p differ by nearly an order of magnitude. AboveTc only
the PG relaxation is observed. Bottom panel: the temperature dependence of the amplitude of the transient
reflectivity δR/Ras a function of temperature in overdoped YBCO. These results suggest the simultaneous
presence of two different gaps which exhibit an independent temperature behavior. Taken from Ref. [188].

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

74



132 C. Giannettiet al.

Figure 31. The two gaps�SC and�PG as a function of doping in Y1−yCayCuO7−δ are shown by full and
open symbols, respectively. A divergence ofτs in the relaxation time is evident for optimally doped and
overdoped materials [184,188].

Extremely low-fluence measurements [29], performed on YB2Cu3O6.5 Ortho-II with a high-
repetition rate Ti:sapphire oscillator, accessed the low-temperature and low-fluence regime, in
which the recovery dynamics can be described by theweak bottleneck(see Section3.4.1). In this
limit, the slowest relaxation process is given by the bi-particle recombination and the dynamics
are expected to be strongly fluence-dependent, in agreement with the outcome of low-fluence
experiments [29,191,340].

Measurements of the mid-infrared reflectivity using difference-frequency generated laser
pulses tunable in the range between 60 and 180 meV (7–21μm) on YBa2Cu3O7, con-
firmed the two-gap scenario: a picosecond recovery of the superconducting condensate in
underdoped and optimally doped material and, in underdoped YBa2Cu3O7−δ, an additional
subpicosecond component related to pseudogap correlations [360]. Both the components
exhibited a temperature-dependence similar to that previously observed in single-color P–p
experiments.

Important insights into the diffusion of photoexcited quasiparticles in YBCO were provided
by the use of transient-grating spectroscopy [361]. In this experimental scheme, the sample is
excited by two non-collinear coherent pump pulses, which “write” a transient grating in the
dielectric function whose period is of the order of the wavelength. As long as the excitation
pattern persists in the sample, the probe beam is partially diffracted with an intensity propor-
tional to the contrast of the grating. By performing a phase-sensitive heterodyne detection, the
authors were able to disentangle the in-plane diffusion of the excited quasiparticles, which alters
the profile of the grating, from the recombination/relaxation, which only impacts on the contrast
of the grating. A diffusion coefficientD=20 cm2/s along thea-axis andD=24 cm2/s along the
b-axis was determined.
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Figure 32. The charge channel pseudogap�PG and spin gap�s in YBa2Cu3O7−δ as a function of doping.
The full circles are from89Y NMR Knight shift Ks. The open squares are from time-resolved QP relaxation
measurements [184,188]. The open and full diamonds are from spin polarized neutron scattering and charge
excitation neutron data, respectively, while the triangles are from the tunneling data [358,359].

5.1.1.2. La-based cuprate superconductors.The large range of doping concentrations avail-
able in La2−xSrxCuO4 (LSCO) was of great help in performing systematic measurements which
improved the understanding of the phenomena underlying the relaxation dynamics in high-
temperature superconductors. Time-resolved experiment as a function of temperature and doping
were reported by Kusar et al. [347]. Similarly as in YBCO and other cuprates, the experiments
on LSCO revealed a two-component relaxation atT < Tc (see Figure33), that was attributed to
the SC and pseudogap (PG) responses. This observation turned out to be important, because
this material does not contain charge reservoir layers, thus excluding the possibility that the
two-component response arises as a result of the decoupled charge reservoirs and CuO2 planes,
respectively. Instead, these data suggested that the ultrafast response is strictly related to the elec-
tron dynamics within the CuO planes, which is a common feature of all the cuprates. Since in
degenerate P–p experiments, the SC and PG signals are of the same sign, particular care is needed
to resolve them. However, the unambiguous temperature dependence of the two signals and the
evolution with doping, turned out to be very helpful in disentangling the two components (see
Figure34). The temperature dependence of the superconducting signal follows a markedly dif-
ferent curve than to observed in YBCO, but can be fit similarly with the bottleneck QP relaxation
formula of Equation (37).

Bianchi [343] also discussed an alternative possible interpretation to the independent PG and
SC responses, which was based on the hypothesis that the observed relaxation traces a two-step
cascade-like process arising from the coexistence of two energy scales (�SC and�PG) in the
superconducting state. Even though it is not possible to discriminate between a cascade process
and the sum of two components, the dependence of the amplitudes of the two signals on P pulse
intensity [347], the doping dependence and the comparison of the electronic structure with the
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134 C. Giannettiet al.

Figure 33. The transient reflectionδR/R in La2−xSrxCuO4 single crystals measured with photoexcitation
intensities 1.7− 20× 10−7 J/cm2 for different dopingx as a function of temperature. Two distinct compo-
nents A and B are clearly resolved (see also insets), which are attributed to superconducting quasiparticle
recombination (a) and pseudogap quasiparticle relaxation (b). Taken from Ref. [347].

outcome of other spectroscopies, indicate a coexistence of parallel relaxation channels for the
two types of excitations, rather than a cascade. In particular, the phase diagram obtained from
the La2−xSrxCuO4 data suggests that the PG and SC gaps coexistence is ubiquitously present in
cuprates.
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Figure 34. The temperature dependence of the amplitude of the superconducting (a) and pseudogap (b)
components of theδR/Rsignal in La2−xSrxCuO4. The lines are the best fit to the data using the expressions
of the temperature-dependent gaps,�SC and�PG, reported in Equations (34) and (33). The intersection of
the fit with horizontal line in panel (b) corresponds to the pseudogap temperatureT∗. Taken from Ref. [347].

Bianchi also found that in the SC state the response is remarkably sensitive to a magnetic field
[345,346] along thec axis of the crystal. This result was attributed to the appearance of normal
regions surrounding vortex cores (approximately 13 nm diameter) which show characteristic PG
relaxation dynamics. The temperature dependence of the superconducting quasiparticle recom-
bination time belowTc shows remarkably little variation with doping. The expected anomaly is
clearly observed nearTc, but the divergence of the relaxation time is not as pronounced as in
overdoped (Y,Ca)Ba2Cu3O7−δ single crystals (see Section5.1.1.1). More recently, the physics
of the vortices in LSCO has been investigated by broadband time-domain THz spectroscopy
[362], which suggested an anomalous contribution to the diamagnetic response that is not super-
conducting in origin, but could be ascribed to ad-density wave state within the pseudogap
phase [363].

5.1.1.3. Bi-based cuprate superconductors.Because of the ease in preparing cleaved surfaces,
Bi2Sr2CaCu2O8+δ is one of the most studied superconducting cuprates by conventional tech-
niques, such as ARPES and STM. Therefore, it was soon recognized as fundamental comparison
between ultrafast optical experiments and the ARPES and STM results. Unfortunately, the range
of doping in the two-layer Bi2212 system is typically not as large as that in YBCO or LSCO,
therefore only results near optimum doping can be compared. Furthermore, the weak interlayer
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136 C. Giannettiet al.

coupling leads to a small thermal conductivity perpendicular to the layers, which implies that it
is very easy to accumulate local heat with high repetition rate laser pulse trains.

Thomas et al. [336] performed measurements on Bi2Sr2Ca1−yYyCu2O8 (Y-Bi2212) as a func-
tion of y, as shown in Figure35(a). The dye laser output was a train of pulses with�ω = 2 eV
and temporal length of∼150 fs, which prevented high temporal resolution studies. Nevertheless,
the data clearly revealed a low-temperature divergence of the QP lifetime in the superconducting
state, consistently with the results on YBCO and LSCO families, and a systematic cross-over of
the sign of the transient absorption (negative transmission−δT/T). The authors correlated the
sign ofδT/T to the sign of the slope of the absorption curve (dα/dE)|λp, whereλp is the probe
wavelength (see Figure35(b) and 35 (c)). The doping concentration of the crossover was found to
be close, but not the same as the point at which the sign changes (see Figure35(d)). Furthermore,
the magnitude of (dα/dE)|λp showed markedly different behavior thanδα/α as a function ofy.
Remarkably, the cross-over of the slope (dα/dE)|λp coincides with the superconductor–insulator
transition as a function ofy, although the authors suggested this to be fortuitous. A similar sign
change was reported for Bi2Sr2Ca1−yDyyCu2O8+δ and YBa2Cu3O7−δ as a function of the hole-
doping concentration [191,336]. Gedik et al. suggested a deeper significance for this crossover
[191], related to a sharp transition of the quasiparticle dynamics which takes place precisely
at optimal doping. However, since the sign of the response is strongly dependent on the probe
wavelength and polarization, one cannot make more substantial statements on this issue with-
out detailed knowledge of both the initial and final states for the probe transition. This problem,

Figure 35. Time-resolved transmissionδT/T = −δα/α through thin single crystal films of
Bi2Sr2Ca1−yYyCu2O8 for different doping y. (b) The magnitude of�T/T as a function ofy. (c)
The magnitude of the slope(dα/dE) as a function ofy. (d) The critical temperatureTc as a function ofy.
Taken from Ref. [336].
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along with the origin of theδR/Rsignal in the infrared-visible region, will be solved thanks to
the advent of broadband techniques [43], as extensively discussed in Section5.2.5.

Some interesting physics arising from the two-dimensional nature of the system is discussed
by Corson et al. [364], who reported measurements of high-frequency conductivity using time-
domain transmission spectroscopy to capture the linear response in the 100–600 GHz frequency
range. Direct measurement of the electric field, rather than intensity, yields both the real and
imaginary parts of the optical conductivity, without the use of Kramers–Kronig analysis. The
samples were thin (40–65 nm) epitaxial films of underdoped Bi2Sr2CaCu2O8+δ grown by atomic
layer-by-layer molecular-beam epitaxy. The authors tracked the phase-correlation time,τpc, in
the normal state suggesting that, just aboveTc, τpc reflects the motion of thermally generated vor-
tices. The phase correlation time is related to the crossover frequency at which phase-fluctuations
become indistinguishable from the DC superconducting state response. Corson et al. found that
the vortex proliferation reducesτpc to a value indistinguishable from the lifetime of the normal
state electrons at∼100 K, i.e. well below the pseudogap temperatureT∗. As a consequence, they
suggested that while phase correlations indeed persist aboveTc, they vanish well belowT∗. Sim-
ilar conclusions have been later drawn on the basis of broadband time-domain THz spectroscopy
on LSCO [365]. Unfortunately, more direct data on vortex formation, which would confirm the
proposed vortex dynamics, have not been obtained since then. Significant progress on the sepa-
ration of pairing and phase coherence dynamics aboveTc from the pseudogap will be discussed
later in Section5.2.6.

Building on the results of Corson et al. [364], systematic transient terahertz conduc-
tivity experiments using a high repetition rate Ti-sapphire laser source were performed on
Bi2Sr2CaCu2O8+δ by Kaindl et al. [193]. After depletion of the superconducting condensate by
optical excitation, Kaindl et al. studied the ensuing dynamics at various excitation densities and
temperatures. Furthermore, they measured the low-energy spectra and shapes of decay rates that
were attributed to the bimolecular kinetics of the condensate formation, accordingly with the
Rothwarf–Taylor model (see Section3.4.1). On the basis of the fact that the kinetics could be fit
using bimolecular kinetics, the authors argued that the phonons do not cause breakup of Cooper
pairs, in agreement with the prediction that bimolecular kinetics is expected at low tempera-
tures (see Section3.4.1). Unfortunately, heating is very difficult to control at low temperatures
for the vanishing thermal conductivity and heat capacity, thus limiting the experiments to very
low fluences [193]. More recent experiments, where the heat build-up is smaller, were reported
by Liu et al. [351] and Toda et al. [175] at various pump and probe wavelengths and tempera-
tures in the bottleneck regime, where an exponential decay is observed. Liu et al. [351] reported
an ultrafast optical response of quasiparticles (QPs) in both the pseudogap (PG) and the super-
conducting (SC) state of an underdoped Bi2Sr2CaCu2O8+δ single crystal measured with a probe
energy�ω = 1.55 eV. Since theδR/Rsignal changes the sign exactly atTc, the direct separation
of the PG and SC dynamics was easily achieved. Furthermore, the transient signals associated
with the PG and SC dynamics were found to depend on the probe beam energy and polarization.
By tuning them belowTc, two distinct components could be detected simultaneously, providing
evidence for the coexistence of PG and SC excitations. Remarkably, a clear divergence of the
relaxation time atTc, as well as an anomaly atT ∼ 210 K, i.e. approximately atT∗ was observed
(see Figure36). The presence of the divergence atTc is in line with the results obtained on the
YBCO and LSCO families and on other materials [188], but the sharp anomaly in both amplitude
of the photoinduced reflectivity and relaxation time atT∗ implies the existence of a critical tem-
perature, which could be associated with the onset of a charge-order in the Bi–O layers, although
this behavior is solely for this compound. The authors also found pronounced sharp resonant
effects with respect to the probe energy, with a peak nearhνprobe 
 1.17 eV, which is visible only
with a polarization parallel with respect to the crystala axis. This is clearly a consequence of the
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138 C. Giannettiet al.

Figure 36. Temperature dependence of: (a) the QP relaxation time and (b) the measured amplitude of
transient reflectivity signal,δR/R. The dashed lines are guides to the eye. Taken from Ref. [351].

interband selection rules, which are discussed in Section4. A similar resonance was found near
hνprobe ∼ 1.5 eV also in YBa2Cu3O7−δ [26]. No dependence on pump energy was observed in
either case.

More recently, Toda et al. [175] presented a further detailed investigation of the relaxation
dynamics in underdoped Bi2Sr2CaCu2O8+δ (Tc = 78 K). By changing the excitation fluence and
the polarization of the probe beam, two different types of relaxation dynamics, associated with
superconducting (SC) and pseudogap (PG) QPs, were quantitatively analyzed independently.
The amplitudes of the gap were estimated from the temperature dependency, obtaining�SC =
24 meV and�PG = 41 meV, in good agreement with the values coming from conventional
spectroscopies [218,366].

By performing fluence-dependent studies on Bi2212 and on other relevant materials, it was
soon realized that the SC response was strongly non-linear, as a consequence of the ultra-
fast melting of the superconducting condensate [175,193,194,196–198,275,276,279,348,367].
Phenomenologically, it was shown that, above saturation fluences in the range ofFth =
10–70µJ/cm2, the dynamics of theδR/Rsignal presented a flat response (Figure37) and a pro-
nounced delay in the build-up time, while a fast component similar to the response of normal QPs
appeared on the 0–200 fs timescale [175,368]. These observations were interpreted as the proof
of a non-thermal superconducting-to-normal state phase transition, which will be discussed in
Section6.2.1. These results opened the possibility for studying the dynamics of the non-thermal
melting and recovery of the SC state, which turned out to be a highly non-thermal process in
which the superconducting condensate is vaporized before the complete closing of the gap. This
process can lead to a complex transient inhomogeneous state characterized by the spatial coex-
istence of SC and normal regions [368]. The comprehension of this process is still an open and
fascinating aspect of the out-of-equilibrium physics of unconventional superconductors. The new
emerging techniques, such as time-resolved ARPES, are expected to shed light on the dynamics
of the electronic structure during the non-thermal melting process [173,369–372]. Similarly to the
melting of the superconducting condensate, whose threshold has been proved to scale with�2

SC
[367], also the PG signal presents a non-linear behavior above some threshold fluence. Consis-
tently, the saturation threshold of the PG component was found to be from 4 to 8 times larger than
that necessary to melt the condensate [175,369,373]. This difference opens interesting scenarios
where the interplay between the two states can be studied in real time [369,373].
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Figure 37. (a)δR/R(T= 10K) − cδR/R(90K) fitted with a delayed exponential decay (dashed line), where
c = δRPG(10K)/δRPG(90K) 
 1.3. (b) Normalized density plot ofδR/R(T) − c(T)δR/R(T= 90K) with
�ωpu(�ωpr) = 0.95(1.55)eV andF = 70μJ/cm2. c(T) = δRPG(T)/δRPG(90K) is the calibration coefficient
for theT-dependent amplitude of the PG component. (c) SubtractedδR/Rtransients at three different tem-
peratures. Each transient is fitted by an exponential function. White circles show the delay of each peak
obtained from the delayed exponential fits in (a). Taken from Ref. [175].

5.1.1.4. Hg- and Tl-based cuprate superconductors.Measurements of the quasiparticle
dynamics in Hg1Ba2Ca2Cu3O8 (Hg-1223) [189] and the one-, two- and three-layer Tl-based
cuprates evidence the same pattern as the other cuprate superconductors, i.e. the QP and PG
response [189,353–355] have the opposite sign, enabling a clear distinction of the PG and QP
dynamics in the SC state. As a consequence, it is possible to infer about the existence of two gaps,
one temperature-dependent superconducting gap,�SC(T), and another temperature-independent
pseudogap,�PG, from the temperature dependence of the amplitude of the photoinduced reflec-
tion variation. The zero-temperature magnitudes of�SC(T) and�PG obtained from fits using the
bottleneck model [184] or the analytic solutions to the Rothwarf–Taylor equations [185] were
found to be in close agreement with the gaps measured by other techniques, particularly tunnel-
ing (STM). Further general features are the rapid increase of the QP recombination time in the SC
state and a tendency to diverge by the relaxation time, asT → Tc from below. Chia et al. [355]
interpreted the two components as the competition of normal-state and SC-state QPs. However,
this picture is challenged by the fact that the sign of the response depends on the polarization and
the probe photon energy, as a consequence of the selection rules for the probe transition [338], as
discussed in Section4.2.3.

5.1.1.5. Electron-doped cuprates.Ultrafast nonequilibrium carrier relaxation in single-crystal
Nd1.85Ce0.15CuO4−y was reported very early by Liu et al. [199], who found that the energy
relaxation time in the normal state increases by more than an order of magnitude at low tem-
peratures, which is consistent with later reports on other superconducting cuprates. The authors
also observed a weak divergence nearTc = 24 K, and a saturation of the relaxation time belowTc,
similar to what observed, for example, in thin films of YBa2Cu3O7−δ [374]. They discussed this
phenomenology as the complex interplay among the characteristic relaxation times, including
scattering and recombination of photo-excited quasiparticles and the order parameter relaxation
close toTc.
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More recently, Cao et al. [200] and Long et al. [375] studied the photoexcited carrier dynamics
in the electron-doped La2−xCexCuO4 (LCCO). They observed a behavior similar to the results
obtained on hole-doped cuprates (see Sections5.1.1.1–5.1.1.4) consisting of a general increase
of the relaxation time at low temperature, a divergence atT = Tc, and a mono-exponential (not
bimolecular) decay of the SC signal. Furthermore, they also observed a relatively long (ps) rise
time, that was attributed to the Cooper pairs breaking dynamics. The experimental results were
analyzed through the Rothwarf–Taylor model (see Section3.4.1), with good agreement.

Single-color P–p spectroscopy has also been used for studying NCCO, at a doping concen-
tration near optimal doping, as a function of time, temperature, and laser fluence [357]. The
relatively slow decay ofδR/RaboveTc (23<T <75 K), compared to the analogous signal in
hole doped compounds, allowed the resolution of a time-temperature scaling consistent with crit-
ical fluctuations. This additional fluctuating order, which could be identified as the charge-order
observed on the same compound [376], was found to compete with superconductivity below the
superconducting temperatureTc.

5.1.2. Iron-based superconductors

The interplay of well-defined spin or charge-density wave orders and superconductivity in the
iron-based materials introduced a new dimension in the investigations of the QP dynamics.
Hence, a significant number of P–p studies, based on systematic experiments as a function of dop-
ing and temperature, have been focused on the competition between the different ground states.
The first experiments on the superconducting pnictides [37] revealed multiple QP relaxation com-
ponents in the superconducting state, similar to those observed in cuprate superconductors. In
the nearly optimally doped SmFeAsO0.8F0.2 superconductor (Tc = 49.5 K), multiple relaxation
processes, such as a SC-like signal following the trend expected for aT-dependent supercon-
ducting gap and a PG-like signal of opposite sign with an onset above 180 K (see Figure38),
have been observed. However, the authors have interpreted these effects as the sum of the
two signals, rather than competing dynamics. This interpretation was confirmed by doping- and
polarization-dependence studies [377]. All together these results suggest the existence, aboveTc,
of a temperature-independent gap�PG with a magnitude of 61± 9 meV. Both the superconduct-
ing and pseudogap components showed saturation at pump fluences of∼ 4 and∼ 40µJ/cm2,
respectively, associated with the non-thermal melting of the two states.

Later on, Torchinsky et al. [203] reported on band-dependent quasiparticle dynamics in
Ba0.6K0.4Fe2As2 (Tc = 37 K) measured using ultrafast P–p spectroscopy. In the superconducting
state, they observed a fast component, whose decay rate increases linearly with excitation density,
and a slow component with a fluence-independent decay rate. On the basis of these observations
they argued that these two components could reflect the recombination of quasiparticles in the
two hole bands by means of intraband and interband processes. The authors also found that the
thermal recombination rate of quasiparticles increases quadratically with temperature. The tem-
perature and excitation density dependence of the decays indicated fully gapped hole bands and
nodal or very anisotropic electron bands.

The doping dependence of quasiparticle relaxation dynamics in (Ba,K)Fe2As2 was reported
by Chia et al. [378], in optimally doped, underdoped, and undoped regimes. In the under-
doped sample, spin-density wave (SDW) order forms at∼85 K, followed by superconductivity
at ∼28 K. They found the emergence of a normal-state order which suppressed SDW at the
temperatureT∗ ∼ 60 K, arguing that this normal-state order is a precursor to superconductivity.

Stojchevska et al. [377] systematically investigated the photoexcited QP relaxation and the
low-energy electronic structure in electron-doped Ba(Fe1−xCox)2As2 single crystals, as a func-
tion of Co doping (0<x<0.11). Remarkably, the evolution of the photoinduced reflectivity
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Figure 38. Temperature dependence of the photoinduced reflectivityδR/Rat the pump fluence of 3µJ/cm2

in a SmFeAsO0.8F0.2 single crystal. In the inset, the temperature dependence of the magnetization in the
superconducting state. Taken from Ref. [37].

transients with doping proceeds with no abrupt changes as the ground state evolves from a
SDW to a superconductor. In the orthorhombic spin-density-wave (SDW) state, a bottleneck
associated with a partial charge-gap opening is detected, similar to previous reports in different
SDW iron pnictides [202]. The relative charge-gap magnitude 2�/kBTs decreases with increas-
ing x. In the SC state, an additional relaxation component appears due to a partial (or complete)
destruction of the SC state on a sub-0.5 ps timescale. From the SC component saturation
behavior, the optical SC-state melting energy,Up/kB = 0.3 K/Fe, is determined near the opti-
mal doping. The subsequent relatively slow recovery of the SC state indicates clean SC gaps.
The T dependence of the transient reflectivity amplitude in the normal state was found to be
consistent with the presence of a pseudogap in the QP density of states. An interesting fea-
ture was the observation of a polarization anisotropy of theδR/R signal, suggesting that the
pseudogap-like behavior might be associated with a broken fourfold rotational symmetry result-
ing from nematic electronic fluctuations persisting up toT 
 200 K and occurring at anyx in the
range 0–0.11.

Mansart et al. [379] investigated the photoexcited electron energy relaxation in
Ba(Fe1−xCox)2As2 focusing on the possibility of different coupling to specific phonon baths.
Separating the phonon baths into a high-frequency phonon bath and a low frequency bath, and
using a three-temperature model (see Section3.3), they attributed the faster relaxation component
to the scattering of the electrons with a subset of strongly coupled lattice vibration modes with
a second moment of the Eliashberg functionλ〈ω2〉 
 64 meV2 (see Sections3.1.1and5.2.2).
Assigning this to a fully symmetricA1g optical phonon leads to a value ofλ 
 0.12. The con-
clusion of the authors is that this is too weak to account for superconductivity with conventional
theory.

More recently, time-resolved X-ray diffraction has been applied to investigate the structural
dynamics of theA1g phonon mode in the parent compound BaFe2As2 [380]. The coherent modi-
fications of the Fe–As tetrahedra, indicated a transient increase of the Fe magnetic moments, thus
demonstrating the importance of this specific mode for the electron–phonon coupling in these
compounds.
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142 C. Giannettiet al.

Figure 39. (a) The response of the imaginary part of the optical conductivity,σ2(ω), in MgB2 at different
time delays, showing a slow destruction of the superconducting state taking place over 10 ps or more. (b)
The time-dynamics of the real part of the conductivity,σ1(ω). The inset to (b) shows the dynamics of
σ1 andσ2, measured atν = 0.8 THz, as a function of time delay measured. (c) The optical response at
different temperatures shows dynamics on a similar timescale as the THz response. The inset shows the
usual divergence of the relaxation timeτ asT → Tc from below. Taken from Ref. [201].

Kim et al. [381] examined the coupling of the spin density wave gap�SDW to the coherently
generated phonon oscillations of the collective amplitude mode, showing that the�SDW closely
follows the phonon oscillations and it is nearly adiabatically (i.e. without any time lag) modu-
lated by this lattice dynamics. Since the coherent phonon oscillation modulates the Fermi-surface
pockets, thus they also modulate the nesting wavevector which is at the origin of the SDW insta-
bility. Similar gap oscillations, driven by the same mechanism, were observed in time-resolved
ARPES experiments performed on charge density wave (CDW) compounds, such as TbTe3 [382],
where the CDW gap is modulated by the coherent phonon oscillations. The observation of Kim
et al. [381] demonstrates that this can also occur for the SDW gap. The implication is that, in
spite of the relatively weak electron–phonon coupling suggested by band structure calculations
and photoelectron energy relaxation [176,379], there is a strong influence of collective nuclear
motion on the spin ordering.

5.1.3. The conventional superconductors MgB2 and NbN

Pump–probe measurements have also been performed on prototypical conventional superconduc-
tors, such as MgB2 and NbN. To some extent, the photoexcited quasiparticle dynamics in MgB2,
measured through optical-pump/THz-probe experiments [201], was found to follow relaxation
patterns similar to those observed in high-temperature superconductors (Figure39). The Cooper
pair-breaking dynamics was found to be rather slow, taking place on a timescale up to 10 ps
(compared to typical values of 1 ps in La2−xSrxCuO4 [194]) and strongly dependent on the tem-
perature and photoexcitation, in agreement with the Rothwarf–Taylor equations. On the other
hand, a careful analysis of the wavelength-dependence of the reflectivity variation (obtained from
optical-pump/optical-probe measurements [201]) suggested that in MgB2 the photoexcitation is
initially followed by energy relaxation to high frequency phonons instead of the electron–electron
thermalization. This process appears to be more pronounced in MgB2 than in cuprates, suggest-
ing that the last are characterized by additional relaxation channels with respect to conventional
superconductors (see Section5.2.3). Additionally, theT-dependence of the SC state recovery
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Figure 40. (a) The crystal structure ofκ-(BEDT-TTF)2X (b) a schematic phase diagram of
κ-(BEDT-TTF)2X as a function of Coulomb interactionU /t. The on-site Coulomb repulsion U is nearly
constant for various anions X, but the substitution of X changes the transfer integralt between BEDT-TTF
dimers. AFM denotes an antiferromagnetic phase. The black arrows indicate the two salts investigated in
[385].

dynamics was found to be similar to that observed in cuprates. The most significant difference
resides in the fact that the recombination rate is two orders of magnitude smaller, as a conse-
quence of the smaller gap value that causes the dynamics to be governed by the lifetime of
acoustic phonons instead of optical phonons as in copper oxides.

Recent THz experiments on NbN [278] showed remarkable similarity to the MgB2. The pair-
breaking dynamics and recovery are on an even longer timescale (>10 ps). As with MgB2, both
the destruction and the recovery are strongly dependent on the excitation density and temperature.
Also in this case, the Rothwarf–Taylor model applies well, enabling to reliably determine the
recombination rate factor. An electron–phonon coupling constant (λ = 1.1± 0.1) in agreement
with that theoretical estimated for NbN [383] has been extracted from the normal state decay.

5.1.4. Organic superconductors

Organic systems were soon considered as promising prototypical systems for the out-of-
equilibrium study of the interplay between electronic correlations and complex macroscopic
orders (see the prototypical phase diagram of Figure40), such as superconductivity and
charge-order (CO). Iwai and Okamoto [384] reported femtosecond photoinduced melting of CO
in [bis(ethylenedithiolo)]-tetrathiafulvalene (BEDT-TTF) salts in the non-superconducting state.
Ultrafast melting of the CO demonstrated that the major contribution to the electronic insta-
bility arises from the Coulomb interaction. A comparative study on two polytypes, exhibiting
large –θ -(BEDT-TTF)2RbZn(SCN4)4 – and small –α-(BEDT-TTF)2I3 – molecular rearrange-
ments through the CO transition, were discussed on the basis of low frequency lattice dynamics,
demonstrating that the dynamics of the metallic state are clearly different in the two systems. The
local melting of CO causes ultrafast recovery in theθ -RbZn salt, whereas the formation of 2D
quasi-macroscopic metallic domains shows a critical slowing down in theα-I3 salt.

More recently, Kawakami et al. [386] reported the possibility of optically modulating the
effective on-site Coulomb energyU by approximately 0.4–0.7% on a dimer, with the view of
achieving the Mott insulator-to-metal transition inκ-(BEDT-TTF)2Cu[N(CN)2]Br andκ-(BEDT-
TTF)2Cu[N(CN)2]Cl. U was optically modulated by molecular displacements within the dimer
as a result of intradimer excitation. The mechanism of this metallization differs from the usual
photodoping-type mechanism, and a faster transition via the photodoping mechanism is detected.
A metallic-domain-wall oscillation originating from the modulation ofU was also observed near
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the critical end-point of the Mott transition line. However, neither Iwai and Okamoto [384] nor
Kawakami et al. [386] investigated the superconducting transition in this system.

The first P–p experiments investigating the superconducting transition in organic supercon-
ductors were performed by Toda et al. [385] on κ-(BEDT-TTF)2Cu[N(CN)2]Br. The relaxation
dynamics of the non-equilibrium carriers in the superconducting system was compared to that
measured in the non-superconducting antiferromagneticκ-(BEDT-TTF)2Cu[N(CN)2]Cl (see
Figure 40). The relaxation dynamics for both salts showed similar temperature dependences
aboveTc, which was well understood in terms of a carrier relaxation across a pseudogap (PG)
of a magnitudeEPG ∼ 16 meV for the Br salt andEPG ∼ 7.0 meV for the Cl salt. BelowTc, the
measurements revealed an additional decay component in the Br salt, which is associated with
the SC phase, suggesting the coexistence of the SC and PG phases. The Br salt showed an abrupt
increase of the decay time at low temperatures, associated with the opening of a superconducting
(SC) gap belowTc. The fluence dependent dynamics at low temperature confirmed the superposi-
tion of the SC and PG components in the Br salt. The coexistence of the PG and SC phases in the
superconducting state ofκ-(BEDT-TTF)2Cu[N(CN)2]Br suggested the presence of phase separa-
tion between metallic and insulating phases in the Br salt, as a consequence of the photoexcitation
process.

5.1.5. Basic concepts emerging from time-resolved measurements

The exploratory P–p experiments briefly summarized in this section have revealed the scope of
time-resolved spectroscopy techniques, showing great potential for probing correlated electron
systems. It was soon demonstrated that the ultrafast dynamics provides information about the
gap(s), the associated quasiparticle relaxation and the electron–boson interactions, opening the
way to new more sophisticated spectral- and momentum-resolved techniques (see Sections4
and5.2). The experiments also led to a very useful phenomenological/theoretical description of
the elementary phenomena, with analytical expressions for the relaxation times, amplitude of the
optical response, and laser fluence dependences. These concepts, which have been widely applied
in diverse situations and in different families of superconductors, as well as other gapped systems,
are reviewed in Section3.4. The early experiments in cuprates also pointed out some fundamental
observations in cuprates that were not revealed by conventional equilibrium spectroscopies. In
particular:

• The simultaneous presence of the superconducting gap and the pseudogap in all parts of the
phase diagram, with distinct relaxation times and temperature-dependences. This observa-
tion could so far be explained only in terms of spatial inhomogeneity with distinct PG and
SC regions.

• The absence of any signature of relaxation from nodal quasiparticles. This evidence
strongly suggested that, even in the presence of a strongly anisotropic gap, the dynam-
ics is dominated by the recombination of antinodal excitations. This is in contrast to what
is expected for a simpled-wave gap model at equilibrium, in which the thermally excited
quasiparticle should accumulate in the regions with vanishing gap (nodes).

• The presence of QP lifetime divergence atTc, particularly in the optimally doped and over-
doped samples, associated with collective ordering. No such divergences were reported for
the pseudogap.

• The presence of a multi-component response indicating relaxation processes on very dif-
ferent timescales. In particular, the superconducting dynamics which appears belowTc

is universally bottlenecked by some superconductivity-related mechanism which likely
involves gap-energy bosons.

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

87



Advances in Physics 145

5.2. Multi-color experiments: main results

The recent advances in ultrafast techniques introduced new powerful tools, such as multi-color
experiments and time-resolved ARPES that have been key in bringing the field into a more mature
era, in which the experimental results can be quantitatively interpreted and realistic models of
the ultrafast dynamics in correlated materials can be developed. In this section we will review
the most relevant concepts and problems that have been tackled using the most advanced P–p
techniques. Instead of reporting just a list of the main results obtained on different systems, we
have organized them by their relevance to the most interesting issues in the physics of correlated
materials.

5.2.1. Electron dynamics in charge-transfer and Mott insulators

The first and simplest problem that has been tackled by non-equilibrium techniques is the relax-
ation in Mott–Hubbard or charge-transfer insulators. This issue is related to the many-body
effects that regulate the fundamental charge interactions in correlated materials. The interplay
between the electronic, magnetic and phononic degrees of freedom can be disentangled by study-
ing the relaxation dynamics, once a non-thermal population of excitations has been created by
pumping the system across the correlation gap.

To better address the problem, we refer to the typical relaxation dynamics of conventional
solid state systems. While in ungapped metals the continuum of the electronic levels allows a
prompt (<1 ps) relaxation of the excited charges through electron–electron and electron–phonon
scattering, in semiconductors the gap is usually larger than the spectral width of the bosonic exci-
tations available in the system. Considering the phonons, the cutoff of the maximum energy that
can be transferred in a single scattering process is on the order of∼100 meV. As a consequence,
a non-thermal population is rapidly accumulated on the bottom of the conduction band, until
radiative decays or multi-phonon processes eventually lead to the complete relaxation on a rela-
tively longer timescale (ns). At first sight, the relaxation process in correlated insulators should
be similar to that observed in semiconductors. Since the correlation gap is large and robust, the
expectation is that the impulsive photo-excitation would create a long-lived metastable state.
The temporal evolution of the lowest-energy electronic excitations, that are those across the
Mott–Hubbard or charge-transfer gap (�CT � 1.5 eV), can be easily monitored by performing
time-resolved optical experiments in the near-infrared and UV energy ranges.

The first pioneering measurements on charge-transfer insulators soon evidenced a more com-
plex picture than that which was naively expected for conventional systems. The transient
absorption spectra of insulating YBa2Cu30y (YBCO) and Nd2Cu04 (NCO) thin films has been
investigated in the 1.3–2.8 eV energy range with a time resolution of∼100 fs [7]. In both cases,
an ultrafast photo-induced bleaching of the O2p-Cu3dcharge-transfer transition at 1.8 eV was
observed. Surprisingly, the relaxation of this signal was found to be of the order of 600–900 fs,
i.e. much faster than that measured in semiconductors with even smaller gaps. The fundamental
role of the magnetic excitations in the relaxation process was soon realized. As a consequence of
the strong antiferromagnetic coupling of the electrons (holes) occupying the Cu atoms, the CT
insulators are intrinsically characterized by an antiferromagnetic background, whose fluctuation
spectrum extends up to 2J∼ 300 meV. Since the CT process induces a quench of the local mag-
netic moment on the Cu atom, the photoexcitation corresponds to a local perturbation of the AF
ground state, with the immediate consequence of locally increasing the AF fluctuations. In this
scenario, the fast decay of the CT bleaching was attributed to nonradiative transitions that involve
the emission of high-energy magnetic excitations.

Later on, the probe energy window was extended down to the far infrared (0.1 eV) by perform-
ing the frequency difference of two OPAs pumped by an amplified Ti:sapphire oscillator [288].
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Figure 41. Photoexcitation of charge-transfer insulators. (a) Optical density (OD= − log10 T, where T
is the transmittance) spectra of electro-doped (Nd2xCexCuO4, NCCO) and hole-doped (La2xSrxCuO4,
LSCO) cuprates and their parent compounds (NCO, LCO). (b) The differential OD spectra
�OD = ODx�=0 − ODx=0. (c) Photoinduced absorption spectra with pump energy of 1.58 eV (NCO) and
2.25 eV (LCO). (c)�OD spectra at 1 ps of NCO and 5 ps of LCO. Solid lines show the differential OD
spectra [OD(340 K)–OD(292 K)]. Taken from Ref. [288].

The dynamics of the CT insulators NCO and La2CuO4 (LCO) was investigated in the 0.1–2.2 eV
energy range, after a pump excitation of 1.6 and 2.25 eV, which is above the CT gap of NCO and
LCO, respectively (see Figure41) [288]. In both systems, the dynamics of the infrared part of
the spectrum evidenced the formation of a transient metallic state (see Figure41(c)) that decays
within 200 fs. The delocalized electron–hole excitations subsequently localize because of the
charge–spin coupling, giving rise to midgap absorptions at different energies. Interestingly, these
features are very similar to those appearing in the spectrum when the hole or electron doping is
chemically increased (see Figure41(b)). On the ps timescale, the variation of the transmittance of
the systems is a combination of the increase of the effective doping of the system and of the effec-
tive temperature of the charge carriers (see Figure41(d)). The effective midgap absorption has
similarities to well-known mid-infrared peaks in doped cuprates, which can be attributed to the
spin polaron, i.e. charge dressed with spin as well as possible phonon excitations. On the other
hand, slower recombination in LSCO is predominantly due to a larger charge gap and smaller
exchange interactionJ [387,388].

Similar results have also been obtained in Ca2CuO3, i.e. a prototypical 1D copper-oxide
insulator. In this system the photoinduced metallic state decays within∼30 fs, giving rise to
the formation of localized polarons via the interplay between charge–phonon and charge–spin
coupling [389].
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The role of the spin–charge coupling in the ultrafast dynamics of Mott insulators
has also been investigated in other prototypical 1D systems, such as the organic salt
bis(ethylenedithio)tetrathiafulvalene-difluorotetracyanoquinodimethane (ET-F2TCNQ), which is
characterized by the suppression of the electron–lattice interaction and by a very weak spin–
lattice coupling. As a consequence, a transient metallic state is photoinduced and detected as
a transient Drude component which relaxes in less than∼200 fs [390]. In contrast to the results
obtained on copper oxides, mid-gap states are not expected to form in such 1D systems, where the
charge–spin separation suppresses the mechanism which drives the localization of the delocalized
charges [390].

The increase of the temporal resolution in non-equilibrium optical spectroscopies paved the
road to investigate the decoherence phenomena of the initial many-body excitations. In a Mott
insulator, the pumping process drives the formation of Hubbard-excitons (HE), i.e. bound states
between double-occupied sites (doublons) and its neighboring empty sites (holons), which rapidly
dephase as a consequence of electron–electron and electron–boson scattering processes. Since the
timescale of this process is of the order of few femtoseconds, its observation relies on the develop-
ment of extremely high-temporal resolution experiments. The physics related to the decoherence
of the HEs has been observed in ET-F2TCNQ by exploiting a NOPA seeded by the white-light
generated in a sapphire plate and amplified in a BBO crystal, in order to obtain nearly transform-
limited 9 fs pulses with a spectrum covering the 0.55–1 eV energy range. After photoexcitation,
the delocalization process has been observed to occur through a quantum interference between
the HE and ionized holon–doublon pairs, that are created when the holons and doublons move
far apart in the 1D lattice. This process is observed as an oscillation at 25 THz (period of∼40 fs)
[284]. The role of HEs in the optical transitions across the Mott–Hubbard gap has also been stud-
ied in the orbitally ordered insulator YVO3. The dynamics of the spectral weight transfer between
the HE peak and the single-particle band has been monitored on the fs timescale by means of a
white-light probe [42].

Finally, the role of the excitation process has been also addressed by studying the ultrafast
dynamics of quasi-particles in the archetypal strongly correlated charge-transfer insulator LCO.
While the above-gap excitation injects electron–hole excitations that subsequently exchange
energy with the boson baths (antiferromagnetic fluctuations, phonons), the sub-gap excitation
pilots the formation of itinerant quasi-particles, which are suddenly dressed by an ultrafast
reaction of the bosonic field [44]. This result evidences that, in the case of sub-gap excita-
tion, the interaction between electrons and bosons manifests itself directly in the photo-excitation
processes.

The huge experimental effort to investigate the dynamics in Mott–Hubbard and CT insulators
was triggered by the possibility of understanding the fundamental relaxation processes in corre-
lated materials and providing the necessary inputs for the development of simple models for the
non-equilibrium physics of out-of-equilibrium correlated systems. The problem of the origin of
the fast relaxation in a Mott insulator has been tackled by studying a simplified version of the
single-band Hubbard model. A generalizedt– J model for insulators is obtained by performing a
canonical transformation of the Hubbard model that, at the lowest order int/U, decouples sectors
with different numbers of HEs. As compared to the conventionalt– J model, the transformed
Hamiltonian also contains the terms causing recombination of the HEs [387,388]. Within this
model, the short picosecond-range lifetime of photoexcited carriers evidenced by the first P–p
experiments is naturally explained as a two step process: (i) the formation of ans-type HE; (ii)
the decay of the bound holon–doublon exciton via multimagnon emission. Even though the large
gap requires many magnetic excitations to be emitted, leading to an exponentially suppressed
recombination rate, the relaxation process is fast as a consequence of the strong charge–spin cou-
pling in 2D systems [387,388]. With the view of reproducing and understanding the dynamics
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of the entire dielectic function, that has been measured through broadband optical techniques, a
linear-response formalism to calculate the time dependent optical conductivityσ(ω, t) within the
t– J model has been developed [391]. The photoexcitation process is accounted for by assuming
that the photons absorbed during the interactions with the pump pulse give rise to an instan-
taneous increase of the kinetic energy of the charge carriers immersed in the spin background.
The main features experimentally observed, such as the transient increase of the Drude peak
and the formation of midinfrared peaks are reproduced. As an interesting result, the optical sum
rules approach the equilibrium ones extremely fast, even though the time evolution and the final
asymptotic behavior of the absorption spectra still reveal the dependence on the type of initial
pump excitation [391].

As a further step in reproducing the ultrafast dynamics in correlated insulators, the electron–
phonon coupling was accounted for by thet– J-Holstein model that includes the coupling with a
dispersionless bosonic mode. The formation of spin–lattice polarons after a quantum quench, that
simulates absorption of the pump pulse, has also been studied [392,393]. While in the first stage
the kinetic energy of the spin–lattice polarons relaxes toward its ground-state value, in the second
longer stage an energy transfer between lattice and spin degrees of freedom via the charge car-
riers emerges. These results demonstrate that a direct spin–phonon coupling is not mandatory to
quickly achieve the thermalization of the spin and phonon baths [393]. While thet– J(-Holstein)
model correctly describes the coupling to low-energy bosonic excitations, it intrinsically misses
the relaxation processes across the correlation gap [388]. To solve this problem, many efforts are
being put forward to solve the full Hubbard(–Holstein) model out of equilibrium, under suitable
approximations. Calculations of the relaxation dynamics in a 2D Hubbard–Holstein model after
the interaction with an ultrashort powerful light pulse have been recently performed on eight
lattice sites. At non-zero electron–phonon interaction, phonon and spin subsystems are found to
oscillate at the period of the phonon mode [394].

As will be discussed in Section7 a breakthrough in this field could be achieved via the devel-
opment of suitable methods to extend DMFT out-of-equilibrium [395] and calculate the dynamics
of the relaxation process retaining the full Mott physics related to the Coulomb on-site repulsion,
as long as the coupling to antiferromagnetic fluctuations [396] when there are at least four sites
are considered.

5.2.2. Electron–phonon coupling in correlated materials

As a consequence of the development of the BCS theory a huge effort has been put into clarifying
whether a strong electron–phonon coupling could lead to high critical temperatures. Although in
realistic systems, the crystal structure becomes unstable and the conduction becomes dominated
by polaron formation when the electron-phonon couplingλlat overcomes a threshold value, the
Eliashberg equations for the calculation ofTc do not predict any upper bound for the possible
critical temperature of metals. Therefore, since the discovery of high-temperature superconduc-
tivity in copper oxides, a reliable measurement of the electron–phonon coupling function has
been considered crucial for the understanding of the physical mechanisms responsible for the
pair formation. As discussed in Section3, the state-of-the-art spectroscopies, such as ARPES,
Raman, optics and tunneling measurements have been applied to measure the electron–phonon
coupling in correlated materials and high-Tc superconductors and extract the electron–boson
coupling function�() = α2F() + I 2χ(). Nonetheless, the interplay of different bosonic
degrees of freedom on similar energy scales makes it difficult to single out the electron–phonon
constant and to estimate its strength. The application of time-resolved techniques to investigate
the electron–phonon coupling was boosted by the seminal work of Allen [163], in which it is
shown that the timescale of the relaxation of the effective electronic temperatureTe is directly
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related to the frequency-integral of the coupling function�(). The quantitative estimation
of the electron–phonon coupling relies on two major assumptions: (i) the transient distribu-
tion of the phonon bath and charge carriers can be described by the effective temperatures
Tlat and Te, respectively, larger than the equilibrium temperatureT0; (ii) the reflectivity-
variation at a given wavelength is proportional to the effective electronic temperature, i.e.
δR/R= δTe/T0.

The time-resolved reflectivity measurements (see Figure15) have been promptly employed
[165] to measureλlat = 2

∫
α2F()/ d in many metals and conventional superconductors

(Cu, Au, Cr, W, V, Nb, Ti, Pb, NbN, V3Ga). The dynamics ofδR/Rin these materials exhibits a
single exponential decay which ranges from 0.1 to 1 ps for different systems. Using Equation (21)
and its further evolution (Equation (25)), which accounts for the non-thermal nature of the
transient electronic distribution, the second momentum of the Eliashberg coupling (λlat〈2〉) is
directly extracted from the relaxation dynamics. Assuming the values of〈〉 reported in the lit-
erature, the followingλlat values are extracted: (i) 0.1–0.15 for non-superconducting metals (Cu,
Au, Cr), (ii) 0.15–0.5 for very low-Tc superconductors (W, Ti); and (iii) 0.7–1.5 for moderate
temperature superconductors (V, Nb, Pb, NbN, V3Ga). In particular, the case of Pb is interesting,
for it exhibits the slowest relaxation dynamics that corresponds to the lowest value (∼46 meV2)
of λlat〈2〉. The small value of the second momentum is the consequence of the small energy
scale of the phonon modes involved in the relaxation. When the value〈〉 ∼ 5.6 meV is consid-
ered, the largest coupling (λlat 
 1.5) among the conventional metals is obtained. The measured
value ofλlat can be in turn used to estimate the maximum critical temperature attainable. Using
the valueμ∗ = 0 and assuming that all the phonon modes couple to the charge carriers in the
s-wave channel necessary for the pairing, Equation (7) provides the upper bound forTc which
could be reached, in principle, in the most favorable case. Large values ofTc result from the com-
bination of both a strong coupling and a particularly high-energy scale of the phonon modes. As
an example, the relatively low energy scale of the phonons in Pb leads to a moderate value of the
estimatedTc (6–10 K), despite the large value of the coupling. The plot in Figure42displays the
calculated maximum critical temperatures for phonon-mediated superconductivity as a function
of the realTc of the superconductors. As expected, almost all the BCS materials lie in the upper
sector of the plot and evolve along its diagonal, demonstrating the reliability of the values ofλlat

measured by time-resolved techniques.
Even more interesting is the case of MgB2, which is the phonon-mediated superconductor

with the largestTc (40 K) known. As a consequence of the intrinsic anisotropy of the layered
lattice structure, the charge carriers result is strongly coupled with a stretching mode at∼70 meV
which is expected [98] to provide the largest contribution to the totalα2F() function. In fact,
recent high-resolution pump–probe measurements [397] evidenced a twofold dynamics which is
related to the coupling with the 70 meV mode (τe−SCP∼ 90 fs) and, subsequently (τe−lat ∼ 500
fs), with the rest of the lattice. According to the fit with the three-temperature model, in which
the selective coupling with a subset of phonon modes is introduced in Equations (14)–(17), the
SCP modes correspond to a small fractionf =0.15–0.22 of the total lattice modes but provide a
coupling strengthλSCP = 0.53–0.75. Substituting these values in Equation (7), the range of values
30 < Tc < 60 K is obtained, which is in agreement with the real value ofTc. This result further
supports the extension of P–p techniques to extract the electron–phonon coupling in intrinsically
anisotropic systems.

In principle, the same technique can be extended to correlated materials, provided the elec-
tron dynamics can be described as the interaction between a fermionic quasiparticle gas and
an external boson bath. Although this picture is clearly inadequate to describe the dynamics in
the charge-transfer insulators and in the weakly doped compounds, a more conventional pic-
ture is recovered as the density of the charge carriers is progressively increased [124,398].

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

92



150 C. Giannettiet al.

Figure 42. The maximum critical temperature, calculated through Equation (7) for different classes
of superconducting materials, is reported as a function of the realTc of the materials. The elec-
tron–phonon coupling,λlat, determined through time-resolved spectroscopies, has been used to esti-
mate the maximum critical temperatures. The grey triangles represent the conventional metals: Cu
(λlat 
 0.08), Au (λlat 
 0.12), Cr (λlat 
 0.11–0.12), W (Tc = 0.012 K,λlat 
 0.14–0.26), V (Tc = 5.38 K,
λlat 
 0.68–0.79), Nb (Tc = 9.5 K,λlat 
 0.87–1.16), Ti (Tc = 0.39 K,λlat 
 0.43–0.58), Pb (Tc = 7.19 K,
λlat 
 1.45–1.51), NbN (Tc = 16 K, λlat 
 0.53–0.95), V3Ga (Tc = 1 K, λlat 
 0.45–0.83) [165,171]. The
blue squares and red circles indicate the critical temperatures of the iron-based (122 and 1111 families)
superconductors and copper oxides listed in Tables1 and2.

Therefore, as far as the underdoped region of the phase diagrams and the pseudogap state are
avoided, the concepts underlying the effective temperature model can be extended to interpret
the dynamics of moderately doped cuprates and other correlated materials. In fact, a wealth
of non-equilibrium spectroscopies, such as time-resolved optics, photoemission and electron
or X-ray diffraction have been applied to investigate the electron–phonon coupling problem in
copper oxides. Addressing this issue is of particular relevance, since it is intimately connected
to the pairing in unconventional superconductors [399]. Considering the widely studied prob-
lem of the charge scattering in cuprates there are many evidences of an important role played
by the electron–phonon scattering [400,401]. In particular, considering that the conduction is
confined to the Cu–O planes, the modes which are typically expected to more effectively cou-
ple to the charge carriers are the out-of-plane O buckling modes [123], which involve small
momentum transfers and couple strongly to electronic states near the antinode, the in-plane Cu–
O breathing modes [123], which involve large momentum transfers and couple strongly to nodal
electronic states, and the apical oxygen stretching modes, which modulate the low-energy in-
plane electric properties through thepz orbitals [402]. Furthermore, the electron–phonon coupling
is expected to strengthen in the underdoped region of the phase diagram, as a consequence of
charge inhomogeneity associated to stripes [403] and other possible charge-orders. Recent results
also indicated a weak but distinct isotope effect of the∼ 70 meV kink observed by ARPES on
Bi2Sr2CaCu2O8+δ, in which the isotope substitution16O→ 18O has been performed.

Profound insights into the charge relaxation dynamics in cuprates are given by time-
resolved ARPES experiments (see Figure43), in which the transient electronic occupation is
probed during the relaxation process triggered by a 1.5 eV ultrafast pump pulse. Due to the
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Figure 43. Dynamics of the time-resolved ARPES spectra in optimally doped Bi2212 (Tc = 91 K). (a) Pro-
totypical two-dimensional Brilloiun zone of copper oxides. The time-resolved ARPES experiment probes
the transient occupation along ak-space cut perpendicular to the Fermi surface in the nodal region. (b)
Dynamics of the effective electronic temperature at different equilibrium temperatures before the pump
excitation. (c) Transient quasiparticle occupation at the maximum overlap between the pump and probe
pulses (blue line,t = 0) contrasted to the equilibrium Fermi–Dirac QP distribution (black line,t < 0). The
dashed red line is the fit to the data of a hot Fermi–Dirac distribution at the effective electronic temperature
Te. (d) Picosecond evolution of the non-equilibrium nodal QP distribution. Taken from [58].

energy–momentum conservation in the photoemission process, only the nodal region of the BZ
is explored by the 6 eV probe photons. In Figure43(c) and 43(d) the transient occupation of
the states in the nodal region of Bi2Sr2CaCu2O8+δ is shown in the 0.2< EF − E < −0.7 energy
range. The QP distribution quickly evolves from a non-thermal distribution, characterized by a
flat population extending up to 0< EF − E < EF + �ω, to a hot-Fermi–Dirac function at the
effective temperatureTe > T0 . In Figure43(c) the cooling dynamics of the QP is reported by
fitting the hot Fermi–Dirac at the different P–p delays. Similar to the case of MgB2, the relax-
ation exhibits two different dynamics. The first (∼100 fs) is related to the fast and effective
energy exchange with the strongly coupled lattice modes, while the second (∼1–2 ps) accounts
for the thermalization with the entire phonon spectrum. The three-temperature model fitting
provides a coupling to SCP smaller than 0.2. At the same time, the presence of a weak non-
thermal tail fort <100 fs triggered a debate about the possibility of defining a single effective
electronic temperature which describes the relaxation dynamics. Even if the number of elec-
trons in the high-energy tail is negligible (note the log-scale in Figure43(d)) as compared to
the total number of electrons, they can directly and effectively exchange energy with the lat-
tice modes, thus altering the dynamics describing the 3TM. This picture has been recently
supported by time-resolved measurements in which a broadband midinfrared pulse probes the
transient lineshape of the Raman-active mode at 70 meV (see Section4.1.3) in optimally doped
YBCO [262]. The apex oxygen vibration is strongly excited within 150 fs, demonstrating that
the strongly coupled modes can absorb a portion of the pump energy on the same timescale
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of the quasiparticles thermalization. However, when the strength of the coupling is evaluated
through Equation (25), which accounts for the non-thermal nature of the QP and boson occu-
pations during the first stages of the relaxation [320], an even smaller value is obtained. The
decrease of the estimatedλlat〈2〉 is a consequence of the fact that the ratio between the val-
ues obtained through Equations (25) and (21) is 2Tlat/Te which is, for reasonable values of the
experimental parameters, smaller than unity. Even though determining the effective temperature
of the non-equilibrium Fermi–Dirac distribution is a difficult task and new methods to accurately
extract both the temperature and the position of the Fermi level for a hot carrier distribution are
being developed [411], time-resolved photoemission experiments suggest that the value of the
electron–phonon coupling in optimally doped copper oxides is similar to that measured in very
low-Tc metals. To support or confute these results, many of the state-of-the-art non-equilibrium
techniques have been applied to investigate the electron–phonon coupling in doped cuprates.
Time-resolved reflectivity [171] on La1.85Sr0.15CuO4 and YBa2Cu3O6.5 supported similar values,
i.e.λlat〈2〉 = 800± 200 meV2 and 400± 100 meV2, respectively. Besides, time-resolved elec-
tron diffraction revealed a possible anisotropy in the electron–phonon coupling [261] of optimally
doped Bi2212. In particular, when the pump polarization is set parallel to the direction of the
Cu–O bonds (corresponding to the nodal direction ink-space) the largest coupling (λlat = 0.55)
is measured. The coupling progressively decreases as the angle between the polarization and
the Cu–O bonds increases, reaching the minimum (λlat = 0.08) at 45◦, which corresponds to
the antinodal direction with the maximum superconducting gap. The average value of the cou-
pling (λlat ∼ 0.3) is consistent with thek-space integrated one (see Equation (6)), as probed by
non-equilibrium optical spectroscopy. Slightly larger values for the coupling (λlat ∼ 0.4), with
no significant anisotropy, have been measured [261] in double-layer compounds (Bi2223). Fur-
thermore, the e-phonon coupling in overdoped LSCO has been investigated by X-ray diffraction
experiments [404], in which the fluence is varied from 5 to 27 mJ/cm2. The results evidenced a
λ〈2〉 ranging from 13 to 56 meV2, as a consequence of the temperature-induced modification
of the QP distribution and of the density of states at the Fermi level, in agreement with DFT
calculations.

Taken all together, the outcomes of the non-equilibrium spectroscopies (collected in Table1)
provide a comprehensive picture of the electron–phonon coupling in copper oxides. As for con-
ventional superconductors, Equation (7) can be used to estimate the upper bound of the critical
temperature achievable when considering the measuredλlat and assuming that the whole coupling
is due to the interaction with a single mode at the frequency〈〉. Despite the many optimistic
approximations, the maximumTc estimated for cuprates never exceeds their real critical tempera-
ture, being almost always confined in the<20 K range. As shown in Figure42, this result remarks
a dramatic difference in respect to conventional superconducting metals, in whichλlat approxi-
mately accounts for the critical temperature of the system. The same techniques have also been
extensively applied to iron-based superconductors and parent compounds. The results, reported
in Table2, evidence values of the electron–phonon coupling very similar to those measured in
cuprates.

Even though the precise estimation of the total electron–phonon coupling relies on the
approximations contained in the effective-temperature models and their further developments,
non-equilibrium spectroscopies demonstrate that the timescale of the energy-exchange between
the electrons and the lattice in unconventional high-Tc systems is similar to that measured in
conventional superconducting metals. By calculating the maximumTc attainable within the
Eliashberg theory (see Equation (7)) and using as input the measuredλlat, we observe that copper
oxides and iron-based materials cluster in the bottom-right corner of the plot in Figure42, thus
demonstrating that a simple phonon-mediated mechanism cannot account for the superconducting
pairing.
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Table 1. Electron–phonon coupling in copper oxides from time-resolved techniques.

Material Tc (K) p Ref. Fp (mJ/cm2) τe−lat (fs) λlat〈2〉 (meV2) λlat

1L-UD La1.9Sr0.1CuOd
4 25 [404] 5 – 13f 0.04n

16 – 24f 0.08n

1L-OP La1.85Sr0.15CuOa
4 38 [171] 0.07–0.5 45± 8 800± 200e 0.13–0.5g

1L-OD La1.79Sr0.21CuOd
4 32 [404] 16 – 30f 0.09n

1L-OP HgBa2CuOa
4.1 98 [405] 0.02 62 580e 0.09–0.36g

2L-UD YBa2Cu3Oa
6.5 60 [171] 0.07–0.5 100± 20 400± 100e 0.06–0.25g

2L-UD YBa2Cu3Oa
6.9 90 [405] 0.02 77 450e 0.07–0.28g

2L-UD Bi2Sr2CaCu2Oc
8+δ 56 [261] 20 – 2500f,h 1m

– 300f,l 0.12m

2L-UD Bi2Sr2CaCu2Oa
8+δ 75 [352] 10−4 – 160g 0.025–0.1g

2L-OP Bi2Sr2CaCu2Oa
8.14 90 [405] 0.02 49 720e 0.11–0.45g

2L-OP Bi2Sr2CaCu2Ob
8+δ 91 [58] 0.2 110 300–380f 0.08–0.19g

2L-OP Bi2Sr2CaCu2Oc
8+δ 91 [261] 20 290h 1380f 0.55m

900i 450f 0.18m

2000l 200f 0.08m

2L-OP Bi2Sr2CaCu2Oa
8+δ 95 [352] 10−4 – 640g 0.4g

2L-OD Bi2Sr2CaCu2Oa
8+δ 88 [352] 10−4 – 160g 0.1g

2L-OP Bi2Sr2Ca0.92Y0.08Cu2Oa
8+δ 96 [177] 0.01 200 1400± 700o 0.4± 0.2o

3L-OP Bi2Sr2Ca2Cu3Oc
10+δ 111 [261] 20 – 1000f 0.4m

Note: 1L: one-layer; 2L: two-layers; 3L: three-layers; UD: underdoped; OP: optimally doped; OD: overdoped.
aNon-equilibrium optical spectroscopy.
bNon-equilibrium photoemission spectroscopy.
cTime-resolved electron diffraction.
dTime-resolved X-ray diffraction.
eEvaluated through Equation (23).
fEvaluated through Equation (19).
gThe reportedλ values correspond to the 80–40 meV energy range of the strongly coupled phonons.
hPump polarization at 0◦ with respect to the Cu–O bond direction.
iPump polarization at 22◦ with respect to the Cu–O bond direction.
lPump polarization at 45◦ with respect to the Cu–O bond direction.
mλ calculated assuming〈〉 = 50 meV (B1g buckling mode).
nλ calculated assuming〈〉 
 17 meV (Eg apical modes).
oλ andλ〈2〉 calculated through the effective temperature model in the integro-differential form (Equations (14)–(16)) and by the direct
integration of the bosonic function�().

Surprisingly, in cuprates there appears to be a systematic, but non-monotonic dependence
of Tc on the relaxation rateγe−lat = 1/τe−lat as shown in Figure44(a). The behavior is clearly
well beyond BCS or Eliashberg electron–phonon coupling theory which predict a monotonic
increase ofTc as the coupling constant is increased. This behavior has been discussed in terms of
polaronic effects [405], which lead to the entanglement of electronic and lattice degrees of free-
dom, as will be discussed in the next section. Insights into the role of electronic excitations on the
superconducting critical temperature are provided by the remarkable correspondence between the
dependence ofTc onγe−lat = 1/τe−lat and the in-plane lattice constanta, as shown in Figure44(b).
Sincea is directly related to the local strain, the correspondence, and particularly the apparent sin-
gular behavior ofTc with lattice constant in Figure44(b), implies a critical strain value associated
with an instability at a Cu–Cu distance of 1.92 Å.

5.2.3. Ultrafast electron–boson coupling and the magnetic degrees of freedom

Electron–phonon coupling constitutes only a subset of the decay channels for the photoexcited
charge-carriers in correlated materials. As discussed in Sections3.1.2and3.1.3, the electron–
boson coupling function is characterized by a strong peak at∼60 meV and a continuum extending
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Table 2. Electron–phonon coupling in iron-based superconductors and parent compounds (PC) from
time-resolved techniques.

Material Tc (K) p Ref. Fp (mJ/cm2) τe−lat (fs) λlat〈2〉 (meV2) λlat

122-PC EuFe2Asb
2 – [406–408] 0.05–0.8 – 56–120c,d 0.1–0.23e

122-PC SrFe2Asa
2 – [409] 0.01–0.1 – 110c 0.25e

122-PC BaFe2Asb
2 – [407,408] 0.05–0.8 – 28–46c,d 0.05–0.09e

122-PC BaFe2Asa
2 – [405] 0.02 300 110c 0.18e

122 BaFe1.95Co0.05Asa
2 – [405] 0.02 330 110c 0.18e

122 BaFe1.90Co0.1Asa
2 20 [405] 0.02 320 110c 0.18e

122 BaFe1.86Co0.14Asa
2 23 [405] 0.02 300 110c 0.18e

122 BaFe1.85Co0.15Asb
2 23 [407,408] 0.05–0.8 – 46–55c,d 0.09–0.1e

122 BaFe1.84Co0.16Asa
2 24 [379] 1–3 – 59–66d 0.11–0.12e

122 BaFe1.78Co0.22Asa
2 10 [405] 0.02 300 110c 0.18e

1111 SmFeAs00.8Fa
0.2 10 [405] 0.02 190 180c 0.29e

1111 SmFeAsOa – [410] 0.01–0.1 180 135± 10c 0.2f

aNon-equilibrium optical spectroscopy.
bNon-equilibrium photoemission spectroscopy.
cEvaluated through Equation (23).
dEvaluated through Equation (19).
eλ calculated assuming〈〉 = 23 meV (A1g Raman active mode).
fλ calculated assuming〈〉 = 25 meV.

Figure 44. (a) The maximum superconducting transition temperatureTc as a function of the relaxation rate
γe−lat (left). (b) Tc as a function of a lattice constanta for cuprates (note the correspondence of the symbols
(and compounds) in the two panels) [405].

up to 350 meV. This rather featureless part of the coupling function is compatible with the cou-
pling to short-range anti-ferromagnetic fluctuations, that persist far in the over-doped region of
the phase diagram [127–131].

Simple arguments can be used to estimate the timescale of the coupling to bosonic fluctuations
of magnetic origin in correlated materials. Considering the Hubbard model, the instantaneous vir-
tual hopping of holes into already occupied sites favors an antiferromagnetic couplingJ = 4t2h/U
between neighboring sites, whereth is the nearest-neighbor hopping energy. The spectrum of the
antiferromagnetic fluctuations has a high-energy cutoff of 2J∼ 200–300 meV which naturally
brings in a characteristic retarded timescale of the order of�/2J = 2–3 fs. From another point
of view, the elementary time (�/th ∼ 2 fs) associated with the Cu–O–Cu hole-hopping process
inevitably leads to the creation of local AF excitations. All this evidences points to the extremely
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fast dynamics of the electron-magnetic fluctuations coupling that, until recently, was concealed
by the temporal resolution of pump–probe techniques.

For this reason, the direct experimental study of the coupling to magnetic fluctuations has
been anticipated by theoretical works that modeled the coupling of out-of-equilibrium charge
carriers to local AF fluctuations using an approach similar to that discussed in Section5.2.1for
the CT insulators. For this purpose, the starting point is the simplifiedt– J model on a square lat-
tice that retains the complete dynamics at the energy scaleJ. Considering that in thet– J model
the double occupation of Cu sites is projected out, the photoexcitation process can be simplified
as a quantum quench that instantaneously rises the kinetic energy of the holes (electrons) already
present in the system. It was also readily pointed out [412] that the magnetically mediated relax-
ation dynamics is a two-step process. The initial ultrafast relaxation is regulated by the hopping
integralt0 and the exchange interactionJ and can be considered as a local process that involves
many antiferromagnetic excitations, each absorbing a fraction ofJ of energy. The timescale of
this process is estimated to be of the order ofτ ∼ (�/th)(J/t0)−2/3 
 4 fs for realistic values
of th ∼ 360 meV andJ ∼ 120 meV. The second step is slower and involves the coupling to col-
lective magnetic excitations (magnons) that carry away the local excess energy. The rate of this
magnon-mediated cooling depends on the magnon group velocity that is in turn regulated by the
details of the magnon dispersion. Even though this model is strictly valid for a single hole in an
infinite AF background, a first step to mimic the consequences of the chemical doping is to limit
the average number of antiferromagnetic bonds that are available for the relaxation process. This
can be achieved by limiting the propagation of the photo-excited hole to a finite cluster, whose
size is chosen so as to reproduce the actual density of the chemically doped charge carriers [397].

Similar results have been obtained by considering the solution of the full Hubbard model with
a non-equilibrium version [413] of the dynamical cluster approximation (DCA) for capturing the
effects of short-range correlations. The relaxation rate of the high-energy photo-doped charge
carriers (i.e. those that are close to the upper edge of the Hubbard band) in the paramagnetic
phase is of the order of 10–20 fs and it scales with the strength of the nearest-neighbor spin corre-
lations, further supporting the direct role played by local AF excitations. The relaxation process
becomes more complex at finite doping, since the direct charge–charge interactions open addi-
tional scattering channels that lead to a faster relaxation of the photo-excited holes (electrons).
However, the direct interactions among the carriers are not expected to dramatically influence the
time necessary to exchange energy with the boson bath [397], that is ultimately regulated by the
electron–boson coupling (see Sections3 and3.4).

The coupling to dispersionless phonons can be accounted for by the Holstein model (see
Section7), thus opening the way to the study of the competition between the magnetic and
phononic decay channels. As a first step, this problem has been tackled in a finite one-dimensional
chain by diagonalization in a limited functional space [414]. The results of time evolution of
the electron and phonon distribution have been benchmarked against the relaxation dynamics
obtained from the Boltzmann equation. Among the different important results, we report the
observation that, in the weak-coupling regime, the natural time unit to measure the relaxation
with the bosons is 1/ω0, whereω0 is the typical frequency of the bosons. The relaxation dynam-
icsτ is thus regulated by the relationτω0 = (8/π)(th/λω0), th andλ being the hopping amplitude
and the electron–boson coupling. Considering that in the weak-couplingλ ≤ 0.5, theτω0 prod-
uct is always larger than one, i.e. the relaxation dynamics is always slower than the inverse
energy-scale of the boson involved in the process. As an example, considering a realistic value
for the copper oxides (t0 ∼ 350 meV), we obtain for the electron–phonon couplingτω0 ∼ 30,
where we have considered the upper boundλ = 0.4, as determined by pump–probe measure-
ments (see Section5.2.2). This value corresponds to relaxation dynamics of several times the
inverse phonon energy ((�ω0)

−1 ∼ 8 fs, for (�ω0) ∼ 80 meV), that is of the order of∼250 fs.
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This value can dramatically decrease when AF excitations are considered. Since the spectrum of
magnetic excitations extends up to about 300 meV, i.e. about four times the phonon energy scale,
the relaxation toward the magnetic degrees of freedom is expected to be at least four times faster
assuming the same coupling constant.

From the experimental standpoint, the experimental resolution did not allow, until recently
[397], to directly follow, in the time domain, the coupling with bosons of electronic origin.
Nevertheless, the combination of the ultrafast time-resolution with the broad spectral window
accessible by the supercontinuum-based time-resolved spectroscopies has been a turning-point
in the study of the electron–boson coupling in copper oxides. By measuring the dynamics of
a broad part of the reflectivity around the dressed plasma frequency of doped Bi2212, it has
been suggested that the reflectivity variation (δR(ω, t)/R) is directly proportional to the electron–
boson scattering rate [177]. Therefore, by monitoringδR(ω, t)/R it is possible to reconstruct
the dynamics of the average boson density and estimate the electron–boson coupling within the
effective temperature model (ETM) described in Section3.3. This technique evidenced that on
a timescale faster than the electron–phonon coupling, that is of the order of 100 fs, the charge
carriers are already effectively coupled with another type of bosons, characterized by the cou-
pling function �be(). The spectrum of the coupling with the bosonic excitations, shown in
Figure45, is extracted by considering as a constraint that the total electron–boson coupling func-
tion (�tot() = I 2χ() + α2FSCP() + α2Flat(), see Section3.3) should coincide with that
extracted from the equilibrium optical conductivity (see Sections3.1.2,3.1.3,4.1.1, and3.3).
The spectral extension of�be() (see the spectra reported in Figure45) and the strength of the
coupling itself (λbe 
 1.1) strongly support its magnetic origin [177]. Furthermore, when using
�be() andλbe as inputs for the calculation of the critical temperature through the McMillan’s
formula [92], reported in Equation (7), a maximalTc = 105–135 K is obtained for optimally
doped Bi2212. Even though the fraction of the�be() that can give rise to superconductivity in
the d-wave channel is still subject of debate, these results demonstrate that the coupling to AF
excitations can, in principle, provide the glue necessary to achieve critical temperatures exceed-
ing 100 K. This mechanism is likely to constitute the “missing glue” that has been evidenced in
Figure42. More recently, cluster dynamical mean-field calculations have been used to investigate
the superconducting gap within the two-dimensional Hubbard model [415]. The results strongly
suggest that superconductivity arises from exchange of spin fluctuations and the inferred pairing
glue function is in remarkable qualitative consistency with the pairing function,�be(), inferred
from time-resolved optical spectroscopy [177].

The coupling with two different types of bosons has also been indirectly inferred by the relax-
ation dynamics of single-color pump–probe measurements on Bi2Sr2CaCu2O8+δ single crystals
[352], whose doping concentration ranged from the underdoped to overdoped regime. The differ-
ent doping dependences of the electron–boson coupling strengths led the authors to identify them
as strongly coupled phonons and spin fluctuations. While the electron–phonon coupling (λSCP)
peaks at optimal doping with a maximum value of 0.4, the coupling to AF excitations decreases
monotonically with doping, starting from valuesλbe 
 1 at the hole concentrationp=0.1 [352].
Recent time-resolved ARPES experiments on optimally doped Bi2212 [371] also evidenced,
aboveTc, a marked change in the effective mass of the nodal quasiparticles related to the change
of 70 meV kink in theE(k) dispersion. This ultrafast modification of the kink is found [371]
to occur during the experiment’s 100 fs temporal resolution and is compatible with the ultrafast
coupling to AF excitations.

In conclusion, time-resolved optical spectroscopies opened new scenarios in the study of
the electron–boson coupling in copper oxides. The theoretical efforts are currently pointing to
address the limits of applicability of the ETM [416] and to develop models for the extrac-
tion of electron–boson coupling from time-resolved experiments without assuming an effective
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Figure 45. Different contributions to the total bosonic glue�(), extracted from non-equilibrium broad-
band spectroscopy. The red area indicates the coupling function related to the coupling with bosonic
fluctuations of electronic origin. The blue and green areas represent the coupling with the subset of strongly
coupled phonons and with the rest of lattice, respectively. Taken from Ref. [177].

temperature model [417]. On the other hand, recent advances in ultrafast optical spectroscopy
[397] succeeded in achieving a temporal resolution of∼ 10 fs, that is of the order of�/2J,
i.e. the timescale of the direct coupling to magnetic fluctuations. This extremely high temporal
resolution enabled direct observation of the∼ 16 fs build-up of the effective electron–boson
interaction in different families of hole-doped copper oxides [397]. This extremely fast timescale
has been compared to numerical calculations based on thet– J model, in which the relaxation of
the photo-excited charges is achieved via inelastic scattering with short-range antiferromagnetic
excitations [397]. The joint theoretical–experimental effort is expected to provide novel tools to
further clarify the issues related to the electron–boson dynamics in correlated materials and to the
problem of the retarded interactions and the superconducting glue in copper oxides.

5.2.4. The ultrafast dynamics in the pseudogap state

As extensively discussed in Section5.1.1, the single-color P–p experiments are particularly sen-
sitive to the pseudogap (PG) state of copper oxides and, more in general, of correlated materials.
For the sake of convincing the reader of the effectiveness of the ultrafast techniques in inves-
tigating the PG, we report in Figure46(a) the temperature- and doping-dependent time-traces
measured on Bi2Sr2Y0.08Ca0.92Cu2O8+δ (YBi2212) at the probe energy of 1.55 eV [418]. A neg-
ative component with a fast relaxation dynamics (<1 ps) progressively appears at the temperature
Tc < T < T∗ and dominates the time response, until the onset of the superconducting phase tran-
sition (see Section5.2.5). The plot ofT∗(p) as a function of the hole dopingp (see Figure46)
evidences a clear pseudogap-line that intersects the superconducting dome atp>0.16. Despite
the dramatic evidence of the PG physics at play, the origin and the nature of this component in
the transient reflectivity remained unexplained for a long time, until the development of more
sophisticated versions of the first single-color experiments became available. The possibility

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

100



158 C. Giannettiet al.

Figure 46. The pseudogap state unveiled by non-equilibrium techniques. (a) The relative reflectivity varia-
tion δR/R(t) measured in the single-color configuration (1.55 eV) is reported as a function of the temperature
for three YBi2212 samples with different hole concentrations. The white lines are theδR/R(t) time traces at
110 K. (a) The generic phase diagram of cuprates is sketched. The pseudogap boundaryT∗(p) (grey curve)
is determined reporting the temperature at which a negative component in theδR/R(t) signal appears. Taken
from Ref. [418].

of changing the polarization of the pump and probe beams, of exploiting the capabilities of
multicolor techniques, which extend from the mid-infrared to the visible, and of probing the elec-
tron dynamics through time-resolved photoemission spectroscopy provided new insights into the
nature of the PG state and opened new intriguing scenarios that will be reviewed in this section.

The first evidence that the time-resolved signal in the pseudogap state of copper oxides is
constituted by two components characterized by different symmetries and different temperature-
dependence came from polarization-dependent measurements on (110)- and (100)-YBCO thin
films [342]. Considering the direct relationship between the gaps in the electronic DOS and the
dynamics in the time-domain, the authors directly investigated the symmetries of the different
components by combining the direction of the beam polarization and the orientation of the crystal
axes. While the low-energy gap appears belowTc with the samed-wave symmetry regardless of
the hole concentration, signatures of the high-energy gap, whose symmetry strongly depends on
doping, were also observed along thea– b diagonal. The authors suggested a strong dichotomy
between nodal and antinodal quasiparticles and argued that the two different gaps should have
different physical origins and compete with each other [342].

Similar polarization-dependent dynamics were recently observed on Bi2Sr2CaCu2O8+δ

(Bi2212), which became the best system to disentangle the superconducting and pseudogap
signals and to study the symmetry of the pseudogap through the polarization-dependence
of the time-domain response [175,327,351], as already discussed in Section5.1.1. All these
results converge to a picture in which the low-temperature dynamics is characterized by a fast
pseudogap-like component, which corresponds to the relaxation of antinodal QP, and a slower
component that is related to the opening of the superconducting gap and is dominated by the near-
node contributions. Furthermore, the observation that the pseudogap dynamics depends only on
the probe polarization led to the conclusion that the PG state is characterized by a spontaneous
spatial symmetry breaking that is not limited to the sample surface [327].

The results obtained by time-resolved optical spectroscopy unveil a picture that is fully con-
sistent with the outcomes of the most advancedequilibrium techniques. Recently, a comparative
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study of the pseudogap in Bi2201 has been carried out by ARPES, polar Kerr effect and time-
resolved reflectivity [419]. The three experiments revealed a coincident and abrupt onset atT∗ of
an antinodal gap, a Kerr rotation signal and a change on the relaxation dynamics, making the link
between the ultrafast dynamics and the equilibrium concepts that are usually invoked to explain
the PG a robust experimental fact.

A further step toward the comprehension of the PG dynamics in correlated materials has been
recently done by studying the model compound La1.75Sr0.25NiO4 [198]. Similarly with case of
copper oxides, the optical conductivity of this prototypical nickelate exhibits a pseudogap-like
loss of infrared spectral weight, whose onset temperature (T∗) is far above the long-range stripe
formation (T∼ 100 K). By using mid-infrared probe pulses, it has been possible to directly study
the dynamics of the Ni–O stretch vibration at 85 meV. As discussed in Section4.1.3, the spectral
shape of the infrared-active phonon modes is usually characterized by a strong asymmetry that is
described by a Fano lineshape and originates from the quantum interference between the narrow
intrinsic phonon lineshape and the continuum of the electronic levels. The strength of the cou-
pling regulates the asymmetry of the peak through the factorq, introduced in Equation (57). In
the experiment, the phonon lineshape is monitored as a function of the delay from a near-infrared
pump pulse. The data, reported in Figure47, show a clear decrease of the 1/q factor, while the
position of the resonance remains unchanged. This result is interpreted as the transient decrease
of the electron–phonon coupling as a consequence of the delocalization of the charges induced
by the impulsive excitation [198]. This experiment suggests that the real-space charge localiza-
tion is the key to understanding the physics of the PG and that it can be precursory to the onset
of charge-ordering at lower temperatures. We stress that, even though the role of the pump is to
increase the average energy of the charge carriers, similar to the case of an adiabatic increase
of the temperature, the transient decrease of the electron–phonon coupling has no counterpart in
equilibrium measurements. This difference is inherently related to the ultrafast excitation process,
during which the electronic degrees of freedom (responsible for the charge localization) are per-
turbed before heating the lattice. On a longer timescale, the temperature-related broadening of the
phonon linewidth completely washes out the effect, thus demonstrating that the non-equilibrium
approach provides a genuinely new information as compared to conventional spectroscopies.
Similar conclusions have been derived from three-pulses experiments, that unveiled the tendency
to carrier localization in the pseudogap state of Bi2212 [420].

The possibility of experimentally decoupling the charge localization dynamics from the
lattice heating, also suggests that the charge localization, which characterizes the pseudogap
state of nickelates, is primarily driven by the electronic correlations. Similarly, the role of
the short range Coulomb repulsion in the PG physics of copper oxides (Bi2212 and Hg1201)
has been recently demonstrated by combining broadband time-resolved optical experiments to
time-resolved ARPES [418]. Ultrashort light pulses are used to prepare a non-thermal electron
distribution that is dominated by antinodal excitations. The dynamics of the dielectric function,
simultaneously probed in the 0.5–2 eV range and analyzed within the extended Drude model (see
Section4.1.1), unveils an anomalous decrease in the scattering rate of the charge carriers. In the
pseudogap-like region of the phase diagram, delimited by a well-definedT∗

neq(p) line, the pho-
toexcitation process transforms the nature of antinodal excitations from that typical of a strongly
correlated metal to that of a less-correlated metal, characterized by delocalized quasiparticles
with a longer lifetime. This effect is naturally explained within the single-band Hubbard model,
in which the short-range Coulomb repulsion leads to ak-space differentiation between nodal
quasiparticles and antinodal excitations that are strongly localized in real space [418]. A similar
picture has been confirmed by three-pulses experiments on Bi2212 samples at different dopings
and temperatures [420]. The pseudogap photodestruction and recovery reveal a marked absence
of critical behavior atT∗, which implies an absence of collective electronic ordering beyond a few
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Figure 47. Ultrafast dynamics in the pseudogap state of the La1.75Sr0.25NiO4 nickelate. (a) Non-equilibrium
mid-infrared optical conductivity around the Ni–O stretching mode (circles) at specific delay times after
the 1.5 eV photoexcitation at 30 K. Dashed lines: equilibrium conductivity, solid lines: Fano model. (b)
Dynamics of the Ni–O mode peak energyω0. (c and d) Dynamics of the Fano asymmetry parameter 1/qand
of the phonon linewidth�, as defined in Equation (57). Taken from [198].

coherence lengths on short timescales. This result suggests that the pseudogap is characterized
by the localization of the charge carriers into a textured polaronic state arising from a competing
Coulomb interaction and lattice strain [420]. Taken all together, the outcomes of non-equilibrium
optical spectroscopies strongly support a scenario in which the PG physics is dominated by the
k-dependent effect of the short-range Coulomb repulsion that drives the real-space localization
of the charge carriers and that can evolve into charge-ordered states upon further cooling.

Recently, polarization sensitive P–p measurements were used to ascertain the presence of
rotational symmetry breaking associated with the PG state in Bi2Sr2CaCu2O8+δ compounds at
various dopings [327]. Figure 48 shows the experimental polarization dependence, where the
probe polarization was rotated by an angleθ with respect to the crystalx direction (Figure48(a)).
Here we use notations in whichx andy point in directions along the Cu–O bond, whilex′ andy′

are directions rotated by 45◦ in the plane (Figure48(b)). When either global or local symmetry
is broken (either dynamically or statically), an additional possibility exists, where asymmetric
states can also be excited by higher order terms via DE. Without such breaking of symmetry,
higher order coupling cannot coherently exciteB-symmetry modes, because the phase of the
excitation averages out to zero (for second order coupling). However, symmetry breaking can
provide a coupling mechanism for the excitation ofB-symmetry modes. Measurements by Toda
et al. [327] on Bi2Sr2CaCu2O8+δ reveal a remarkableindependenceof the P–p response on the
pumppolarization, which rules out IE as the excitation mechanism, and indicates the presence of
symmetry breaking. The polarization data shown in Figure48 show that not onlyA1g, but also
B-symmetry modes are excited. The pump must therefore exciteB1g andB2g in the second order,
which is only possible in the presence of breaking of tetragonal symmetry. The T-dependences of
theA1g, B1g andB1g components in Figure48nicely show the onset of the underlying symmetry-
breaking to occur nearT∗. Within this mechanism it is necessary that all three components show
broken symmetry at the same time, which is indeed the case. Thus it is possible to unambiguously
conclude that tetragonal symmetry breaking occurs atT∗ = 140 K [327].

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

103



Advances in Physics 161

Figure 48. (a)–(c)δR(θ)/Rtransients at typical temperatures for overdoped Bi2212 samples together with
polar plots of the maximum values ofδR(θ)/R. The solid lines indicate fits using Equation (84).δR(θ)/δRat
delay time of 10 ps is also shown (open circles). Note that the Cu–O bonds directions are drawn horizontal
and vertical, while the crystalline axes are along the Bi–O bonds, and are rotated nearly 45◦ from the Cu–O
bonds. Taken from Ref. [327].

Finally, interesting results have recently been obtained by time-resolved ARPES. The initial
pump-induced modification of the occupation of the ungapped nodal states is affected by the onset
of the pseudogap state atT < T∗ [369]. These results allow a direct connection of the transient
density of the nodal quasiparticles to the global phase diagram of cuprates (see Section5.2.7),
demonstrating an unexpected interplay between the antinodal pseudogap and the pump-induced
population at differentk-vectors in the Brillouin zone.

5.2.5. Superconductivity-induced spectral-weight change

As extensively discussed in Section5.1.1, single-color optical techniques unveil a dramatic
change in the dynamics, as soon as the system undergoes the superconducting phase transition at
T < Tc. At the most general level, all the time-resolved optical measurements evidence a slowing
down of the relaxation dynamics of the optical signal, whose time constant rapidly changes from
100 to 200 fs whenT > Tc, characteristic of the electron–phonon cooling process, to several
picoseconds atT < Tc. Simultaneously, the amplitude of the signal measured in the near-infrared
range increases by about one order of magnitude. The detailed discussion about the origin of the
bottleneck, which is ascribed to the formation of a non-equilibrium population of pair-breaking
bosons at the gap energy, has been presented in Section5.1.1and discussed within the frame of
the Rothwarf–Taylor model (see Section3.4.1). Despite some early attempts at directly measur-
ing the dynamics of the superconducting gap,�SC(T), via time-resolved Raman spectroscopy
[421], it was soon realized that the gap dynamics could be mapped into the high-energy (>1 eV)
optical properties. In this section we will focus on the origin of the variation of the near-infrared
optical properties that, for some unexpected mechanisms, turns out to be directly proportional
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to the density of the superconducting condensate. To formulate the problem more directly, we
can consider the conventional BCS superconductors, in which the onset of superconductivity
corresponds to the opening of the superconducting gap, in the electron density of states. As a
consequence, the optical conductivity (see Section4.1.4) is strongly affected only for below-
gap radiation (�ω < �SC(T)), while the optical properties are almost unaffected at energy scales
larger than about 10�SC(T). Even considering an interband transition at the frequency0, the
simple energy-gap model for conventional superconductors [422] predicts small changes of the
interband transitions over a narrow frequency range of the order of0 ± �SC(T), which does
not explain the relatively large variation of the optical properties in the entire infrared-visible
spectrum.

The direct relationship between the dynamics of the infrared optical properties and the super-
conducting condensate was directly demonstrated by the first time-resolved experiments in the
THz [193,275,276] and mid-infrared [360] energy range that directly accessed the dynamics of
the condensate and of the superconducting gap. Optical (1.5 eV) pump-THz probe experiments
were performed on superconducting YBCO crystals [275]. At T < Tc, the recovery time for long-
range phase-coherent pairing increases up to a value of about 3.5 ps, that is in agreement with
the relaxation time measured by all optical P–p experiments. Furthermore, the relaxation time
exhibits a clear tendency to diverge whenTc is approached from below. This result, which was
lately confirmed by infrared probe measurements [197], suggests that the relaxation time and the
temperature-dependent gap are linearly related, i.e.τ ∝ 1/�SC(T). Similar conclusions can be
reached by studying the ultrafast mid-infrared reflectivity of YBCO at different hole-dopings. In
particular, after the optical excitation, theab-plane gap in the optical conductivity undergoes an
ultrafast filling, while the equilibrium condition is recovered on the picosecond timescale [360].
Overall, THz and mid-infrared data clearly confirm the scenario suggested by all-optical mea-
surements, i.e. the ultrafast excitation triggers a strong decrease of the superconducting fraction,
that progressively recovers on the picosecond time scale.

A possible explanation of the relation between the optical properties in the visible and
the superconducting condensate was suggested by time-resolved reflectivity measurements on
Bi2Sr2Ca1−yDyyCu2O8+δ (BSCCO) crystals with a hole-doping concentration that spans a signif-
icant range of values across optimal doping (popt = 0.16) [191]. These experiments demonstrated
that both the kinetics of the quasiparticle decay and the sign of theδR(t)/Rsignal change abruptly
at optimal doping, as shown in Figure49(a). As a consequence, thep = popt value discriminates
between two regions characterized by a different nature of the superconducting phase transition.
Taking inspiration from the results coming from equilibrium optical spectroscopies [423–425],
it was suggested that the change of sign ofδR(t)/R could be the fingerprint of a spectral weight
transfer from the condensateδ(ω) function (see Section4.1.4) to higher frequencies.

This problem was unambiguously addressed after the advent of multicolor experiments that
opened the possibility of probing the dynamics of the dielectric function over a broad energy
range. In order to perform low-fluence experiments in which the pump energy does not overcome
the threshold for the impulsive vaporization of the superconducting condensate (see Sec-
tions5.1.1and6.2.1), a pump probe technique based on the supercontinuum white light produced
by a photonic fiber seeded by a high-repetition rate Ti:sapphire oscillator was developed [41].
This novel optical pump-supercontinuum-probe technique was used to investigate the dynamics
of the optical properties in the 1–2.5 eV energy range in Bi2Sr2Ca0.92Y0.08Cu2O8+δ (Y-Bi2212)
crystals at different doping, unveiling a superconductivity-driven change of an optical transition
at 1.5 eV (see Figure49(b) [43]. This result unveils an unconventional mechanism at the base of
the superconducting transition, both below and abovepopt, whose nature can be inferred by calcu-
lating the spectral weight variation of the 1.5 eV transition, i.e.δSW1.5 eV = SWN

1.5 eV − SWSC
1.5 eV,

as defined in Section4.1.5. As shown in Figure49(c), the sign change atp = popt of theδR/R(t)
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Figure 49. Time-resolved optics in superconducting cuprates. (a) The single-color relative reflectivity
variation,δR/R(t), measured in the superconducting phase of Bi2Sr2Ca1−yDyyCu2O8+δ crystals with dif-
ferent hole concentrations. The superconducting temperatures areTc = 71 K (underdoped),Tc = 94.5 K
(optimally doped), andTc = 77 K (overdoped). Taken from [191]. (b) The broadband relative reflectivity
variation,δR/R(ω, t), measured in the superconducting phase of Y-Bi2212 crystals with different hole con-
centrations. The superconducting temperatures areTc = 83 K (underdoped),Tc = 96 K (optimally doped),
andTc = 86 K (overdoped). The insets display schematically the position of each measurement in theT– p
phase diagram of Y-Bi2212. The white lines are the time traces at 1.5 eV photon energy. Taken from [43].
(c) The spectral weight variation,δSWtot is reported at different delays for the three dopings. (d) The black
circles represent the maximumδSWtot, i.e. theδSWtot measured at 400 fs, as a function of the doping level.
Taken from Ref. [43].

signal is just the consequence of a transition from positive to negativeδSW1.5 eV values. This
observation entails important consequences on the nature of the superconducting phase transition,
since the spectral weight change of the interband transitions can be related to the change of the
average kinetic energy of the charge carriers. By assuming thatδSW1.5 eV is compensated by an
opposite change of the Drude spectral weight, the kinetic energy variation (δ〈K〉) of the charge
carriers is obtained by [43]:

δ〈K〉 = 8�
2δSW1.5 eV · (83 meV/eV2). (87)

Using Equation (86), the estimated superconductivity-induced kinetic energy decreases per
Cu atom. For the underdoped sample is estimated to be∼1–2 meV, which is very close to
the superconductivity-induced kinetic energy gain predicted by several unconventional models
[238,426]. In this picture, thep = popt value delimits two regions that correspond to the crossing
from a kinetic energy gain-driven to a potential energy gain-driven superconducting transition
(see Figure49(b)), consistent with predictions of the 2D Hubbard model [313]. These results
clarify the origin of the doping- and temperature-dependentδR/R(t) signal measured in single-
color optical experiments and demonstrate that the dynamics of�SC can be reconstructed from
the dynamics at optical frequencies.
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The interplay between the low-energy physics and the high-energy optical transition has been
further supported by other experiments based on the use of transient broad-band reflectivity. In
particular, signatures of the dynamics of�SC in La1.85Sr0.15CuO4 (LSCO) have been found at the
typical scale of the Mott physics (2.6 eV) [326]. More recently, a direct link between thec-axis
phonon modes and the high-energy in-plane optical properties in optimally doped YBCO was
made by a similar technique [427].

A new window on the ultrafast dynamics of high-Tc superconductors was opened by the
recent development of high-resolution TR-ARPES experiments [59]. The high repetition rate of
the ultrafast sources that can be currently employed for photoemission experiments guarantees the
statistics necessary for low-fluence experiments in which the band dispersions and the electron
self-energies are only slightly modified by the optical excitation. Considering the case of super-
conducting copper oxides, TR-ARPES experiments substantially confirmed the picture emerging
from the time-resolved optical technique, beside adding new valuable information related to the
excitation and relaxation processes in the crystal momentum space. Unfortunately, the photon
energy (�ω ∼ 6 eV) of the fourth harmonics of the Ti:sapphire laser, that is commonly employed
as the source of ultrashort pulses of UV photons, limits the accessibility window of this technique
in copper oxides to the states that lie within∼ 1 eV from the Fermi energy and with a momentum
that corresponds to a range of∼ 27◦ of azimuthal angle [173] from the nodal direction (45◦, see
the top panel in Figure50). As expected, the measurements of the pump-induced dynamics of the
nodal quasiparticles in Bi2212 revealed a suppression of the nodal quasiparticle spectral weight,
that is greatly enhanced in the superconducting state [173,428]. As shown in Figure50(a), the
recovery dynamics of the QP spectral weight depends on the laser fluence and ranges from∼ 4
to ∼ 7 ps, in agreement with the optical results that evidenced the strong superconductivity-
induced bottleneck in the dynamics. Interestingly, the evidence of a superconductivity-induced
change of the dynamics of the nodal QPs challenges the conventional picture dominated by the
nodal–antinodal dichotomy, in which the nodal QPs should be almost unaffected by the onset
of superconductivity and the opening of ad-wave gap [428]. Further results [369], also demon-
strated the unexpected possibility of establishing a link between the nodal quasiparticles and the
cuprate phase diagram, as can be inferred from equilibrium and out-of-equilibrium optical (see
Section5.2.7). Even though the issue of the k-dependence of the relaxation dynamics has not been
completely clarified [172,173], the TR-ARPES measurements far from the node seem to suggest
that the decay of hot QPs toward the node is blocked by phase-space restrictions, while the recov-
ery of the equilibrium superconducting state is dominated by the Cooper pair recombination in a
boson bottleneck limit [173].

Current efforts in the field of TR-ARPES measurements are directed to quantitatively extract
the dynamics of the band dispersion and of the electron self-energy and to address the nature
of the boson modes which drive the formation of a non-thermal electron/hole distribution in the
“boson”-energy windowEF − � < �ω < EF + � [429] and its successive relaxation through
electron–boson coupling [430]. Recent data on optimally doped Bi2212, evidenced a transient
shrinking of the Fermi surface on the 200–500 fs timescale, which suggests a possible transient
hole-photodoping as a consequence of the electron–hole asymmetry in the relaxation dynamics
[371]. On the other hand, the analysis of the TR-ARPES experiments on Bi2212 and Pb-Bi2201
evidenced a transient decrease of the electron self-energy, which corresponds to a weakening of
the electron–boson coupling [431]. The tight relation between the dynamics of the electron–boson
coupling and that of the superconducting gap is also supported by the fact that the electron–boson
coupling is unresponsive to the ultrafast excitation above the superconducting critical temperature
[431]. These recent results, along with the current efforts to increase the probe photon energy via
high-harmonics generation from high-repetition rate ultrafast sources, are expected to open new
perspectives for the physics of correlated systems and high-temperature superconductors.
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Figure 50. Relaxation dynamics of the ARPES intensity change at different pump fluences andk-directions,
measured by the azimuthal angle�. (a) Nodal decay curves at different fluences normalized to the same
amplitude. (b) Off-nodal decay curves at different fluences normalized to the same amplitude. (c) Nodal and
off-nodal curves at the same fluence. Taken from Ref. [172].

5.2.6. Fluctuations of the superconducting order parameter

The non-equilibrium spectroscopies also offer a new tool to investigate the role of the fluctua-
tions in the superconducting transition. While in conventional superconductors the opening of the
energy gap is simultaneous to the onset of a macroscopic phase coherence, in low-density and
two-dimensional systems the phase fluctuations of the order parameter can prevent the formation
of a macroscopic condensate, even though a pairing gap is already formed. In this regime the
system is governed by a small coherence length,ξ , which tends to diverge atTc following the
power lawξ ∝ |T − Tc|−ν . Similarly, the relaxation timeτ , of the system is expected to diverge
asτ ∝ ξ z, wherez andν are the critical exponents [212].

THz spectroscopy directly probes the superfluid response and is thus a useful tool for measur-
ing the temporal fluctuations of the superconducting order parameter. Broadband time-domain
THz spectroscopy in Bi2212 [364] and La2xSrxCuO4 [365] unveiled the persistence of super-
conducting correlations up to 16 K aboveTc. The further development of the techniques also
led to the development of more elaborate techniques in optical P–p experiments aimed at inves-
tigating the relaxation dynamics with high temporal resolution in the regime that is expected
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Figure 51. A summary of the pairing amplitude and phase coherence dynamics nearTc measured with
different methods in Bi2212: (a) the recovery time of the optical superconducting signal (τREC), the QP
recombination timeτ3Pulse

QP measured by the three pulse technique and the QP recombination timeτSubtraction
QP

from pump–probe measurements obtained by subtraction of the pseudogap signal. A fit to the data using a
Berezinsky–Kosterlitz–Thouless model [364] is shown by the solid red line. The green dashed line shows
the fluctuation lifetimeτGL given by time-dependent Ginzburg–Landau theory. The phase correlation time
τTHz from THz conductivity measurements is shown for comparison. (b) The amplitude of the SC signal
A3Pulse

SC andAPp
SC obtained by three pulse and the pump–probe measurements, respectively. The THz response

is also shown. As expected on the basis of the response functions discussed in Sections4.1.4and4.2, the
superfluid densityρ0 from THz measurements shows remarkably close agreement with the amplitude of the
optical responseASC, aboveTc. Taken from [432].

to be dominated by the phase fluctuations of the superconducting condensate. Indeed, using
an all-optical three pulse technique (see Section2.2) on Bi2212, the fluctuation dynamics of
the superconducting pairing amplitude was separated from phase relaxation above the critical
transition temperature. Both were shown to be distinct from the contribution related to the pseu-
dogap phase [432] on the basis of their temperature dependence, and more recently on the basis
of symmetry [327]. The results are summarized in Figure51. Similar critical behavior nearTc

have been recently obtained on thin Bi2212 films with optical pump-THz probe measurements,
directly monitoring the dynamics of the mid-infrared conductivity [277]. Finally, recent time-
resolved ARPES measurements [369] suggested that the pump-induced modification of the nodal
QP population is affected by the onset of superconducting pairing fluctuations atTfl > Tc. Over-
all, these results strongly support the scenario in which the pairing gap amplitude of underdoped
cuprates extends a few tens of degrees beyondTc, while the phase coherence shows a power-law
divergence asT → Tc.

5.2.7. The cuprate phase diagram from non-equilibrium spectroscopies

Bringing together the results presented in the previous sections, we can realize that the non-
equilibrium spectroscopies, which combine temporal and spectral information, constitute a

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

109



Advances in Physics 167

Figure 52. The phase diagram of superconducting copper oxides from non-equilibrium spectroscopies. (a)
The phase diagram of Bi2212 obtained by non-equilibrium. (b) Pseudogap and superconducting energy
scales as obtained from equilibrium spectroscopies for various families (Bi2212, Y123, Tl2201 and Hg1201)
of superconducting copper oxides withTc,max = 95 K. Taken from Ref. [218].

unique tool to investigate the phase diagram of copper oxides and, more in general, of correlated
materials. In contrast with conventional techniques, such as ARPES, Raman scattering, tunneling,
specific-heat measurements and scattering experiments, which usually probe a specific aspect,
non-equilibrium techniques are sensitive, within a single experiment, to a variety of phenomena
ranging from the pseudogap to the onset of superconductivity. In the case of hole-doped copper
oxides, the main non-equilibrium results collected in Figure52(a), provide a comprehensivep–
T phase diagram whose main properties can be summarized as follows:

The normal state.The high-temperature and large-doping concentration region of the phase
diagram is characterized by relaxation dynamics similar to that observed in conventional
metals. Two recovery times of the order of∼ 100 fs and∼ 1–2 ps are usually observed and
attributed to the coupling to the optical buckling and breathing phonons and, subsequently, to
the rest of the lattice vibrations. The coupling of the charge carriers to short-range antiferro-
magnetic fluctuations is expected to be effective on the∼10 fs timescale (see Sections5.2.2
and5.2.3).

The pseudogap state.When the doping concentration and temperatures are decreased, the ultra-
fast dynamics exhibits a sharp change in the sign of the relative reflectivity variation, which
defines aT∗

neq(p) pseudogap-like line that approaches the superconducting dome in the
overdoped region. This drastic change in the dynamics has been attributed to a photoin-
duced decrease of the scattering rate related to the photoinjection of antinodal excitations.
Notably, TR-ARPES measurements showed that the opening of the antinodal pseudogap
also affects the relaxation dynamics ofnodalquasiparticles, challenging the concept of com-
plete nodal–antinodal dichotomy (see Section5.2.4). Furthermore, polarization-sensitive
ultrafast measurements suggested an underlyings-wave symmetry of the pseudogap-
related signal, in contrast to the common assumption of a pured-wave pseudogap (see
Section4.2.3). Interestingly, the region defined by theT∗

neq(p) corresponds to the region
of theT– p phase diagram where an anomalous increase of the conductivity, interpreted as
a transient superconducting-like state, has been reported after mid-infrared excitation (see
Section6.2.2).
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The superconducting dome.When the systems is cooled down below the critical temperature,
the photoinduced relaxation dynamics is dramatically modified, as clearly shown by all the
different non-equilibrium techniques. On a very general level, the recovery dynamics sud-
denly increases from the∼100 fs to the� 1 ps timescale, as soon asT < Tc. This drastic
increase of the recovery time is attributed to a bottleneck process, in which the pair-breaking
excitations photoinjected by the pump pulse are trapped on the upper edge of the supercon-
ducting gap as a consequence of the interaction with the gap-energy bosons emitted in the
recombination process and of the phase-space constraints for the scattering processes. Even
though a comprehensive model of the microscopic processes responsible for the relaxation
dynamics are still missing, many experimental and theoretical efforts have recently been
made to clarify this fundamental aspect in the hope of finding the signature of the elusive
superconducting bosonic glue. Furthermore, non-equilibrium optical spectroscopies have
demonstrated that the superconducting transition is accompanied by a change of the spec-
tral weight of the optical transitions at the energy scale (1.5–2.5 eV) of the charge-transfer
process, which suggest the transition from a kinetic energy-driven superconducting transi-
tion in the underdoped region to a more conventional potential energy-driven process in the
overdoped region (see Section5.2.5).

The phase-fluctuation region.In the underdoped region of the phase diagram, the supercon-
ducting signal persists well above the critical temperatureTc. This has been interpreted
as the signature of an underdoped region dominated by the phase-fluctuations of the
superconducting order parameter which destroy the long-range order (see Section5.2.6).

Overall, the non-equilibrium spectroscopies demonstrated an enormous potential in directly
probing the rich physics of the copper oxides phase diagram. Current efforts mainly focus on
experimentally accessing the dynamics of the antinodal excitations, on investigating the interplay
between the charge-order phenomenon and the superconductivity and finally unveiling which are
the boson modes involved in the pairing mechanism.

5.2.8. Time-domain competition between different orders

Time-resolved techniques constitute a natural tool to investigate the interplay among multiple
orders that can cooperate or compete to determine the actual ground state of complex materials.
Recalling the Ginzburg–Landau equations (see Equations (46), (47), and (48)) for two coupled
order parameters (η1 andη2), it is easy to show that the recovery dynamics of the two orders
are interdependent. This observation has important consequences that can be exploited in time-
domain experiments: (i) when the intrinsic lifetimes (τ11 and τ22) of the order parameters are
significantly different, it is possible to partially quench one of the two and track in the time-
domain their subsequent coupling during the restoring of the ground state; (b) ifτ11 ∼ τ22, then
the optical pump can be used to completely quench one of the phases and probe the intrinsic
dynamics of the residual order parameter.

5.2.8.1. Coupled dynamics of multiple orders.The coupled dynamics of different order
parameters has been studied in a variety of systems, such as nickel and copper oxides. One of
the simplest examples is the La1.75Sr0.25NiO4 nickelate that exhibits simultaneous spin and charge
orders in the stripy phase. In particular, while the formation of the one-dimensional charge density
waves (CDW) breaks the translational symmetry, the antiferromagnetic spin order (SO), which
requires the pre-existing CDW, breaks both translational and rotational symmetries. By using
time-resolved femtosecond resonant X-ray diffraction at the Ni-L3 edge [73], which is sensitive
to the modulation of the Ni valence electrons at the CDW and SO wavevectors, it has been shown
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Figure 53. Cartoon of the dynamics of CDW (blue areas) and SO (yellow areas) orders in La1.75Sr0.25NiO4
at four different stages. The intensity of the colors is proportional to the amplitude of the CDW and SO
orders. Taken from Ref. [73].

that the dynamics of the two symmetry-broken phases is strongly coupled in the time-domain (see
Figure53), i.e.τ12 ≥ τ11, τ22, despite the fact that the energy scales of the two orders differ by at
least an order of magnitude. This work stimulated the theoretical investigation of the role of the
amplitude and phase fluctuations in the coupled CDW and SO dynamics, demonstrating that the
amplitude dynamics dominates the initial time scale (∼ 2 ps), while the phase recovery controls
the behavior on the long-timescale (>20 ps) [74].

More recently, femtosecond soft X-ray diffraction at the Cu-L3 edge resonance was com-
bined with mid-infrared excitation to investigate the melting of the charge order and its interplay
with superconductivity in copper oxides [76,77]. In particular, upon resonant excitation of the in-
plane Cu–O stretching mode in La1.875Ba0.125CuO4, the charge stripe order was found to melt on a
sub-picosecond time scale, while the low-temperature tetragonal distortion was only weakly per-
turbed (and on longer timescales). Similar measurements were also performed on YBa2Cu3O6.6

[76]. Interestingly, the melting of the in-plane charge-density wave was shown to be directly con-
nected to the photo-enhancement of the coherent interlayer transport [263,264], suggesting that
the charge-order phenomenon competes with the superconductivity. AboveTc, superconductivity
remains a hidden phase, which can be accessed by nonlinear phonon excitation [72,433].

Time-resolved optical techniques have also been employed to investigate possible phases that
compete with superconductivity in Tl2Ba2Ca2Cu3Oy [434] and (Ba,K)Fe2As2 [378], in which
spin-density wave (SDW) order anticipates the superconducting transition atTc =28 K.

Quite naturally, much effort has been dedicated to clarify the nature of the interplay between
the pseudogap (PG) and superconductivity (SC) in doped copper oxides. Single-color P–p exper-
iments promptly revealed a coexistence of the PG and SC signals belowTc, which allows the
direct separation of the charge dynamics of PG and SC excitations [196,351]. The advent of
broadband time-resolved experiments constituted a breakthrough in the understanding of the rela-
tion between the PG and SC phases. The broadband probe provides spectral fingerprints of the
different phases that can be exploited to unambiguously disentangle their dynamics, even in the
regime in which one of the two orders is vanishing. This technique has been applied to investigate
Bi2Sr2Ca0.92Y0.08Cu2O8+δ, demonstrating that once superconductivity is established, the relax-
ation of the pseudogap proceeds two times faster than in the normal state. The sign and strength
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of the coupling term suggest a weak competition between the two phases, allowing their coex-
istence [373]. Similar results, which suggest a repulsive interaction between superconductivity
and another fluctuating order, have also been obtained on the Nd2−xCexCuO4+δ electron-doped
cuprate [357].

5.2.8.2. Ultrafast quench of the superconducting phase.The possibility of using an ultrashort
light pulse to completely quench the superconducting phase constitutes a further development
in the time-domain study of the PG–SC interplay. More specifically, above a fluence-threshold
of the order of fewμJ/cm2, the Cooper pairs with long-range order are fully destroyed within
the photoexcited volume (see discussion in Section6.2.1). Above this threshold, it is possible
to isolate the native SC signal and to study how the PG signal is modified during the recov-
ery of the long-range superconducting order [175]. Time-resolved broadband spectroscopy on
Bi2Sr2Ca0.92Y0.08Cu2O8+δ demonstrated that the relaxation of the pseudogap becomes signifi-
cantly slower once the SC phase is removed through the impulsive optical excitation [373]. This
result suggests a dynamically competing relationship between SC and PG, in agreement with
the results obtained as a function of the temperature [373]. The presence of multiple competing
ordering tendencies has also been argued by TR-ARPES measurements on Bi2212 [370], which
evidenced a marked anisotropy in the fluence-dependent response of the gap.

5.3. Optical generation of coherent bosonic waves

The excitation with an external stimulus that is shorter than the typical lifetime of a specific mode
is able to induce a macroscopic coherent oscillation of the mode itself, which can be detected by
the probe pulse. Microscopically, the impulsive excitation mechanism can be described as an
inverse Raman scattering process (see Section4.2.3), in which the modes with the symmetry
determined by the Raman tensor [5,6] can be excited. In the particular case of symmetry-broken
phases, the oscillation of the mode at the proper frequencyω0 can be viewed as the dynamics
around the equilibrium value of the order parameter, as determined by themexican-hatpotential
landscape described in Section3.5. The possibility of tracking in the time-domain the oscillation
of the order parameter, constitutes the time-domain counterpart of the conventional energy-
domain Raman spectroscopy and it has been applied for the investigation of a wealth of different
systems. Historically, most of the work has been focused on optical coherent phonon modes that
can be easily excited and detected in many materials. More recently, also the possibility of inves-
tigating the coherent oscillations of charge-density wave modes and the massive amplitude modes
(Higgs modes) ins-wave superconductors has opened interesting perspectives. Even though the
discussion of the huge amount of literature about the coherent excitation of optical phonons
and CDW modes goes beyond the scope of the present review and it would require a separate
work, we will here present some recent examples to show how it is possible to exploit coherently
excited bosonic modes to understand the properties of unconventional superconductors and other
correlated materials.

5.3.1. Lattice modes

A major advance in the field was stimulated by the observation of coherent optical phonons in the
form of distinct oscillations in the single-color P–p signal on YBa2Cu3O7. Surprisingly, both the
amplitude and the dephasing time of a specific mode at∼15 meV, which involves the motion of
the Ba atoms, were found to drastically increase belowTc [8]. This result underscored, for the first
time, a direct relationship between coherent phonon modes and the superconducting condensate.
As a possible explanation,ab initio calculations suggested that the superconductivity-induced
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Figure 54. Optical generation of coherent bosonic waves. (a) Phase diagram of doped vanadium sesquiox-
ide (V2O3). (b) Relative reflectivity variation measured in a single-color P–p experiment on V2O3 and
V1.944Ti0.056O3. Taken from Ref. [435]. (c) Relative reflectivity variation measured in a single-color P–p
experiment on La1.9Sr0.1CuO4 at different temperatures. Taken from Ref. [436]. The change in the probe
THz electric field,δEprobe, as a function of the P–p delay timetPp, measured on superconducting NbN.
Taken from Ref. [437].

change of the density of states at the Fermi level induces a small displacement in the equilibrium
positions of the ions. As a consequence of the partial quench of the superconducting conden-
sate, induced by the pump pulse, the ions are pulled back to their normal equilibrium positions,
thus exciting coherent phonons [438]. This picture has later been completed by means of broad-
band time-resolved measurements which showed that the coherent movement of the Ba atoms
resonantly modulates the optical properties at a very high energy-scale (2–2.4 eV) [427]. DMFT
calculations demonstrated that the specific atomic displacement of the Ba atoms strongly couples
to the density of states at the Fermi energy, thus affecting the high-energy optical transitions from
the lower Hubbard band to the Fermi level [427].

The possibility of inducing lattice oscillations to coherently modulate the density of states at
the Fermi level and, in turn, the chemical potential has been also widely explored in iron-based
superconductors. While P–p reflectivity measurements on Ba(Fe1xCox)2As2 did not evidence any
difference below and above the critical temperature [379], TR-ARPES on Ba/Eu(Fe1xCox)2As2

showed a pronounced oscillation of the Fermi level at the frequency of the A1g phonon mode
[439]. These results have been interpreted as the fingerprint of the modulation of the effective
chemical potential in the photoexcited surface region [408,439]. Furthermore, the use of few-
cycle multi-THz pulses enabled the direct tracking of the evolution of the spin-density-wave
(SDW) gap of BaFe2As2 after the ultrafast excitation. Interestingly, it was found that the SDW
gap is induced upon excitation of the normal state above the transition temperature and that the
magnetic order adiabatically follows the coherent lattice oscillation at a frequency of 22 meV
(5.5 THz). These results attested a strong spin–phonon coupling that supports the rapid devel-
opment of a macroscopic order on small vibrational displacement even without breaking the
symmetry of the crystal [381].

Finally, the excitation of coherent acoustic waves has been exploited to investigate the
interplay between the lattice and the electrons in proximity of the insulator-to-metal phase tran-
sition in Cr(Ti)-doped V2O3 (see Figure54(a) and 54 (b)), which constitutes the paradigm of a
Mott-insulator [435].
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5.3.2. Charge-density-waves

The spontaneous development of charge-order patterns, which break the translational symmetry,
is a common property of many correlated materials. The paradigmatic case is the charge-density
wave (CDW) instability that emerges from the Fermi-surface nesting at the wavevectorQCDW,
as a consequence of the coupling between the charge density and the lattice (Peierls instabil-
ity). Besides this basic mechanism, the CDW instability can also be caused or enhanced by the
electron–electron interactions, which can eventually lead to the formation of Mott or excitonic
insulators, and by disorder (Anderson localization mechanism). It was recently realized that time-
resolved optical spectroscopy can be used to quench the CDW order and to measure the recovery
dynamics of the equilibrium state. This technique provided a new way for disentangling the role
of the elementary electronic and structural processes and thus identifying the dominant interac-
tions responsible for the insulating state and for the CDW instability [440,441]. A comprehensive
picture of the melting and reconstruction of the CDW order has been obtained by extending the
time-domain investigation to the lattice degrees of freedom, through the use of time-resolved
electron diffraction on TaS2 [442].

Besides the clarification of the fundamental interactions responsible for the CDW instabil-
ity, ultrafast techniques can also be used to generate coherent oscillations of the CDW mode.
Since the CDW instability is one of the most simple and robust examples of second-order phase
transition, in which a complex order parameter� exp(iQ · r + φ) emerges atT < Tc, the CDW
systems can be used as a platform to study the dynamics of symmetry-broken phases and the
decay of the amplitude/phase modes. Coherent oscillations at the frequency corresponding to the
lattice mode which drives the Peierls instability have been observed in various rare-earth tritel-
lurides, in TaSe2, in K0.3MoO3, Rb0.3MoO3 and in TiSe2 by conventional optical pump–probe
[443,444], three-pulses optical experiments [35], TR-ARPES [382,445], THz spectroscopy [272]
and time-resolved X-ray diffraction [446].

In P–p experiments the initial quench of the order parameter,δη0(t,
−→r ), is confined to the

thin superficial layer corresponding to the pump penetration length. The intrinsic inhomogeneity
of the excitation process leads to the complex spatio-temporal dynamics ofδη(t,−→r ) that can
be reproduced by a second-order differential equation that is derived by the Ginzburg–Landau
functionals (see Section3.5) [35]. The results of time-resolved spectroscopies on CDW materials
triggered a theoretical effort, that is still at its infancy, to develop non-equilibrium microscopic
models that can reproduce the temporal evolution of the CDW gap, the charge distribution and the
density of states at the Fermi level [447,448]. More in general, the study of the temporal evolution
of systems undergoing symmetry breaking phase transitions is relevant for the Kibble–Zurek
mechanism that has an impact that goes beyond condensed-matter physics.

As discussed in Section3.1.4 the physics of the CDW instability is also relevant for cop-
per oxide superconductors. The universal tendency to develop short-ranged incommensurate
CDWs that break the translational symmetry has been recently reported in both hole- and
electron-doped copper oxides [134,142,143,376,449–453]. These findings opened new intriguing
questions about the origin of the CDW instability (Fermi surface nesting vs. electronic mecha-
nism) and its relation with the pseudogap and superconducting phases. In general, the CDW order
is considered an instability that competes with superconductivity, drastically reducing theTc in
the under-doped region of the phase diagram of copper oxides. The possibility of impulsively
removing the CDW order and of achieving its control by optical means, would open interest-
ing, though challenging, ways to increase the critical temperature of copper oxides. Recently,
the observation of a coherent oscillation at 2 THz in a single-color P–p experiment has been
reported in underdoped La1.9Sr0.1CuO4 films (Tc = 26 K) up to a temperature of∼ 100 K (see
Figure54(a) and 54 (c)) [436]. This oscillating signal has been attributed to a highly damped
collective mode of the fluctuating CDW. The observation that the CDW mode vanishes in the
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optimally doped La1.84Sr0.16CuO4 compound (Tc = 38.5 K) supports the scenario of a compet-
ing interaction between the CDW order and superconductivity. Furthermore, the extremely short
lifetime of this mode (∼ 300 fs) demonstrates the capability of ultrafast spectroscopies to investi-
gate fluctuating phenomena that would remain inaccessible by frequency-domain spectroscopies.
A similar result was also reported for underdoped YBa2Cu3O6+x, where a coherent oscillation
with frequencyν = 1.87 THz and doping-dependent onset temperature (TCDW = 105(130) K for
x=0.67(0.75)) [223] has been detected via P–p optical spectroscopy. Interestingly, the char-
acteristics of the CDW mode change when the system is cooled below the superconducting
temperature. ForT < Tc, the CDW oscillation amplitude increases, the phase shifts byπ , and the
frequency decreases byδν/ν ∼ 7%. The analysis through the coupled Ginzburg–Landau equa-
tions (see Equations (46)–(48) in Section3.5) also supports the competing scenario between
superconducting and CDW orders [223]. Finally, recent femtosecond X-ray scattering experi-
ments on underdoped YBCO, in which the vibrational modes involving the apical oxygen are
excited though a mid-IR ultrashort pulse, have been performed [76]. The observation that the
CDW is significantly quenched when thec-axis transport is photo-enhanced (see Section6.2.2),
further confirms the CDW-SC competing scenario as the most plausible.

5.3.3. Superconducting amplitude modes

A very interesting topic that is attracting great attention concerns the possibility of directly
observing the collective amplitude mode (AM) of the superconducting condensate. This mode
corresponds to the oscillation of the order parameterη(t) about the equilibrium valueηeq (see
Section3.5) at the proper frequency 2�SC. The existence of an intrinsic oscillation frequency,
which is derived from the microscopic BCS theory, implies that the collective mode has acquired
a mass, in analogy with the Higgs mechanism in the standard model. For an historical review of
the subject, see [454,455]. In principle, two main obstacles should impede the excitation and the
observation of the AM in as-wave superconductor: (i) its frequency resonates with the energy
necessary to break Cooper pairs, resulting in a strong damping of the mode itself and (ii) it
does not couple directly to electromagnetic fields in the linear response regime. However, it
was soon realized that when the superconductivity coexists with the CDW order, the competing
CDW gap pushes the total effective energy necessary to inject electron–hole excitations up to
a value larger than 2�SC. Therefore, the simultaneous presence of the CDW order avoids the
strong overdamping of the AM [456] and, furthermore, if there is any coupling between CDW
and superconductivity, the AM becomes Raman active [456,457]. As the most promising candi-
date, the CDW superconductor NbSe2 attracted much attention. In this dichalcogenide, the onset
of the superconducting phase, characterized by aTc = 7.1 K and�SC ∼ 1.2 meV, is anticipated
by the onset of the CDW order atTCDW = 33 K and�CDW ∼ 5 meV. Indeed, a collective mode
attributed to the Higgs AM was recently measured in NbSe2 through Raman scattering [458]. The
attribution to the AM was corroborated by the comparison of the results on NbSe2 with those on
its isostructural partner, NbS2, which lacks the charge density wave order and, accordingly, does
not exhibit the signature of the AM.

These results triggered an effort toward the time-domain investigation of the elusive AM in
conventional (s-wave) superconductors. It was argued that the hallmark of the AM should be an
oscillation of the gap edge at twice the gap frequency [459]. The direct detection of this mode
could be achieved via either TR-ARPES or optical spectroscopy in the gap energy range (THz)
[460,461]. In the case of optical P–p measurements, the collective oscillatory response in the
optical conductivity can be resonantly enhanced by tuning the frequency of the order-parameter
oscillations to the energy of an optical phonon mode that is coupled to the superconducting AM
[462].
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Unfortunately, the main problem in designing such a time-domain experiment is related to the
excitation process. While, in principle, the inverse Raman process in a CDW-SC system could
be exploited to launch coherent AM, the excitation with photon energy�ω � 2�SC would result
in the strong photoexcitation of the electron–hole continuum which would probably destroy the
superconducting phase. This problem was recently solved by employing a sub-gap THz exci-
tation scheme, in which the intensity of the THz pump pulse is strong enough tonon-linearly
couple to the superconducting condensate, thus exciting the AM beyond the linear response
regime [463]. Time-domain oscillations at the frequency 2�SC were reported on Nb1−xTixN
films via THz pump–THz probe experiments, in which the probe directly monitors the dynam-
ics of the absorption edge associated to the superconducting gap. As a further development the
resonant excitation of collective modes in NbN via non-linear excitation with a coherent THz
field was demonstrated. The superconducting nature of the resonance has been demonstrated
by the occurrence of a large terahertz third-harmonic generation when the frequency of the
THz pulse matches the value of the superconducting gap [437]. While it was originally pro-
posed that this effect could be ascribed to the resonant excitation of the AM mode [437], it
has been recently argued that the contribution of the AM is largely subdominant with respect
to the collective excitation of Cooper pairs [464]. The reason is that even if the AM oscillates
three-time faster than the incoming light, it weakly couples to the optical probe, that induces
a collective density fluctuation. As shown in [464] the non-linear optical process behind the
third-harmonic generation shares interesting analogies with equilibrium Raman spectroscopy,
including a polarization dependence that could be tested, e.g. in cuprates, to selectively excite
the AM.

The problem becomes even more complex in the case of unconventional superconduc-
tors, which exhibit ad-wave order parameter. In these systems, it was theoretically shown the
existence of a rich assortment of Higgs bosons, each in a different irreducible representation
of the point-group symmetry of the lattice [465]. Recently, non-equilibrium broadband opti-
cal spectroscopy on copper oxides showed coherent oscillations at the gap frequency, which
were attributed to the oscillations of the Cooper pair condensate and were discussed by an
NMR/electron spin resonance formalism [326]. Interestingly, the coherent oscillations affect the
high-energy optical properties at the typical scale of Mott physics (2.6 eV). This finding further
supports the scenario of a strong interplay between the high- and low-energy scale physics in
unconventional superconductors (see Sections5.2.5and5.3.1).

The route toward the optical control of AM modes in unconventional superconductors is still
long, but the recent advances in ultrafast techniques provide interesting routes to investigate the
character of the order parameter and its coupling to other degrees of freedom [466], such as
phonons, magnons or charge-density oscillations, and to develop novel schemes toward non-
linear quantum optics in superconductors.

6. Toward the optical manipulation and control of electronic phases in correlated
materials

The main body of this review is dedicated to time domain studies performed in the limit of small
perturbations. The light pulses trigger a small redistribution of energy among the different degrees
of freedom and the time evolution of the observables measured is used to unveil the basic interac-
tions determining equilibrium properties in complex materials. A different regime of time domain
spectroscopy explores the limits where light pulses can perturb the overall physical properties of
materials on picoseconds timescales, enabling, in principle, an ultra-fast control over the material
properties. The possibility of controlling material properties on sub-picosecond timescales led,
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Figure 55. Sketch of the optical control strategy of correlated electron systems. Photo-excitation can be
used to produce transient macroscopic functionalities not present at equilibrium. The onset of such func-
tionalities is typically the result of the transient non-equilibrium pathways triggered by photo-excitation
(left sketch). The main advantages of this approach is twofold. On one hand the new functionality can be
obtained on timescales which are not limited by thermodynamic constraints (sub ps), while on the other
hand, the non-adiabatic nature of the processes can produce transient states not attainable at equilibrium.
We propose here to classify the different evidences of transient light driven macroscopic change of physical
properties as: phase transformation between quasi-equilibrium phases, non-thermal transient excited states,
and coherent control of electronic properties.

in the last decades, to a large number of experiments exploring photo-inducedphase transforma-
tions2. The basic idea of these experiments is to drive the transformations, by means of ultrashort
light pulses that “impulsively” inject a large number of excitations. The photo-excitation within
time windows shorter than the characteristic times of the relaxation processes drives the mat-
ter into highly non-equilibrium transient regimes characterized by anomalous energy distribution
between electrons, ions, and spins, hence resulting in sudden changes of the overall material
properties. The non-equilibrium pathways leading to such effects depend on the different phys-
ical scenarios that are specific to the material being investigated. Unravelling such pathways is
recognized as an important challenge for the community in the years to come and a conference
series has been dedicated to this topic since 1998, while a number of focused issues [467] and
books [468] have been published.

Very often the light driven onset of a transient property in complex materials is reported as
photo-induced-phase-transition (PIPT). Despite the common use of the wording PIPT, strictly
speaking it is very rare that the inset of a new functionality is effectively associated to a new
thermodynamic phase. Therefore, we propose to classify here the most common approaches to
the ultrafast control of material properties under the following categories (Figure55):

(i) PIPT between quasi-equilibrium phases (PIPT); i.e. light-driven transient states char-
acterized by new macroscopic functionalities which are associated to a well-defined
thermodynamics potential.

(ii) Photo-induced transient non-equilibrium states (PINES); i.e. transient light-driven state
with a new functionality but undefined thermodynamics potential.

(iii) Coherent control of transient matter states; i.e. transient states associated to the presence
of the perturbing fields.
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In this Section, we will proceed following the classification proposed and we will limit
the discussion to some of the most intriguing experimental evidence and promising theoretical
approaches to describe such regimes in correlated electron systems. Furthermore, we will limit
the discussion to photo-induced phase transition (i) and transient non thermal states (ii). We stress
that what is reported here is not a comprehensive review on photo-induced phase transitions and
it should be seen rather as a selection of evidence reported to date. Actually the scope is to mainly
provide a set of references related to this fast growing field along with a tentative framework to
classify the most important results so far achieved.

6.1. PIPT between quasi-thermodynamic phases

At equilibrium, the free energy that describes the phase of a material is at the global minimum
given the value of the control parameters such as temperature and pressure. The crossing of the
boundary between two different phases is commonly called phase transition and it occurs as the
consequence of the variation of the control parameters. The concept beyond photo-induced phase
transition to quasi-equilibrium phases is to use ultrashort light pulses as an additional control
parameter. The intrinsic advantage of photo-excitation with respect to quasi-static changes of
temperature or pressure lies in the fact that the photo-excitation creates a far from equilibrium
distribution of the energy among the different degrees of freedom. This can trigger the formation
of thermal and sometimesnon-thermalmetastable phases. Thethermal phases are those that
can be attained via quasi-equilibrium changes of temperature and pressure. Thenon-thermal
phases are metastable states accessible only via a pathway including transient non-equilibrium
distribution of energy between the different degrees of freedom; i.e. non-thermal phases are those
phases not observable in equilibrium phase diagrams.

A central role in the effort of achieving an ultrafast control of electronic properties has been
played by transition metal oxides (TMOs). The rich phase diagram of many TMOs is the result of
the intricate interplay between electrons, phonons, and magnons that often makes TMOs very sus-
ceptible to the fine tuning of control parameters such as the pressure, the magnetic field, and the
temperature. The same responsiveness makes TMOs an ideal playground to design experiments
where the interaction between ultra-short light pulses and matter can trigger the formation of
transient phases with specific, sometimes exotic, physical properties.

6.1.1. Insulator-to-metal transition in transition metal oxides

The technological drive to increase data processing speed and storage density led to a signifi-
cant effort dedicated to photo-induced insulator-to-metal transition in 3d transition metal oxides.
In this framework, a large set of evidences revealing the transient changes of electronic prop-
erties have been discussed as photo-induced phase transitions. Various reports revealed that
photo-excitation can lead to metallicity on picosecond timescales in different transition metal
oxide families ranging from manganites [469–472], iron oxides [70], and the vanadate fami-
lies (VO2 and V2O3) [473,474]. These findings anticipated the possible realization of a new
generation of metal-oxide-based ultrafast electronic devices, whose electronic properties can
be controlled on sub-picosecond timescales, i.e. three or four orders of magnitude faster than
current semiconductor-based devices. In the following we will shortly review the studies on
VO2, allegedly the most widespread photo-induced phase transformation in inorganic com-
pounds. The high electron density of the insulating phase (1022 electrons/cm3) as well as the
vicinity of the equilibrium insulator-to-metal transition to ambient temperatures led to a large
number of experiments with different time-domain techniques, such as time-resolved X-ray
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[66,475] and electron diffraction [476,477], P–p spectroscopies in the THz/mid-IR/visible ranges
[260,271,473,478–481] and time-resolved photoemission spectroscopy [482] (Figure56).

Below the critical temperatureTc 
 340 K, VO2 undergoes a transition from a metallic rutile
(R) to an insulating monoclinic (M1) phase. The M1 phase can be obtained from R by V–V dimer-
ization along the rutilec-axis, which thus leads to the doubling of unit cell along this direction.
Nowadays, there is general consensus that VO2 can be considered as astrongly correlated Peierls
insulator in which the short range Coulomb repulsion drives the formation of the dynamical V–V
pairs necessary to initiate the structural phase transition [483].

At ambient temperature, the photo-excitation with visible and near-IR pulses results in a sud-
den (<ps) change of the electronic properties. The large increase in conductivity occurring in
the first picoseconds is followed by a slow response revealing that highly photo-excited VO2

reaches a metallic state immediately after photo-excitation. The high energy spectral response is
changed within one picosecond [41,484] as well as the local vanadium environment [476,479].
On the other hand, in highly photo-excited VO2 single crystal the low energy properties evolve
for longer times up to hundreds of picoseconds [474,478].

Besides the obvious technological implications, the possibility of photoinducing the insulator-
to-metal phase transition in VO2 attracted much interest in the hope of disentangling in the time-
domain the role of the structural phase transition from the pure electronic mechanisms responsible
for the insulating properties. The first pioneering works with time-resolved X-ray diffraction
and near-IR optical spectroscopy [66,473] demonstrated that the time necessary to photoinduce
the switching from the M1 to the R phase is∼ 80 fs, which is exactly a half period of the

Figure 56. (a) Schematic of the insulator–metal transition in VO2. While the optical properties (b, [479])
and diffraction (d, [476]) reveal a quasi-instantaneous response, the far IR conductivity (c, [478]) changes
on much longer timescales.
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phonon connecting the two crystallographic phases. These results were obtained with a pump
excitation larger than∼ 10 mJ/cm2, which exceeded the energy needed for a quasi-adiabatic
transformation. The presence of the 80 fsbottlenecksuggested that the structural rearrangement
is fundamental for achieving the complete phase transformation.

Later on, the dramatic advances in multi-THz spectroscopy led to the possibility of directly
disentangling the electronic and lattice dynamics with a time resolution of 40 fs [260,271]. These
measurements unveiled an instantaneous (within 40 fs) photoinduced metallicity and a coher-
ent response of the V–V structural motion, which were interpreted as the result of the local
photoexcitation of the vanadium dimers from the insulating state. A clear threshold of 2–4 mJ/cm2

at 340–300 K was reported. The absence of abottleneckto photoinduce the transient metallic
state, led to a reconsideration of the role of the local electronic correlations in the stabilization of
the insulating M1 phase.

All this rich (and to some extent contrasting) phenomenology was recently reconciled by
time-resolved electron diffraction measurements [477]. The possibility of directly tracking the
position of the V atoms allowed the authors to identify two different excitation regimes: (i) above
∼9 mJ/cm2 the pump excitations drives the non-thermal melting of the M1 phase in a fraction
of crystallites and (ii) at intermediate fluences (2–9 mJ/cm2), the pump excitation is not suf-
ficient to initiate the structural phase transition, but drives anon-thermalmetastable metallic
state in the M1 crystallographic structure. This transient metallic state, which is not accessible
in equilibrium conditions, is the direct consequence of the instantaneous collapse of the Mott
gap after the strong photoexcitation of carriers from the localized V-3d valence states. This pic-
ture has been confirmed by time-resolved photoemission spectroscopy [482,485], which directly
showed the instantaneous collapse of the Mott gap in the intermediated 2–9 mJ/cm2 pump-fluence
regime.

A similar phenomenology has also been observed on V2O3 by time-resolved far-infrared
spectroscopy [474]. The possibility of directly probing the dynamics of the Drude conductivity
allowed the authors to disentangle two different pathways for the photoinduced phase transition:
(i) a photothermal transition from antiferromagnetic insulator to paramagnetic metal in∼ 20 ps
and (ii) an incipient strain-generated paramagnetic metal to paramagnetic insulator transition on
a timescale of∼ 100 ps.

6.1.2. Photo-induced metastable non-thermal phases

The phase transitions toward metastable phases that are not accessible through quasi-adiabatic
transformations are quite attractive for both fundamental physics and technological applications.
Specifically, it is possible to access non-thermal minima in the free energy by resonantly excit-
ing specific degrees of freedom (electron, phonon, or spin excitation). These quasi-equilibrium
states of the matter are reached via a transformation requiring a non-adiabatic distribution of
energy between electron, lattice, or spins. One seminal example of such a mechanism has been
recently reported in TaS2 [486], where a transition toward a stable hidden phase in the material
can be obtained through the sudden quench driven by∼ 35 fs light pulses. In TaS2 the interplay
between electron correlation and the coupling of electrons with phonons makes the free energy
dependence on different degrees of freedom quite complex. In particular, the transient photo-
excited electron–hole asymmetry allows for a transient non-adiabatic doping. In Figure57(a), a
plot of the chemical potential surface as function of the number of electrons and holes is repre-
sented. The three surfaces represent the chemical potential surfaces for free electrons (blue), holes
(green), and localized electrons (orange). Photo-excitation under the condition of electron–hole
asymmetry can create electronic distributions not achievable via quasi-equilibrium transfor-
mation. As reported in [486], this mechanism can be exploited to drive the system between
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different quasi-ground stateelectronic configurations, leading to different sample conductance
(Figure57(b)) and vibrational characteristic (Figure57(c)).

6.2. PINES and photodoping

Photo-excitation in matter often results in transient non-linear responses that are associated with
a non-thermal change of its physical properties. Oppositely to the previous paragraph where
we have identified photo-induced phase transformation as a response associated to a novel
quasi-equilibrium phase, transient responses displaying functionalities different from those at
equilibrium and not associated to the quasi-equilibrium thermodynamic potentials can often be
produced by light irradiation in complex material. In such states the onset of the new functional-
ity is not associated to a phase transition, but rather to a transient non-equilibrium response with
undefined thermodynamic potentials. The dynamical onset of a new functionality is, in this case,
determined by the dissipation processes characteristic of the material.

Many studies have used this non-linear response to address the nature of the interactions
leading to the pair formation in high-temperature superconductors. The rationale of those studies

Figure 57. Exploring a non-equilibrium phase diagram by photo-excitation in TaS2. A transformation
toward a persistent non-thermal phase can be triggered by ultrashort light pulses in TaS2. The transient
photo-excited electron–hole asymmetry can push the material into different electronic free energy min-
ima (a), leading to quasi-stable phase characterized by a conductance (b) and structural characteristic (c)
different from any thermodynamically accessible state. Taken from Ref. [486].
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Figure 58. The pair-breaking dynamics in MgB2 at 7 K exhibited by the transient conductivity
σ1(t) measured by optical pump/THz probe reflectivity measurements with different pump fluences
F = 0.4–4µJ/cm2. The inset shows the time-dependence ofn(t) for differentK. Taken from [201].

have been to use photo-excitations to trigger a partial (or full) quench of the superconducting
gaps in order to address via the dynamical response, the leading mechanisms underneath high-
temperature superconductivity.

6.2.1. Non-thermal melting of the superconducting condensate

The destruction of the superconducting state in very thin Pb films was first proved by Testardi
[487], by using 40µs pulses at 2 W and 6µs pulses at 5 W, generated by an Ar laser operating
at a wavelength of 5145 Å. Testardi argued that a non-thermal process was responsible for the
destruction of the SC state. Later on, the availability of ultrashort laser pulses enabled more
detailed studies on this topic. In conventional superconductors, phase coherence and pairing occur
at the same temperature, so the evolution of the order parameter coincides with the appearance
of the gap. Thus one can discuss the process of the destruction of the SC state in terms of pair-
breaking using the Rothwarf–Taylor model (see Section3.4.1).

Indeed, the conventional superconductors MgB2 and NbN have been discussed very success-
fully in terms of the R–T equations taking into account pair-breaking by phonons generated in
the photoexcited electron thermalization process. The so-called pre-bottleneck scenario gives the
expression for the time-evolution of the QP dynamics within the R–T model. Exact solutions for
the QP densityn are given in [185,488]:

n(t) = β

R

[
−1

4
− 1

2τ
+ 1

τ

(
1

1 − K e−βt/τ

)]
, (88)

where R and β are the usual bare QP recombination rate and pair-breaking rates, respec-
tively, while K and τ are dimensionless parameters determined from the initial conditions:

K = (τ (ξ + 1)/2− 1)/(τ (ξ + 1)/2+ 1), τ−1 =
√

1
4 + (2R/β)(n0 + 2N0), where ξ = 4R0/β.

n0 andN0 are the initial QP and phonon populations. Hence, when the number of phononsN is
large after the photoexcitation, a regime where−1 ≤ K < 0, i.e. the initial phonon temperature
is higher than the equilibrium value, is established. Figure58 shows a good fit to Equation (88)
[488]. Interestingly, very similar pair-breaking dynamics was discussed also for NbN [278].

As already discussed in Section 5.1.1.3, a saturation of the P–p signal was universally
observed [175,193,194,196–198,275,276,279,348,367] also in copper oxides at relatively small
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pump fluences (Fth = 10–70μJ/cm2). This phenomenon was attributed to the non-thermal
superconducting-to-normal state phase transition induced by the pump pulse. Intriguingly, it was
argued that this transition is driven by the loss of phase coherence, before the complete closing
of the superconducting gap is achieved [196,197,372]. This process can lead, in analogy to the
case of a magnetic-field quench of type I superconductivity, to a non-thermal first-order phase
transition where superconducting and normal-state domains can coexist at the nanoscale. In this
picture, from the saturation of theδR/Rresponse it is possible to extract the vaporization energy
Uv necessary to destroy the condensate. The data for a number of diverse materials are shown in
Figure59(a) [367]. A systematic investigation of the processes leading to nonthermal condensate
vaporization shows that the process exhibits a strong systematic dependence of the vaporization
energy onTc, varying approximately asUv ∼ T2

c . This behavior can be shown to be described
by a phonon-mediated quasiparticle (QP) bottleneck mechanism within the RT model, where the
ratio between�SC in relation to the phonon spectrum determines the dependence ofUv on Tc

(see Figure59(b)). To model the dependence ofUv on Tc, let us consider how the energy trans-
fer between photoexcited (PE) carriers and the condensate depends on the size of the SC gap.
After initial thermalization (which is over in 100 fs) a large non-equilibrium phonon population
is created. The phonons whose energy exceeds the gap�ωph > 2�SC can subsequently excite
QPs from the condensate, but thelow-frequencyphonons with�ω < 2�SC cannot, so they do not
contribute to the vaporization process. The lost energy to low-energy phonons is:

Ulost =
∫ 2�SC

0
δf (ω)D(ω)�ω dω, (89)

whereD(ω) is the phonon density of states andδf (ω) = fNE(ω) − fE(ω) is the difference between
the non-equilibrium and equilibrium phonon distribution functionsfNE and fE, respectively. To
estimate the dependence ofUlost on Tc from Equation (122), we assume thatδf (ω) is constant,
and we approximate the experimentalD(ω) by an inverted parabolaD(ω) = (α/8)ω(2ω0 − ω),
whereα is a constant. Integrating Equation (89), we obtain:

Ulost = α�3
SC

[
2�ω0

3
− �SC

2

]
. (90)

Assuming for YBCO a constant gap ratio 2�SC/kBTc = R, withR=4, �ω0 = 40 meV andD(ω)

extending from 0 to 80 meV, (shown in the inset to Figure59), Equation (92) gives the curve
shown in Figure59(b). For iron pnictides the phonon frequencies are lower than in oxides,
but taking�ω0 = 20 meV, the predicted variation ofUlost on Tc is not significantly different
(Figure59(b)). For the superconductor series, Equation (92) predicts the dependence ofUv on
Tc quite well, which is not surprising, considering that the gross features ofD(ω) do not vary
significantly from material to material.

The total vaporization energy is the sum of the condensation energy and the lost energy,
Uv = Uc + Ulost . Since for large gap systemsUv � Uexp

c , thenUv 
 Ulost. As a consequence,
Uexp

c is only a small contribution toUv, hence explaining why the anomalous doping depen-
dence ofUexp

c observed in the cuprates is not displayed byUv. ComparingUv for NbN measured
using the same technique [278], Uv/Uexp

c = 1.7 is considerably smaller than in the cuprates,
which can now be understood in terms of Equation (92) and the inset to Figure59(b). When
2�SC << �ωDebye almost all phonons can excite QPs, soUlost → 0, andUv 
 Uc, in agree-
ment with the observed ratio ofUv/Uexp

c = 1.7 . Thus for small-gap superconductors, the
optical method can be used to give a reasonable estimate of the superconducting condensation
energy.

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

124



182 C. Giannettiet al.

Figure 59. (a) The transient reflectivityδR/Ras a function of fluenceF, normalized to the threshold value
FT for a number of different superconductors. (b) Vaporization energyUv, as a function ofT2

c for the
cuprates (expressed in Kelvin per planar Cu), NbN (in K /Nb), and for the pnictides SmFeAsO0.8F0.2 and
Ba(Fe0.93Co0.07)2As2 (in K/Fe). The solid curve is a plot ofUlost usingD(ωph) from Equation (88) for
YBaCuO (red) and the iron oxy-pnictide (blue). The dashed line is a square lawUv = ηT2

c . The inset shows
the phonons with�ω > 2� (shaded) participate in the relaxation. The measured phonon density of states
D(ωph) for YBCO (Ref. [20]) is approximated by a parabola (line) for the purposes of the calculation. Taken
from Ref. [367].

6.2.2. Photoinduced superconductivity

The conjecture that the superconducting state might emerge, or be enhanced as a result of an
appropriate photoexcitation, goes back many decades [489]. In particular, many interests were
focused on materials where the appearance of superconductivity is governed by the doping.
Starting with a material set in a region of the phase diagram close to the superconducting tran-
sition, a small additional photodoping might result in a metastable superconducting state. The
main problem is that photoexcitation – that creates equal numbers of electrons and holes –
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does not increase the carrier density unless an unbalanced population is created near the Fermi
level. Moreover, if such a condition can be achieved, it must hold long enough to establish the
macroscopic phase coherence. Unfortunately, achieving the requirede−h asymmetry is diffi-
cult, and attempts of photoinduced states with CW excitation lead to heating, and possibly a
“photoinduced” pyroelectric effect [490].

In recent years, a few examples of doping-induced metastable photoinduced states have
been discovered. Here we will limit the discussion to materials that exhibit photoinduced
superconductivity.

6.2.2.1. Persistent photoconductivity.A possible mechanism to create a metastable state is to
utilize the trapping of electrons on defects and vacancies [491]. Such a trapping can occur in
insulating layers of a structurally heterogeneous superconductor, but also on impurities or within
twin or grain boundaries [492]. Indeed, these effects are quite common in nonstoichiometric
complex oxides [493,494]. For example, the trapping of electrons in color centers of the Cu–O
chains in YBa2Cu3O7−δ leads to hole doping in the CuO2 planes, hence mimicking the chemical
doping. Samples close to the insulator–superconductor phase boundary can then show metastable
superconductivity. The effect, originally observed by Kudinov et al. [495,496], was suggested to
be intrinsically related to the ordering of the oxygen atoms into chain fragments subsequent to
photoexcitation [495]. The process is correlated with the appearance of luminescence [497] and
only recently was it clarified by novel experiments and theory [498–500].

An interesting case is given by the large transient photoinduced enhancement of the supercon-
ducting critical temperature from 43 to 67 K in epitaxial YBa2Cu3O6.7/La0.7Ca0.3MnO3 bilayers
upon visible light illumination [501]. In contrast to the case of persistent photoconductivity, here
the photoinduced enhancement of the critical temperature is transient and it relaxes slowly on
a timescale of 100 s. While in the first persistent photoconductivity experiments the oxygen
ion defects are involved, in these layered samples a charge transfer between the layers is sug-
gested to be responsible for the photodoping. This demonstrates the possibility of light induced
charge transfer through interfaces, by a process similar to carrier injection though semiconductor
junctions.

6.2.2.2. Transient photoconductivity.Yu et al. have pioneered ultrafast transient photoconduc-
tivity experiments [16,502] on insulating YBa2Cu3O6.3 crystals. Their studies show an intriguing
transient drop of the resistance on the picosecond timescale appearing at temperatures near 90 K.
Interestingly, this finding reflects the superconducting critical temperatures in chemically doped
YBa2Cu3O6.9. The crystals were mounted in a stripline circuit, with a resolution of 50 ps at 2.6 eV
photon energy, or 600 ps at 3.7 eV, and the transient photocurrent was recorded with a band-
width >200 GHz. Interestingly, a similar effect was also observed in La2CuO4+δ [16]. In these
experiments, the lifetime of the photocurrent response was found to be strongly dependent on
photoexcitation fluence, displaying a clear crossover around 7× 1015 photons/cm2 (which corre-
sponds to 2–3 mJ/cm2 for 2.6 eV photons), where a dip appears in the photoinduced resistivity
ρph(T) curve at 90 K (Figure60(a)). At the same laser fluence, a kink appears in the photoinduced
conductivityσph(t) (Figure60(b)), which indicates the existence of a metastable photoexcited
state. Yu et al. [16] attribute this to the formation of metastable metallic droplets embedded in
the insulating matrix and that become superconducting at low temperatures. The critical fluence
is quite large in comparison with the vaporization energy required to melt the superconducting
condensate, but is close to the fluence (∼ 0.75 mJ/cm2) required to manipulate the pseudogap
in La1.9Sr0.1CuO4 [348], and it is lower than the fluence that causes photoinduced structural
instabilities (>10 mJ/cm2) [503].
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184 C. Giannettiet al.

Figure 60. The transient photocurrents recorded with different laser fluences in insulating YBa2Cu3O6.3. (a)
At a critical fluence of∼ 7 × 1015 photons/cm2, the transient photoinduced resistivityρpc(T) shows a dip
near 90 K, close to the superconductingTc = 93 K of the optimally doped compound. (b)σpc as a function
of time shows an increase of lifetimeτpc with increasing fluence, again with a remarkable crossover to
metastability at a fluence near∼ 1016 photons/cm2. Taken from Ref. [16].

The microscopic mechanism for the observed metastability is still unknown, although it is
clear that the process is relatively inefficient. The majority of photoexcitede−h pairs are pre-
sumed to annihilate very rapidly, and only a small number of electrons remain trapped in defects,
allowing their hole partners to dope the CuO2 planes, forming superconducting droplets. As we
shall see in the next section, signatures may appear at higher frequencies in the optical response.

6.2.2.3. Photo-induced superconductivity based on mid-IR excitation.As extensively dis-
cussed in Section3.4.3, sub-gap photons can be used to manipulate the distribution of the
thermal excitations already present in the system, leading to the effective increase of�SC, as
given by Equation (39). This effect has been recently observed in NbN, under strong excitation
by intense and narrow-band picosecond THz pulses [280]. Although this effect is interesting
per se, it can hardly be extended to unconventional systems with anisotropic gaps. In cop-
per oxides, even though the large antinodal gap (∼ 40 meV) would allow the achievement of
the sub-gap condition by strong mid-IR excitation, the presence of nodal regions with a zero
or vanishing gap prevents it from reaching the fulleffective coolingregime. Nonetheless, the
effort for achieving superconductivity by photoexcitation in conditions where a superconduct-
ing state is thermodynamically unattainable rekindled thanks to recent discoveries revealing that
a superconducting-like state may be attainable in photo-excited underdoped cuprates [263,504]
and K3C60 [505]. The physical mechanisms leading to transient superconductivity in such sys-
tems is still debated but the set of evidences and theoretical proposals is growing by the day. The
first reports proposed to drive by light pulses the formation of superconducting phases in non-
superconducting stripe ordered underdoped cuprates. For example, in La1.675Eu0.2Sr0.125CuO4

and La2−xBaxCuO4 superconductivity at equilibrium is inhibited by the presence of a compet-
ing charge ordered phase [504,506]. The main idea of these works is to use near-IR pulses to
melt the charge ordered phase in underdoped cuprates via vibrational excitation. The qualita-
tive argument reported by Fausti et al. is that the resonant excitation of vibrational modes could
melt the charge order [77,504] without a significant heating of the electrons, hence leading to a
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Figure 61. Various experiments have rekindled the possibility of using mid-IR pulses to transiently enhance
superconductivity. (a) The first evidence was reported in La1.675Eu0.2Sr0.125CuO4 where irradiation with
mid-IR pulses triggered the onset of a low frequency Josephson plasma resonance (inset) indicative of 3D
quantum coherent transport. (b) The THz response to similar excitation condition in underdoped YBCO
revealed a light-induced inductive response which is indicative of the formation of a condensate whose
density vanishes approaching the pseudogap onset temperature. Different scenarios have been proposed for
this experimental evidences. (c) LDA calculation have shown that the resonant excitation of CuO stretching
mode could lead to a modulation of the interplanar distances through non-linear phononic coupling. (d) An
alternative scenario is that the resonant excitation in the mid-IR could lead to an effective cooling of the
interlayer phase fluctuation thereby leading to the onset of 3D coherent transport. The figures have been
reproduced from Refs. [263,264,504,509,510].

superconducting state not reachable by adiabatic transitions. In these works, the onset of out-
of-equilibrium quantum coherent transport is measured by the light-induced appearance of a
Josephson plasma resonance (inset Figure61(a)), that at equilibrium is linked to the onset of
3D coherent transport [224,507].

The evidence that the resonant excitation of vibrational modes may lead to a transient quan-
tum coherent state motivated various recent reports using similar experimental settings to study
the effects of resonant excitation of the off-plane CuO modes in underdoped YBCO. A sys-
tematic study of the effect as a function of the doping revealed that mid-IR excitations result
in a transient response possibly related to the quantum coherent transport in all the pseudogap
phase of underdoped YBCO [263,264] (Figure61(b)). Most interestingly, a signature of a tran-
sient superconducting state has been revealed up to the ambient temperature in Y2Ba2CuO6.45

[263,264].
A comprehensive theory describing the light-induced quantum coherent transport at high tem-

peratures is still lacking but some experimental evidences and theoretical speculations provide
some clues. Under the excitation condition that leads to the onset of possible superconducting
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states [263,264], the distances between the CuO layers are modified by the photo-excitation pro-
cess [72]. This is rationalized at a qualitative level by the presence of a non-linear coupling
between the ac-driven CuO phonon mode and the inter- and intra-bilayer distances [76,508]
(Figure61(c)). The resonant excitation of thec-axis CuO mode leads to an increase (reduction)
of the intra(inter)-bilayer distance. Local density approximation (LDA) calculations suggest that
such modified intra- inter-layer distances may drive a reduction of the hybridization between
the oxygen (in the oxygen-deficient chains) with the Cu orbitals. This is likely to increase the
doping and thedx2−y2 character of the Fermi surface. A doping increase would push the sys-
tem toward optimal doping while the change of the Fermi surface shape may help suppress the
charge-density wave order, which inhibits superconductivity [72]. Both effects may favor the for-
mation of a transient superconductive phase, but further investigations are needed to consolidate
this scenario.

The debate over the mechanism governing the possible transient superconducting state is
lively and some of the same authors have proposed alternative scenarios. An alternated stack
of insulating and superconducting layers, which are coupled by the Josephson interaction, can
describe the electrodynamical response of the layered superconductors. In particular, in bilayer
YBCO two different Josephson couplings are present between intra- and inter-layer planes. This
peculiar structure give rise to two different plasma resonances associated to inter- and intra-
layer coupling. Recent calculations suggest that an ac-excitation of a bi-layer superconductor
resonant to the intra-layer plasmon can drive a cooling of the interlayer fluctuations, which are
mostly connected to 3D transport properties [509,510] (Figure61(d)). The optimal suppression
of phase fluctuations is observed for electric field resonances with the energy difference between
inter- and intra-layer plasmon, while the experimental reports suggested a resonance with the
CuO mode [263,264]. Furthermore, it has been suggested that Dicke superradiance can cause the
formation of transient superconducting states at temperatures much higher than the equilibrium
critical temperature [511].

Various questions remain open and the debate is lively on both the possibility of observing
the onset of quantum coherent transport on ultrashort time scales [512,513] as well as on the the-
oretical scenarios disclosing the possibility of driving, by ultrashort electric field, the formation
of a superconducting phase [514,515,516].

The recent advances in optical and free electron laser schemes to generate intense THz light
pulses also allowed for the exploration of various non-linear transport responses of superconduc-
tors to electromagnetic waves. In particular, the possibility of manipulating the superconducting
order parameter along thec-axis allowed for the observation of a field driven quench of the
Josephson coupling between the superconducting planes and revealed in such a condition the
onset of an Ohmic response [517]. Further studies combining table top and FEL THz sources
could disclose a regime where solitonic solutions for the propagation of low photon energy
e.m. fields could be observed [518]. More recently in-plane THz excitation has been used to
measure non-linear transmission of the condensate [519] and to trigger collective excitations
associated with the charge-density-wave order in underdoped cuprates [520]. The disappearance
of the CDW oscillation atTc revealed a strong coupling between the possibility of launching a
coherent excitation in the CDW and the onset of the SC order parameter.

7. Recent advances and perspectives in the theoretical approaches for non-equilibrium
correlated materials

Almost every attempt to review our theoretical understanding of high-temperature superconduc-
tivity features the admission that, despite the huge effort of the community, these materials still
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remain puzzling in many aspects, including the most important question, namely the origin of
superconducting properties. One of the main reasons behind the lack of a complete understanding
of these materials is indeed the inherent difficulty to treat the strong correlations that dominate
their phase diagram, even in simplified models such as the two-dimensional single-band Hub-
bard model [100] (see Section3.1.2) or the related t– J model, which can be derived as the
strong coupling limit of Equation (8) forU � t, but it is sometimes considered as a more general
model because it can also be obtained from a more realistic three-band model which also includes
oxygenpx andpy orbitals [521]:

H = −
∑
i,j ,σ

tij c
†
iσ cjσ + J

∑
ij

�Si · �Sj , (91)

where�Si = ∑
αβ c†

iα �σαβciβ and�σ are the Pauli matrices.
Despite the huge effort triggered by the idea that these models should feature the main prop-

erties of high-temperature superconductors, no exact solution has been found except for one
dimension and in the limit of infinite coordination, and there still seems to be some controversy
even about the qualitative phase diagram of the two-dimensional version of these models. In
this view, the path toward a theory of non-equilibrium high-temperature superconductivity may
seem long and winding. On the other hand, one can reverse the perspective and consider the
non-equilibrium dynamics as an extra “knob” that we can use to explore the intrinsic proper-
ties of high-temperature superconductors and strongly correlated materials. As discussed in the
previous sections, pump-and-probe spectroscopies can indeed be used to drive the system in
metastable states which are not accessible in equilibrium and/or to tune the properties of the sys-
tem, similarly to what can be done in ultracold atom systems, where we can control the relevant
parameters of a quantum system with a freedom which is not possible in solid state [522].

The tuning of the physical properties via photoexcitation is clearly not, at least in the present
stage, as simple, direct and controlled as in cold atoms. Nonetheless a joint experimental and
theoretical effort can help to disentangle the various effects which determine the time-evolution
of photoexcited materials, thereby identifying protocols to control the properties of the materials,
a strategy with a huge potential both for technological applications and for basic research.

Of course this process is at an early stage, even if the experimental advances are setting a very
fast pace. As a matter of fact, the present landscape of theoretical investigation of non-equilibrium
correlated systems is rather complex and only a part of these studies are directly relevant to
strongly correlated materials, while a large body of research is devoted to open quantum systems
and to general concepts related to thermalization and lack thereof. As a consequence, the aim of
this section is not devoted to a complete comprehensive review of the diverse approaches to study
the non-equilibrium physics of strongly correlated models, but it rather presents some of the main
ideas which can help to get one oriented in the evolving landscape of time-resolved experiments
on high-temperature superconductors and correlated materials. In particular, we focus our atten-
tion on the non-equilibrium extensions of the Gutzwiller approximation and the DMFT, and we
will briefly review their application to study some basic problems in which a correlated material
is driven out of equilibrium.

Methods for non-equilibrium correlated systems. Even if the research on the time evolution
of non-equilibrium quantum systems is a relatively young field, a variety of methods have been
introduced or adapted from their equilibrium counterparts.

In this work we focus mainly on the time-dependent generalizations of two of the most
popular approaches for equilibrium correlated systems, the Gutzwiller variational approach
[523] and the DMFT [149]. The choice of these two approaches is based on their success
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in the description of strongly correlated materials in equilibrium, especially in three dimen-
sions and for homogeneous phases. Moreover, the two methods systematically improve on
independent-particle methods like the Hartree–Fock scheme, and DMFT can be seen in turn
as an improvement of the Gutzwiller approximation, thereby defining a hierarchy of theoretical
methods which guides us to identify the microscopic mechanism behind the observed phenom-
ena. On the other hand, we will not discuss in any detail many other approaches and ideas
that have been proposed to study strongly correlated systems out of equilibrium, including for
example exact diagonalization and density-matrix renormalization group (DMRG) [524,525],
quantum versions of classical methods to explore the dynamics, like the master equation [526]
or the kinetic equation [527], variational methods [528] and quantum Monte Carlo [529], even
if we will comment on some of the main results in relation to specific physical problems.
In the spirit of the present work, we will not discuss issues connected to the thermalization
in closed quantum systems and its relation with integrability. We will also avoid discussion
of one-dimensional systems, which display peculiar phenomena which are not directly rele-
vant for high-temperature superconductors or three-dimensional Mott insulating oxides. In the
following section we will first discuss the basic information we can gain from equilibrium cal-
culations, then we will present analytical insight based on the Gutzwiller approximation, and we
will finally briefly comment on the DMFT results. Please note that this section is not meant
to review the huge body of work on non-equilibrium DMFT, for which we refer the reader
to [530].

7.1. Non-equilibrium techniques for strongly correlated materials: the Gutzwiller
variational technique

The Gutzwiller variational approach represents one of the simplest yet effective tools to deal with
strongly correlated electron systems. The method is based on the Rayleigh–Ritz variational prin-
ciple and it is devised to find the optimal wavefunction within a class of wavefunctions where
a linear operator which gives different weights to different local configurations (the “Gutzwiller
projector”) is applied to a Slater determinant. The Gutzwiller approximation is therefore a sys-
tematic improvement over the Hartree–Fock method, which in turns spans the space of Slater
determinants, which is obviously a subspace of the Gutzwiller variational space. The similarity
between the two methods suggests that the Gutzwiller approach can be generalized to non-
equilibrium situations in analogy with the time-dependent Hartree–Fock scheme. For the same
reasons mentioned above, the time-dependent Gutzwiller approximation will be a systematic
improvement with respect to the time-dependent Hartree–Fock, which can be recovered in a
limit in which the Gutzwiller projector becomes the unit operator.

Starting from any lattice Hamiltonian with only local interaction terms

H =
∑

i,j

N∑
a,b=1

(tab
ij c†

iacjb + H.c.) +
∑

i

Hi , (92)

wherec†
ia creates an electron at sitei in orbitala = 1,. . . ,N, the indexaspans all the local degrees

of freedom including the spin, and the orbital index, andHi contains all on-site terms, Hub-
bardU interaction, the Hund’s exchange coupling and the crystal-field potential. The Gutzwiller
wavefunction [148,523] is defined as

|�〉 = P|�0〉 =
∏

i

Pi |�0〉, (93)
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where|�0〉 is a Slater determinant andPi a linear operator that acts on the Hilbert space of sitei.
Following a popular terminology we shall denotePi as the Gutzwiller projector. The role ofPi is
to change the weights of the local electronic configurations with respect to the Slater determinant,
mimicking the effect of the interactions, which select some local configurations. For example, in
the case of the single-band repulsive Hubbard model, the interaction unfavors double occupancy
and the Gutzwiller projector has to “project out” configurations rich with doubly occupied sites.

At equilibrium, both |�0〉 and Pi can be determined variationally by minimizing the
expectation value of the Hamiltonian over the variational wavefunction

E = 〈� | H | �〉
〈� | �〉 . (94)

If we want to describe the non-equilibrium dynamics of a correlated system within the same
approximation, we can introduce a time-dependent trial wavefunction [531,532] in which both
the Slater determinant and the projector depend on time

|�(t)〉 = P(t)|�0(t)〉 =
∏

i

Pi(t)|�0(t)〉, (95)

and require that|�0(t)〉 andPi(t) extremize the actionS(t), i.e.

δS(t) = δ

∫ t

0
dτL(τ ) = 0, (96)

where (�= 1)

L(t) = 〈�(t)|i∂t − H|�(t)〉. (97)

In general situations the expectation values in Equations (96) and (99) cannot be evaluated
analytically, and the exact values can only be obtained numerically, for instance by means of
variational Monte Carlo. [533] An exception is the case of models defined on lattices with infinite
coordination numbers. In this case, the expectation values can be computed analytically provided
the following two constraints are satisfied [152,534,535]:

〈�0(t) | Pi(t)
†Pi(t) | �0(t)〉 = 1, (98)

〈�0(t) | Pi(t)
†Pi(t)c

†
iacib | �0(t)〉 = 〈�0(t) | c†

iacib | �0(t)〉, ∀a,b. (99)

At equilibrium the wavefunction is time independent which means that enforcing the con-
straint simply requires the performance of a constrained minimization of the expectation valueE
over the variational parameters.

Away from equilibrium, one should in principle enforce the two constraints, Equations (100)
and (101), at any timet. However, it was shown [535] that, if Equations (100) and (101) are
satisfied at the initial timet =0, the equalities will hold during the whole time-evolutiont >0
that solves Equation (98), which is a noteworthy simplification for practical implementations.

In the following we parameterize the Gutzwiller projectorPi(t) at site i by means of a
variational matrix�̂i(t), with elements(�̂i(t))αβ where|i; α〉 and |i; β〉 span a basis set in the
many-body Hilbert space of sitei. For a single band Hubbard model|i; α〉 can assume four values,
namely|0〉,| ↑〉, | ↓〉, | ↑↓〉.

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

132



190 C. Giannettiet al.

By definition [535]

(�̂i(t)�̂i(t)
†)αβ = 〈�(t) | i; β〉〈i; α | �(t)〉 (100)

is the matrix measuring the probability distribution of the local configurations in the variational
wavefunction. In terms of̂�i(t), Equations (100) and (101) read, respectively,

Tr(�̂i(t)
†�̂i(t)) = 1, (101)∑

αβ

(�̂i(t)
†�̂i(t))αβ〈i; β | c†

iacib | i; α〉 ≡ Tr(�̂i(t)
†�̂i(t)c

†
iacib)

= 〈�0(t) | c†
iacib | �0(t)〉, (102)

where the fermionic operators inside the trace must be interpreted hereafter as their matrix
representation in the local basis set{|i; α〉}.

If Equations (103) and (104) are both satisfied, the variational principle (98) can be calculated
explicitly and it leads to the equations of motion for the Slater determinant and the projector,
respectively [531,532,535]

i∂t | �0(t)〉 = H∗(t) | �0(t)〉, (103)

i∂t �̂i(t) = δE(t)

δ�̂
†
i (t)

, (104)

where

E(t) =
∑

i

Tr(�̂i(t)
†�̂i(t)Hi) + 〈�0(t) | H∗(t) | �0(t)〉. (105)

We have conveniently introduced a non-interacting effective time-dependent HamiltonianH∗(t)
which is written as

H∗(t) =
∑

i,j

N∑
a,b,d,f =1

c†
iaRi,ad(t)

†tdf
ij Rj,fb(t)cjb, (106)

which is nothing but the non-interacting kinetic terms renormalized by time-dependent renor-
malization factorsRi,ad(t) andRj,fb(t), which generalize the static renormalization of the kinetic
energy which characterizes the equilibrium Gutzwiller approximation. The renormalization
parametersRi,ab(t) are defined through the solution of the linear set of equations

Tr(c†
ia�̂i(t)

†cib�̂i(t)) =
∑

d

Ri,bd(t)Tr(�̂i(t)
†�̂i(t)c

†
iacid), ∀a,b. (107)

The set of Equations (105)–(109) defines the time-dependent Gutzwiller approximation. In
the following sections we will describe the main applications which have been developed so far.
Here we briefly analyze the physical content of these equations in order to anticipate what are the
main improvements with respect to Hartree–Fock and the limitations of this approach.

It is indeed natural and common to interpret the time-dependent Slater determinant|�0(t)〉
as describing the dynamics of quasiparticles, whereas the matrices�̂i(t) encode the dynamics
of the Mott–Hubbard side-bands. Within the above variational scheme the two distinct degrees
of freedom are mutually coupled, but only in a mean-field fashion; each of them evolves in an
effective time-dependent potential provided by the other.
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In addition, the equation of motion for̂�i(t), Equation (106), is essentially semiclassical;
there is no quantum entanglement between the matrices at the same and at different sites. There-
fore, while the feedback between quasiparticles and Hubbard bands represents a fundamental
improvement over time-dependent Hartree–Fock, where the systems are approximated by non-
interacting quasiparticle states, Equations (105) and (106) cannot account for all dissipative
processes which can take place in the real dynamics. This limitation is expected to be partic-
ularly severe in the description of the relaxation to a stationary state. However, as we discuss in
the following, comparison with exact time-dependent DMFT results, whenever they are avail-
able, shows that time-averages of observables turn out to be well captured by the Gutzwiller
variational approach [531,536,537].

The dynamical Equations (105) and (106), with the expressions in Equations (107)–(109) can
be derived from the variational principle (98), and they have a rigorous variational interpretation,
only when the lattice coordination is infinite. Nevertheless, the same formulas can also be used
when the lattice coordination is finite, where they go under the name of the Gutzwiller approxi-
mation (GA). In fact, several basic concepts in the field of strongly correlated electron systems
in equilibrium have been originally uncovered by the Gutzwiller approximation, or its equivalent
slave-boson mean field theory [538,539], like for instance the Brinkman–Rice scenario for the
Mott transition in V2O3 [150], or the resonating valence bond mechanism for high-temperature
superconductivity [540].

Before briefly reviewing some results that have been obtained by the time-dependent vari-
ational scheme based on the Gutzwiller wavefunction and approximation, we mention that
Equations (103) and (104), expanded at the first order in the deviations from equilibrium, coin-
cide with the linear response theory within the Gutzwiller approximation originally developed in
[151,541].

7.2. Non-equilibrium techniques for strongly correlated materials: DMFT

DMFT [149] has been established in the last decades as one of the most reliable and powerful
methods to strongly treat correlated electron systems. DMFT is a non-perturbative, yet computa-
tionally affordable method that can be used either to solve simple models (Hubbard and related
models) or it can be combined with density-functional theory to describe accurately actual solids
[162]. It can treat different interactions (electron–electron, electron–phonon) and aspects of the
electronic structure of a material without assuming any hierarchy of energy scales.

As the name implies, DMFT can be viewed as a quantum (dynamical) generalization of
classical mean-field theory. The method is based on the neglect of spatial fluctuations, which
are treated as in a static mean-field theory. On the other hand, all the remaining quantum and
thermal fluctuations are instead treated exactly without any further assumption. This approxima-
tion becomes exact in the limit of infinite coordination or infinite dimensionality [542], where
the interaction of each site with an infinite number of partners can be described exactly by an
exact bath. Indeed the DMFT approximation turns out to be remarkably good for many three-
dimensional strongly correlated materials, where it can be used both to clarify longstanding
problems like the Mott–Hubbard transition [149,543] or in combination with density-functional
theory to address realistic aspects of correlated solids [162] including successful descriptions
of photoemission and optical spectra as well as many other observables. This success empha-
sizes the crucial role of local quantum fluctuations in strongly correlated materials, but it cannot
be extended straightforwardly to two-dimensional or highly anisotropic materials such as the
high-temperature superconducting cuprates. In the latter case, it is necessary to consider cluster
extensions of DMFT [296,544], in which the short-ranged dynamics inside a chosen cluster is
treated explicitly.
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The success of DMFT to treat the equilibrium properties of strongly correlated materials
makes the method an ideal candidate for the investigation of the time-dependent properties of
systems driven out of equilibrium. Indeed DMFT is naturally extended to the non-equilibrium by
combining it with the Keldysh formalism. The first general formulation of nonequilibrium DMFT
is due to [545] where the Baym–Kadanoff formalism is used in the case of a system driven by an
electric field. Triggered by the experimental advances in time-resolved spectroscopies and in the
detection of real-time non-equilibrium phenomena, the nonequilibrium DMFT has been boosted
thanks to the activity of several groups, as reported in the recent review by Aoki et al. [530]. In
this manuscript we focus mainly on the aspects which are particularly relevant for the description
on non-equilibrium phenomena in high-temperature superconductors and in Mott insulators.

7.2.1. DMFT: basic ideas and equations

In this section we briefly review the basic concepts of equilibrium and non-equilibrium DMFT.
We refer to previous reviews for all the technical details, and we limit the present discussion to
the basic information required to appreciate the potential of the method and its applications to
investigate strongly correlated systems out of equilibrium and their dynamical response.

As we anticipated above, DMFT is an approximated solution of a quantum model in which
every lattice site is assumed to be equivalent, or, in other words, spatial fluctuations are frozen,
just like in a static mean-field theory. On the other hand, in contrast with classical mean-field
methods, the local quantum fluctuations are fully taken into account and their effect defines
the “quantum” or “dynamical” character that appears in the name of the method. The inclu-
sion of quantum fluctuations is a highly non-trivial improvement over static mean-field theories.
As a matter of fact, the quantum nature of the method significantly complicates the solution of
the effective approximate theory, but, on the positive side, it remarkably extends the validity
of the method, allowing for a complete characterization of nonperturbative phenomena such
as the Mott–Hubbard transition [149], or the crossover between Bardeen–Cooper–Schrieffer
superconductivity and Bose–Einstein condensation [546,547].

The route to construct the DMFT is to build an effective theory for one arbitrary representative
site, usually labeled as “0”. From a formal point of view, this is realized by means of a cavity
construction, formally integrating out all the degrees of freedom of a lattice model retaining only
those defined on the chosen site. This formal procedure defines an effective local theory which
is however parameterized by all the high-order Green’s functions of the rest of the lattice. In the
limit of large lattice coordination, using a scaling of the hopping that insures a finite expectation
energy for the kinetic energy, only the single-particle Green’s function survives as all the higher-
order functions vanish. As a consequence, the local effective theory only depends on a single
function of two time variables. We can write down the form of the effective theory in terms of a
local action, in the specific case of the single-band Hubbard model, as

Seff =
∫ ∞

−∞
dt
∫ ∞

−∞
dt′c†

0σ(t)G−1
0 (t, t′)c0σ(t′) +

∫ ∞

−∞
dtU(t)n0↑(t)n0↓(t). (108)

The second term is the on-site Hubbard repulsion, and it would be replaced by any other local
interaction for different models. The first term describes precisely the local quantum fluctuations
on any site, and it is measured by the single functionG−1

0 (t, t′). This function contains, within
DMFT, the effect of the rest of the lattice on any arbitrary site, just like the Weiss effective field
describes the effect of the other spins onto any “chosen” spin in a classical mean-field theory.
For this reason, it is usually referred to as a “dynamical Weiss field”. The time dependence of the
Weiss field is the key element of the dynamical mean-field approach.
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Figure 62. Schematic representation of the DMFT idea (upper half) in which a lattice model is mapped onto
an impurity model and of the DMFT self-consistency loop (lower half).

In order to have a practical mean-field theory, we need to determine the Weiss fieldG−1
0 . This

is done by imposing a self-consistency condition, which is derived in the infinite coordination
limit, where the method becomes exact. For the sake of simplicity, we first present the self-
consistency equation in equilibrium, postponing its non-equilibrium counterpart to the end of the
present section.

The main simplification in equilibrium is thatG−1
0 is not an independent function oft andt′,

but it depends only on the time differencet − t′. As a consequence, it can be Fourier transformed
in the frequency space. The crucial observables that encodes for the local quantum dynamics of
the effective theory is the Green’s functionG(t, t′) = −i〈Tc0σ(t)c†

0σ(t′)〉Seff , where the expectation
value is taken over the effective action (110) andT indicates the time-ordered product of the sub-
sequent operators. In equilibrium alsoG(t, t′) becomes time-translation invariant, and a function
of the time difference alone. We can define the self-energy of the effective theory

�(ω) = G−1
0 (ω) − G−1(ω), (109)

and write the self-consistency as

G(ω) =
∫ ∞

−∞
dε

D(ε)

ω + μ − ε − �(ω)
, (110)

whereD(ε) is the bare density of states for the chosen lattice. Equation (114) implies that the
Green’s function of the effective theoryG(ω) coincides with the local component of the lattice
Green’s function computed using�(ω) as a local self-energy for the lattice model. The right-hand
side of Equation (112) is indeed equivalent to the sum over all the momenta of the Brillouin-zone
of the lattice Green’s functionG(k,ω). As a matter of fact, one can indeed view DMFT as a
theory in which the exact Green’s function is obtained provided that the momentum-dependent
lattice self-energy�(k,ω) is replaced by a local quantity which is ideally obtained averaging
�(k,ω) over all the momenta of the Brillouin zone.

A practical implementation of DMFT requires the solution of the local effective theory and to
impose the self-consistency condition (Figure62). The local effective theory can be mapped onto
a quantum impurity model, in which a single interacting site is hybridized with a non-interacting
bath, which is the Hamiltonian representation of the Weiss field. Impurity models, albeit much
simpler than the original lattice models, are non-trivial and do not allow for analytical solutions.
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There are however different numerically exact approaches that allow a solution of the model and
compute the Green’s function, among which we mention continuous-time quantum Monte Carlo,
numerical renormalization group and exact diagonalization. In practice a DMFT calculation is
an iterative procedure in which, starting from a given Weiss field, the impurity model is solved,
and the new Green’s function and self-energy are used to compute a new Weiss field through
the self-consistency condition. The procedure is then iterated until convergence is achieved. The
numerical solution of the impurity model is computationally extremely cheap for a single-band
Hubbard model, but it can become expensive for multi-orbital models. In the next section we
briefly discuss the “impurity solvers” that are presently available out of equilibrium.

One of the most remarkable features of DMFT is that it gives a direct access to dynamic
observables which include the spectral functionA(k,ω) = −1/πImG(k,ω), which retains a
momentum dependence despite the local self-energy, and response functions including the optical
conductivityσ(ω) and the dynamical spin susceptibilityχ(ω).

7.2.2. DMFT and high-temperature superconductors

The above discussion of the DMFT should cast some doubts on its application to high-
temperature superconductors. Indeed the phenomenology we described in the introductory
sections does not seem to be accessible by means of a theoretical approach in which spatial fluctu-
ations are frozen. The most fundamental limitation is that a momentum-independent self-energy
is unable to describe ad-wave superconducting order parameter and a momentum-dependent
pseudogap. Charge-density waves are also unaccessible unless for specific commensurate cases,
in which DMFT can be straightforwardly generalized. The simplest strategy to overcome the lim-
itations of DMFT is to include the quantum short-range correlations within the range of a finite
cluster which requires consideration of one of the methods that go under the name of cluster-
extensions of DMFT. We do not need to enter the details of these methodologies here, and we
limit to mention two main approaches, the dynamical cluster approximation (DCA) and the cellu-
lar DMFT (CDMFT). These methods employ a very similar philosophy, approximating a lattice
model with a finite cluster embedded in an effective medium which is self-consistently calculated
analogously to DMFT. On the other hand the two methods differ in the way they treat the lat-
tice translational symmetry. Within DCA an artificial translational symmetry within the cluster is
implemented in order to make the model diagonal in the reciprocal vectors of the cluster, while
in CDMFT the translation symmetry is broken.

7.2.3. Non-equilibrium DMFT: the equations and the algorithm

As mentioned above, when the system is driven out of equilibrium, the Weiss fieldG−1
0 (t, t′) is

no longer a function oft − t′, but it depends on both time variables. Apart from this important
difference, DMFT can be formulated in a way that closely mirrors the equilibrium version. The
key ingredient is the use of the non-equilibrium Green’s function theory based on the seminal
papers by Schwinger [548], Kadanoff and Baym [549], and Keldysh [550]. As a matter of fact
the Keldysh formalism allows the generalization of the equilibrium Green’s function method in a
straightforward way and it does not require any assumption or knowledge on the properties of the
system other than the initial state and the time-evolution of the Hamiltonian. We refer the reader
to previous publications [530,551] for detailed reviews of the derivation of the Kadanoff–Baym
and Keldysh formalisms. The basic idea is the time evolution of the density matrix in the presence
of a time-dependent HamiltonianH(t) can be formally written as

ρ(t) = [U (t)]†ρ(tmin)U(t) ≡ U(t, tmin)ρ(tmin)U(tmin, t), (111)
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Figure 63. The ordered contourC used to compute non-equilibrium Green’s function.

whereU(t) ≡ U(tmin, t) = T exp(−i)
∫ t

tmin
dt′H(t′) is the standard time-evolution operator andT

is the time-ordering operator, while we define a reversed time evolution operatorU(t, tmin) =
T− exp(−i)

∫ t
tmin

dt′H(t′), whereT− is an anti-time-ordering operator. Then the calculation of the
expectation value of any operatorA becomes

〈A(t)〉 = 1

Z
Tr[e−βHU(tmin, t)AU(t, ttmin)]

= 1

Z
Tr[U(−iβ + tmin, tmin)U(tmin, t)AU(t, tmin)], (112)

where we have used the cyclic property of the trace and we recast the “Boltzmann” exponential
as an imaginary-time evolution. The trace can be computed following first evolving from time
tmin to timet and measuring the operatorA, then evolving fromt back totmin and then fromtmin to
tmin − iβ . This leads to define the contour represented in Figure63 and a time-ordering operator
along the contourC, represented by the arrows. With this notation, the above expectation value
can be written as

〈A(t)〉 = Tr[TC e−i
∫

C dt′A(t) H(t′)]

Tr[TC e−i
∫

C dt′H(t′)]
. (113)

The use of the Keldysh contour defined above is particularly useful when dealing with the
evaluation of expectation values of products of operators at different times, like the Green’s
functions which can be simply defined as

G(t, t′) ≡ 〈TCc(t)c†(t′)〉, (114)

where we did not specify any label (position, spin, orbital momentum) for the fermionic operators
to maintain the generality. Since the contourC has three branches, we can unfold Equation (116)
into a 3× 3 matrix representation where the three branches of the contour correspond to the three
rows and columns (one is the upper real-time branch, two is the second real-time branch and three
is the imaginary-time branch) [552]. We refer the reader to the literature on the non-equilibrium
Green’s functions or its application to DMFT [530] for more details. Here we just recall that
the componentsG12 ≡ G< andG21 ≡ G> correspond to the so-called lesser and greater Green’s
function and that the expressions of the retarded Green’s function and the so-called Keldysh
component are given by

GR(t, t′) = −iθ(t − t′)〈c(t), c†(t′)〉 = 1
2(G11 − G12 + G21 − G22), (115)

GK(t, t′) = −iθ(t − t′)〈[c(t), c†(t′)]〉 = 1
2(G11 + G12 + G21 + G22). (116)

Using this contour, one can essentially construct the same theory of the equilibrium Green’s
functions for time-dependent problems and perform, at least in principle the perturbation expan-
sion, which leads to the definition of the self-energy�(t, t′) which will now have the same
components that we discussed for the Green’s function, and to a Dyson equation.
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Once the formalism for non-equilibrium Green’s function is given, one can prove that in
the limit of infinite dimensionality the self-energy becomes local also for time-dependent non-
equilibrium problems using the same scaling of the hopping which is required to obtain a sensible
infinite-coordination limit in equilibrium. This implies that

�̂ij (t, t
′) = δij �̂i(t, t

′), (117)

where the hat reminds the matrix nature of the self-energy and nowi and j are spatial indices
referring to lattice sites. Then the Dyson equation which allows the computation of the Green’s
function to be

(G−1)ij (t, t
′) = [δ ij (i∂t + μ) − Jij (t)]δC(t, t′) − δij�i(t, t

′), (118)

whereJij are the hopping amplitudes, which we relabel to avoid confusion with the time variable
t, andδC(t, t′) is the delta function on the contour. The equation is easily understood observing
that the first term of the right-hand side is nothing but the inverse of the non-interacting lattice
Green’s function. Exactly like in equilibrium, in infinite coordination the local component of the
lattice self-energy coincides with the self-energy of an auxiliary single-site effective theory with
the local action that we write for the site 0

S0 = −i
∫

C
dtH0(t) − i

∑
σ

∫
C

dtdt′c†
0σ(t)G−1

0 (t, t′)c0σ(t′). (119)

Exactly as in equilibrium the Weiss field has to be chosen in such a way that the Green’s func-
tion of model (121)G = −i〈TCc0σ(t)c†

0σ(t′)〉S0 coincides with the local component of the lattice
Green’s function computed from Equation (120) with

G−1(t, t′) = (i∂t + μ)δC(t, t′) − �i(t, t
′) − G−1

0 (t, t′). (120)

7.3. Correlated systems in electric fields

In this section we review the theoretical investigations of strongly correlated systems driven by
an electric field. In particular we consider the cases of static or periodically oscillating uniform
fields.

7.3.1. Correlated electrons in a d.c. electric field

An ideal metal, in which no scattering process disturbs the electronic motion, is known to react to
a static electric field with a current which oscillates periodically in time displaying the so-called
Bloch oscillations [553]. The Bloch oscillations are the consequence of a time-dependent shift of
the occupied momenta in the Brillouin zone and their existence relies on the delocalized character
of the electronic states. The period of the oscillations is given byTB = 2π�/ae|E|, wherea is the
lattice spacing,e is the electron charge, andE is the electric field.

In solid state systems this period is indeed too large, even for the largest accessible elec-
tric fields, and the Bloch oscillations are hard to observe also in the best metals with very
long scattering times. The detection of the oscillation has become possible only in artificially
designed systems like semiconducting heterostructures and it may be realized in cold-atom
systems.

From a theoretical point of view, a natural question is the destiny of the Bloch oscillations
in the presence of electron–electron interactions which lead to scattering processes and limit the
coherent motion of the electrons. Pioneering works on time-dependent DMFT have shown the
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damping of the Bloch oscillations as the interaction is increased in the Falicov–Kimball model
[545,554,555], a simplified Hubbard model in which one of the two spin species is localized.
A similar behavior is found in the Hubbard model [556,557]. The many-body spectrum of the
system is strongly reminiscent of the Wannier–Stark ladder resonances, with a positive feed-
back effect between the Wannier–Stark localization and the effects of the interactions. As a
matter of fact the correlation properties are enhanced by the electric field [555,556,558,559].
When the electric field is directed along one of the crystallographic directions of the lat-
tice and it is so large to make the potential drop between two lattice sites the largest energy
scale of the problem, a dimensional crossover to a system of dimensionalityd −1 has been
reported [560].

7.3.2. Dissipation and the approach to steady states

The results we briefly discussed in the previous section apply to isolated correlated systems driven
out of equilibrium by a static electric field. In the context of actual materials they can only provide
a starting point to understand the role of electronic correlation, while their relevance is limited by
the neglect of dissipation due to the coupling with phonons and to the other degrees of freedom
that are excluded from the simplified models.

It should be clear that some kind of dissipation must be included in order to absorb the energy
which is lumped into the system by the electric field and it is a necessary condition to reach a
stationary state after a long time.

From a general point of view, the role of the dissipative bath is essentially to allow for energy
and momentum relaxation, depleting the high-energy and high-momentum states which are pop-
ulated by the driving field. Only the competition between the two effects can lead to a stationary
population of the different quantum states.

A simple strategy to study the general effect of a dissipative bath on the dynamics of a driven
system is to include an artificial thermostat, although one can also consider models in which one
can avoid the introduction of an explicit bath, because the dissipative degrees of freedom are
included in the model itself [412,561].

In a practical implementation the dissipation can be realized either via a bosonic bath [562–
564] (which may describe the coupling with phonons or other bosons) or via a fermionic bath.
The bosonic bath is realized via an infinite set of harmonic oscillators which can be assumed
coupled with the electrons with a simple Holstein coupling. To avoid a feedback of the system
on the bath the coupling is treated in linear order with a free-boson distribution function.

On the other hand, at least within DMFT it is particularly convenient to implement a fermionic
local bath, which appears in the DFMT equations as a further thermalized bath which is added
to the self-consistent bath discussed in Section 8.2. This approach has been successfully imple-
mented in [557] where the full relaxation dynamics leading to the non-equilibrium stationary
state was studied and characterized, and in [560], where the formalism was limited to study the
asymptotic stationary state assumed to establish over a long time. In Ref. [565] the same approach
has been applied to the Kondo-lattice model.

As we anticipated, the effects of the thermostat on the non-equilibrium dynamics can be taken
into account by means of an additional self-energy�bath, which can be written as:

�bath(t − t′) = V2g(t − t′), (121)

whereg(t − t′) is the Green’s function of the bath, which is assumed to be unaffected by the
interaction with the actual system and time-translation invariant. This can be taken as an operative
definition of a bath, an object that can exchange energy and particles with the actual system
without changing its temperature and thermodynamic state. In this way the bath can absorb the
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extra energy pumped into the system by the electric field. Naturally this choice of bath is not
limited to the case of a constant electric field, but it can be used for any time dependence of the
external perturbation, including impulsive fields such as those used in pump–probe experiments.

The thermostated system obeys the following Dyson equation on the Keldysh contour [559]

Gk(t, t
′) = G0k(t, t

′) + [G0k · �k · Gk](t, t
′), (122)

where all quantities represent continuous functions of two time variables(t, t′) ∈ C, the symbol·
denotes the convolution product

[f · g](t, t′) =
∫
C

dzf(t,z)g(z, t′)

and�k(t, t′) denotes the Keldysh self-energy function. Equation (124) is expressed in terms of
the “renormalized” non-interacting lattice Green’s functionG0k:

G−1
0k (t, t′) = [G−1

0k (t, t′) − �bath(t − t′)], (123)

which is obtained from the “bare” non-interacting lattice Green’s function:

G−1
0k (t, t′) = [i

−→
∂t − ε(k)] · δC(t, t′) (124)

by integrating out locally the electronic degrees of freedom of the external thermostat. The
symbolδC indicates the delta function on the contourC.

We can define� = V2/W as an effective coupling of the physical electrons with the thermal
bath (this would be an exact result for a flat bath density of states of amplitudeW, but it gives the
order of magnitude for any kind of DOS).

The approach to the stationary non-equilibrium state can be characterized following the
real-time dynamics of the local currentJ(t) = −ie/π

∑
k vkG<

k (t, t), wherevk = ∇kε(k) is the
electronic velocity.

The results for the local current are presented in Figure64. The relaxation dynamics depends
naturally on the value of the applied electric field and on the coupling with the dissipative bath.
However, as long as the coupling is finite and not incredibly large, a finite value of the asymptotic
current at long times is obtained and the value does not depend strongly on the value of the cou-
pling �. This information is summarized in the phase diagram of Figure65, which shows a wide
central region (labeled II) in which the competition between the driving field and the dissipation
channel leads to a non-trivial state with a finite current, whose value is largely independent on
the details, while only for exceedingly largeE (region I) or� (region III) trivial states with no
stationary current are obtained. This demonstrates the effectiveness of the fermionic bath to drive
non-trivial stationary states.

Han has later shown that the inclusion of a fermionic bath is sufficient to reproduce a semiclas-
sical Ohm-expression in the conductivity despite the lack of explicit momentum scattering [566],
confirming that this bath can lead to a proper dissipation despite its intrinsic simplifications. Only
in the limit of small dissipation the steady state displays a divergent effective temperature as long
as the Bloch oscillation frequency remains finite [567].

7.3.3. Periodic ac electric fields

In the presence of a periodic in time external field, a quantum system can be driven into a nonequi-
librium steady state in which the system follows the periodic time dependence of the external
stimulus. In principle, such an ac field could be used to dynamically control the properties of the
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Figure 64. Time evolution, computed by DMFT, of the current for two values of the electric field (E= 4.7
in the top panel andE= 1.26 in the bottom panel) for different values of the coupling to the dissipative
bath. In the absence of a bath the current goes to zero at long-times, signaling the inability to establish a real
stationary state. Taken from Ref. [561].

Figure 65. DMFT phase diagram of the driven Hubbard model as a function of the static electric fieldE
and the dissipation constant�. The colorscale represents the asymptotic value of the current for long times.
The current vanishes both for very large values ofE/�, for which the system is unable to dissipate the
extra energy pumped into the system, and it evolves toward a state with infinite effective temperature, and
for small values ofE/�, in which the coupling with the dissipative bath is so large and it overshadows the
effect of the driving field. However, a large region of finite current is found for intermediate values ofE/�,
and the value of the current does not depend dramatically on the parameters. Taken from Ref. [561].

system. On the other hand in present solid-state experiments, pulsed lasers are necessary to reach
sufficiently large intensities. However, if a sufficiently large number of cycles takes place in the
duration of the pulse, we can reasonably describe the external stimulus as an oscillating field.

When we can approximate the external field with a periodic pulse, we can use Floquet method
[568,569], which is based on Floquet’s theorem [570], which can be seen as an analog of Bloch’s
theorem for periodic time-dependent problems. As a consequence of the periodic dependence of
time, the time-dependent problem can be mapped onto time-independent eigenvalue problems
introducing quasienergies which are defined up to integer multiples of 2π/T, whereT is the
oscillation period. The approach is expected to accurately reproduce the spectral properties, while
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the distribution depends on the initial conditions and requires ad hoc schemes to adequately
describe the effect of generic fields.

Recently, the Floquet method has been employed in combination with DMFT [558,559,571–
574]. In the Floquet-DMFT formalism [558,571] a dissipative correlated system is continuously
driven by a time-periodic perturbation, and it is postulated that a non-equilibrium stationary
state is reached in the long-time limit, when the dissipative processes is expected to eliminate
any dependence from the initial conditions. We notice that this assumption has been numeri-
cally proved in [557] in the case of static electric fields and a fermionic dissipative bath. The
non-equilibrium periodic state can be directly calculated within Floquet-DMFT mapping the
problem onto a non-equilibrium state of an impurity model. Therefore this specific version of
non-equilibrium DMFT does not require to actually compute the time evolution of the system,
leading to a substantially reduced computational weight.

The method was first applied to the Falicov–Kimball model, where the metallization of a Mott
insulator has been shown through the formation of photoinduced midgap states that emerge from
strong ac fields [558]. The field-induced metallic state has been further characterized, demonstrat-
ing how a standard Drude-like peak coexists with intrinsic non-equilibrium features, including
dip and kink structures in the optical conductivity exhibits, around the frequency of the exter-
nal field, a midgap absorption arising from photoinduced Floquet subbands, and a negative
attenuation due to a population inversion [574].

In [575,576] the sudden application of a properly tuned periodic field flips the electronic
structure, effectively turning the repulsion into an attraction in the absence of energy dissipa-
tion. The driven system is characterized by a non-adiabatic shift of the electronic population
in momentum space. When the momentum shift reachesπ , the shifted population relaxes to a
negative-temperature state, which leads to the interaction switching.

7.3.4. Electric fields in correlated heterostructures

The theoretical description of a system subject to an external electric field naturally leads to how
to address the properties of an actual device contacted to two metallic leads which enforce the
potential bias. From a technical point of view, this requires consideration of the spatially inhomo-
geneous systems and in layered heterostructures. The difficulties in solving an inhomogeneous
system out of equilibrium suggested to address the problem starting from the stationary state
[390,577–580].

Okamoto has studied the steady state of a correlated slab sandwiched between two non-
interacting metallic leads using DMFT and the Keldysh formalism [390,577]. The current-bias
characteristic is clearly nonlinear and this is connected with the evolution of the spectral functions
inside the correlated slab as a function of the external bias, which show important deformations
with respect to equilibrium.

Using a simplified approach in which the physical carriers are divided into left and right
movers, Heary and Han [578] have proposed the existence – in the presence of a bias – of a
second critical value of the interactionUd smaller than the criticalU for the Mott transition where
the Landau–Fermi liquid quasiparticles are lost while the system is not Mott localized. In [580]
the same approach has been applied to ans-wave superconductor described by the attractive
Hubbard model and a “bad superconducting” state was found in an analogous critical region
adjacent to a superconductor–insulator transition, where now the insulator is a paired state of
preformed pairs without phase coherence [546,581,582]. In a steady-state DMFT calculation for
the repulsive model a spatially inhomogeneous state with metallic and insulating islands has been
later proposed as the bridge between the field-induced driven metal and the Mott insulator [579].
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In [583] the real-space inhomogeneous DMFT for layered systems has been extended to the
Keldysh formalism and solved for a Mott insulator using strong-coupling perturbation theory.
In [396] the same approach has been used to monitor the spreading of photoexcited carriers,
demonstrating the crucial effect of antiferromagnetic correlations, which allow for fast transport
between layers and spatial separation of holes and electrons, as opposed to paramagnetic Mott
insulators.

7.3.5. Electric-field driven Mott transitions and resistive switching

When a band insulator is subject to a very large electric field, a resistive transition to a metallic
state can be induced, as proposed in pioneering work by Landau [584] and Zener [585]. This
mechanism, which goes under the name of Landau–Zener dielectric breakdown is based on
the simple idea that the electric field changes the wave vector of the band electrons fromk to
k − eEt/�, therefore it can induce the quantum tunneling of carriers from the conduction band to
an otherwise empty valence band. The Landau–Zener tunneling requires a threshold electric field
which is clearly of the order of the band gap. An alternative mechanism for the “dielectric break-
down” in band insulators and semiconductors is the avalanche effect, where electrons accelerated
by the external field are able to excite new electrons leading to an exponential rise of the con-
ducting carriers. Also in this case the threshold field for the dielectric breakdown is necessarily
controlled by the amplitude of the single-particle gap and the switching of the metallic state is
triggered by promoting carriers to the empty valence band.

The extension of this mechanism to Mott insulators is not merely an academic one. While
in a band insulator the electric field can reasonably excite only a small number of electrons,
in a Mott insulator the number of carriers is large and, if some mechanism is able to destroy
the Mott locking, it can release a much larger number of electrons. Therefore the control of the
conduction properties of materials by means of electric fields would accelerate the development
of the “Mottronics”, in which the properties of correlated materials would be exploited to devise
and engineer novel devices which could overcome the limitations of silicon-based electronics
in terms of miniaturization, large voltages and fast reaction times. As a matter of fact, the idea
is related to control with external knobs the insulator-to-metal transition, leading to a new kind
of dielectric breakdown. The first steps in this direction have already been taken, and a number
of strongly correlated insulators have been shown to undergo a resistive transition which does
not seem to follow the Landau–Zener paradigm [586–588]. The list includes prototypical three-
dimensional oxides and chalcogenides like V2O3, NiS2−xSex, GaTa4Se8.

The theoretical investigation of the dielectric breakdown of Mott insulators has focused
mainly on the single-band Hubbard model. Solving numerically a time-dependent Schrödinger
equation in one dimension, Oka and Aoki [589,590] have revealed that even in the case of a Mott
insulator a Landau–Zener quantum tunneling leads to the dielectric breakdown of the Hubbard
model through quantum tunneling of many-body states across the Mott gap [591].

The Mott version of the Landau–Zener mechanism involves the creation of pairs of dou-
bly occupied sites (doublon) and holes (holons) leading to a quasistationary state which carries
current with a threshold behavior and an exponential behavior [390,589,590,592]

j(t) → γ e−Vth/V . (125)

The threshold is found to vanish at the Mott transition and to scale with the HubbardU,
confirming thatVth is controlled by the Mott gap [562,593] (Figure66). Interestingly, the system
displays an asymptotic finite value of the current even in the absence of dissipative mechanisms
(which are not included in the studies mentioned above). The result has been interpreted in terms
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202 C. Giannettiet al.

Figure 66. Asymptotic behavior of the currentj̄ in the Hubbard model obtained in DMFT. The exponential
behavior is made clear by the logarithmic plot in panel (c). Panel (a) shows the linear response conductivity
σdc = j̄/F, whereF here denotes the bias (Vin the text). Panels (b) and (d) show respectively the gap�

and the threshold biasFth, showing that the latter is controlled by the former. Taken from Ref. [598].

of an infinite effective temperature for the excited carriers which do not contribute to the coherent
motion and to the current, which remains associated to the pure quantum tunneling effect.

In [594] a dissipative mechanism has been introduced and some deviations from a pure Zener
picture have been reported. In particular the current at weak field is found to be controlled by the
dissipation. In this case the effective temperature of the excited carriers becomes finite leading to
a contribution to the asymptotic current. Moreover, in connection with the electric-field-driven
dimensional crossover, the dielectric breakdown occurs when the field strength is in the order
of the Mott gap of the corresponding lower-dimensional system. Using a inhomogeneous time-
dependent Gutzwiller approximation it is possible to monitor the appearance of field-induced
evanescent quasiparticles starting from the Mott insulator [595] and their spatial distribution.
The quasiparticles appear exponentially fast as soon as the system is attached to the leads, with
a characteristic time which diverges whenU is tuned toward the Mott transition, suggesting an
avalanche effect triggered by electron–electron interaction. We notice that the feedback between
the quasiparticles and the Hubbard bands characteristic of the time-dependent Gutzwiller scheme
is fundamental to obtain this effect. In Figure67we report the time evolution of the quasiparticle
weight for different layers (z=1 corresponds to one edge, whilez=10 is the middle layer).
While the dynamics displays oscillations reminiscent of the incoherent dynamics of the metallic
state, the time-averaged values shown in panel (d) have a well-defined limit, which shows how
increasing the bias the quasiparticles penetrate from the outer layers to the bulk region. The
penetration of the quasiparticles leads finite values of the stationary current which well fit the
expected behavior (127) for a Landau–Zener dielectric breakdown. A series of different behaviors
in the relaxation dynamics in the presence of an electric field has also been reported within DMFT
in [596] for the Hubbard and Falicov–Kimball models highlighting that the integrability of the
unperturbed model does not influence the relaxation dynamics.
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Figure 67. Time evolution, within the GA, of the quasiparticle weight for layers 1 (a, edge), 5 (b) and
10 (c, middle) of a 20-layer slab withU = 16.5 (larger than the criticalU for the Mott transition) and an
hybridization between the slab and the leadsv= 1.0 Energies are in units of the hopping amplitude along
each later. We compare two values of the applied bias�V = 1.0 (red lines) and�V = 4.0 (blue lines). (d)
Time-averaged stationary quasiparticle weight spatial profile across the slab. Taken from Ref. [600].

The effect of a dissipative bath has been explored in [579] in a steady-state formalism for
DMFT. A nonmonotonic threshold field for the resistive transitions found as a function of the
interaction strength due to an interplay quasiparticle renormalization and field-driven effective
temperature. HystereticI–V curves suggest that the nonequilibrium current is carried through a
spatially inhomogeneous metal–insulator mixed state.

All the studies of the single-band Hubbard model strongly suggest that the Landau–Zener
picture also survives in the essential aspects in the case of a Mott insulator described by the
Hubbard model. This may seem a surprising and disappointing result, as the many-body char-
acter of the insulating Mott state is expected to lead to a more adaptive gap with respect to a
band insulator, where the gap is fixed by the structure, the chemistry and the external conditions,
but it does not depend on the electronic configuration. Indeed a recent study [597] shows that
the picture changes qualitatively as soon as we consider more than one single orbital per site
(or one single band). Solving a two-orbital Hubbard model with a crystal field splitting, it has
been shown that a novel mechanism for the dielectric breakdown takes place when the equi-
librium Mott–Hubbard transition is strongly first-order and the metallic solution obtained either
by changing control parameters or via the electric field is substantially different from the metal.
As a result, the threshold field is not controlled by the gap but rather by the energy difference
between the metallic and the insulating solutions, as proposed at a more phenomenological level
in [598].

Finally, it has recently been shown that the noninteracting lesser Green’s function can be deter-
mined in terms of the Wannier–Stark ladder eigenstates, which are thermalized via the standard
canonical ensemble according to the Markovian quantum master equation. As a result, the inter-
play between strong correlation and large electric fields can generate a sequence of two dielectric
breakdowns with the first induced by a coherent reconstruction of the midgap state within the
Mott gap and the second by an incoherent tunneling through the biased Hubbard bands. It is
predicted that the reconstructed midgap state generates its own emergent Wannier–Stark ladder
structure with a reduced effective electric field. The two dielectric breakdowns are mediated by a
reentrant insulating phase, which is characterized by the population inversion, causing instability
toward inhomogeneous current density states at weak electron-impurity scattering [599].
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Figure 68. Relaxation dynamics of the difference between the double occupancyd(t) and the effective
thermal value calculated in equilibrium withT = Teff. For different values ofU for a single-band Hubbard
model solved within time-dependent DMFT. The linear behavior in the semi-log plot highlights the expo-
nential decay for intermediate and large values ofU and the deviation when the Mott transition point is
approached. Energies are in units of the bandwidth. Taken from Ref. [600].

7.3.6. Light-induced excitation and photodoping

One of the main goals of the research on non-equilibrium correlated materials is to describe
the excitation process induced by a laser pulse, as realized in pump–probe spectroscopies. This
subfield is however one of the most complicated targets, as it requires the inclusion of all the
different effects leading to relaxation after the impulsive excitation. This section is therefore
mainly devoted to DMFT calculations in which the relaxation effects associated to electron–
electron interactions are better accounted for. As discussed at length in Section5.1, the simple
two-temperature model [163], in which the photo-excitation excites “hot” electrons to a temper-
atureTe, while the lattice remains at a lower effective temperatureTlat, has been successful in
reproducing the main features of the photo-excitation of weakly correlated metals. This scheme
can be useful only when electron–electron interaction processes drive the system to a quasi-
equilibrium state on a timescale which is smaller and clearly separated from the time associated
with the electron–lattice dynamics. DMFT studies have indeed shown that this is the case when
the correlated metallic state of the Hubbard model is impulsively excited [600] and, rather sur-
prisingly, this essentially also happens in the simplified Falicov–Kimball model [601,602] where
the exact solution demonstrates the lack of actual thermalization for quasiparticle properties [395]
which do not coincide with the corresponding thermal values [603] (Figure68).

The qualitative success of the two-temperature scheme is however mostly limited to the metal-
lic state. When we perturb the Mott insulator the system is unable to thermalize [600–602] and
the dynamics depends on the details of the excitation process [600]. The dynamics is character-
ized by a fast transient with strong damping, rapidly followed by an exponential relaxation. For
large values ofU, the relaxation time grows withU as a consequence of the long lifetime of dou-
bly occupied sites (doublons). When we approach the Mott transition from above, the dynamics
becomes faster and faster and the system relaxes to an asymptotic state in times of the order of the
inverse of the hopping matrix element, until a point in which the relaxation appears even faster
than an exponential and the decay time loses significance.

Indeed even in the presence of an explicit dissipation channel the photodoped carriers give
rise to a bad metal which does not follow the Landau Fermi-liquid paradigm, despite their rela-
tively high kinetic energy [563]. The lifetime of the photo-excited holes and electrons is indeed
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finite at the longest times accessible in the DMFT simulations of [563] so that the bands observed
in both the single-particle and the optical spectra are much broader than the corresponding equi-
librium counterparts. The limited simulation time does not however rule out the possibility that
on a longer timescale the system actually relaxes to a conventional Fermi liquid, which would
highlight a similarity between the behavior of the photo-excited Mott insulator and systems with
broken symmetry [604,605].

In [606] it has been shown that the thermalization dynamics can depend on the energy of
the photo-doped carriers, which can be controlled by changing the laser frequency and fluence.
In particular, if the Mott gap is smaller than the kinetic energy of the carriers in the Hubbard
bands, the excited carriers can produce additional doublon–hole pairs through a kind of impact
ionization. This phenomenon can take place on ultrafast timescales of the order of 10 fs, well
before the standard relaxation processes take place. Finally it has recently been shown – using
extended DMFT to introduce low-energy bosonic modes which are not present in DMFT – that
the photo excitation of carriers rapidly opens new screening channels which are not present in
the Mott insulator and therefore reduce the Mott gap. The low-energy bosonic excitations also
open new relaxation channels which further increase the speed of the thermalization [607]. The
opposite scenario can be realized in a strongly correlated metal, where the weak quasiparticles
can be destroyed by the impulsive excitation, thereby reducing the screening.

Using non-equilibrium inhomogeneous DMFT [583], to study a photo excited Mott het-
erostructure [396] it has been shown that AFM correlations strongly influence the carrier
dynamics. An antiferromagnetic state can in fact exchange energy with the excited carriers on an
ultrafast timescale via spin-flip processes, which allows for transport across the heterostructure
leading to a spatial separation between excited holes and electrons.

7.4. Quantum quenches and dynamical phase transitions in simple models

One of the most popular and paradigmatic non-equilibrium problems is the quantum quench,
a protocol in which a system is driven out of equilibrium by a sudden change of a relevant
parameter (for example the interaction strength in the Hubbard model). From a theoretical point
of view, this is perhaps the simplest non-equilibrium protocol, and it attracted a lot of interest in
the case of open quantum systems in connection to the concept of thermalization [608].

Even if the quantum quench problem is not directly connected to the experiments that rep-
resent the core of the present review, where the system is pushed out of equilibrium by an
electromagnetic field, it still represents a useful reference problem which allows reverse engineer-
ing of the complex dynamics of a correlated material driven out of equilibrium and to disentangle
the effect that stems from the change in the state of the system (for example a change in the double
occupancy in the Hubbard model) from the intrinsic effects of the electromagnetic field. Hence
in the following we will review the main results for quantum quenches obtained by means of the
Gutzwiller approximation and DMFT.

In this section we mainly focus on the paradigmatic single-band Hubbard model. We can gain
intuition on the effect of a change of the interaction parameter exploiting the knowledge on the
equilibrium phase diagram of the model, which has been firmly established after a remarkable
collective effort using a combination of different approaches. In particular, we consider the half-
filled model in the paramagnetic sector, where the antiferromagnetic ordering is neglected (or
is assumed to be frustrated). The system undergoes a Mott–Hubbard metal–insulator transition
increasing the interactionU. The schematic phase diagram in the interaction-temperature plane
is reproduced in Figure69, where bothT andU are measured in units of the half-bandwidthD
of the bare lattice. Here we consider an infinite-coordination Bethe lattice with a semicircular
density of states. The transition occurs when the lineUMIT is crossed and it is continuous at zero
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206 C. Giannettiet al.

Figure 69. Sketch the DMFT phase diagram of the half-filled Hubbard model on a Bethe lattice and in the
paramagnetic sector. The transition line atT �= 0 is first order and ends up into a second-order critical point
atT 
 0.026D.

temperature and it becomes of first order at finite temperatures below a critical temperatureTc,
where the line ends in a critical point [149,543].

Let us assume that the system is initially in equilibrium in the ground state of the non-
interacting system (U =0). At some given time we turn on the interaction reaching a finite value
Ū . If the interaction switch is infinitely slow (adiabatic) the system will be able to follow the
equilibrium phase diagram which implies that atŪ = UMIT (T = 0) 
 2.97D it will cross the
transition line and turn into a Mott insulator. If the interaction is instead switched on in a finite
time τ , the system will no longer be able to follow adiabatically the instantaneous ground state,
and it will instead evolve into a thermal state with a finite effective temperatureT∗ �= 0. The
smaller isτ , the larger is expected to beT∗. As a consequence, since the critical interaction
decreases as a function of temperatureUMIT (T �= 0) ≤ UMIT (T = 0) (see Figure69) the dynam-
ical phase transition to a Mott insulator is expected to occur at a smaller value of the interaction
U∗(τ ) 
 UMIT (T∗) ≤ UMIT (T = 0), the equality holding only in the adiabatic limit when the
switching-timeτ → ∞. This expectation has actually been confirmed by explicit calculations
within the time-dependent Gutzwiller approximation in [536], where a dynamical Mott transition
is obtained for any value ofτ with a critical value which increases withτ as shown in the plot
reported in Figure70.

It is much less obvious to predict the behavior of a sudden quench of the interaction, which
corresponds to theτ → 0 limit of the previously described protocol. Indeed this problem has been
the first application of the time-dependent Gutzwiller approximation [531,532]. The result is that
a dynamical Mott transition also occurs in this limit at a criticalU∗(τ → 0) 
 UMIT (T = 0)/2,
a value of the interaction for which no Mott transition occurs as a function of temperature within
DMFT (see Figure69). One might be tempted to blame this surprising and counterintuitive result
on the limitations of the Gutzwiller approximation which does not account for all the dissipative
channels therefore inhibiting a proper thermalization.

This suspicion is completely ruled out by the DMFT studies of the same problem that in fact
appeared before the Gutzwiller analysis in two pioneering papers [609,610]. Here the authors
used continuous-time quantum Monte Carlo as the impurity solver, which leads to numerically
exact results, but severely limits the simulation time. Despite this limitation, the results clearly
show a sharp change in the dynamics at a critical value of the interactionUdyn

c 
 2D which can be
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Figure 70. The critical value for the dynamical Mott transition in the single-band Hubbard model,Uc
f in

units ofUMIT (T = 0), found by the time-dependent Gutzwiller wavefunction as function of the switching
time τ (from Ref. [536].)

associated to a possible dynamical phase transition. In Figure71, we reproduce the time evolution
of the double occupancyd(t) = 1/N〈∑i ni↑ni↓〉 and of the jump of the momentum distribution
function at the Fermi level�n(t) from [609] for different values of the final interaction̄U . Panels
(a) and (c) refer to small and intermediate values ofŪ , panels (b) and (d) to large values. In
all cases the interaction quench reduces bothd(t) and �n(t) from the non-interacting value,
but the dynamics is clearly different. ForU < Udyn

c the system is trapped for a very long time
in a quasi-stationary state characterized by a double occupancy which differs from the thermal
equilibrium value by a quantity of order 1, while forU > Udyn

c the dynamics is characterized
by oscillations with a frequency of the order 2π/U in the observables. The two behaviors are
compatible with metallic and Mott-insulating responses, respectively. This might suggest that the
DMFT dynamical phase transition is continuously connected with the equilibrium phase diagram
we discussed above. On the other hand the critical value of the interactionUdyn

c 
 2D is smaller
than the minimum value ofUMIT , which coincides with the finite-temperature critical point.

The possible connection between the results for finite switching time and the sudden quench
has not been studied within time-dependent DMFT yet. We notice in conclusion that if the sce-
nario which we have drawn on the basis of the present result would be confirmed, the existence
of such dynamical transition would imply the absence of thermalization.

We finally mention that the time-dependent Gutzwiller approximation also predicts the pos-
sibility of a dynamical surface-Mott transition. Specifically, in [611] a correlated metal slab was
studied whose surface is suddenly excited into a non-equilibrium state. Above a threshold, the
supplied excitation energy dynamically drives the surface layer into a Mott insulating phase while
the bulk is still metallic. In addition, if a realistic electron–phonon coupling is included in the
calculation, the dynamical surface Mott-transition is found to be accompanied by a lattice defor-
mation at the surface layers. [611] Therefore, should the prediction oft-GA be correct, such a
phenomenon could be detected by monitoring either the conducting or the structural properties
of the surface layers.

7.5. Melting of antiferromagnetism and broken-symmetry phases

In the previous section, we focused on the paramagnetic phase of the Hubbard model, where no
magnetic (or other) symmetry breaking is allowed. Under this assumption a dynamical transition
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Figure 71. Fermi surface discontinuity�n and double occupationd(t) after quenches toU < 3 (left panels)
and U > 3.3 (right panels), calculated by time-dependent DMFT. Inset: thermal valuedth and dmed, the
average of the first maximum and the second minimum ofd(t), which provides an estimate of the stationary
valuedstat; black dashed lines are the respective results from the strong-coupling expansion. Taken from
[609].

has been identified which has a direct connection with the equilibrium Mott transition between a
paramagnetic metal and a paramagnetic insulator.

However the ground state of the half-filled Hubbard model with nearest-neighbor hopping on
a bipartite lattice is an antiferromagnetic (AFM) insulator for any couplingU, and a magnetic
state is expected to be stable at low temperature for most values ofU also in the presence of
realistic lattices and hopping structures (for example in the presence of a next-neighbor hopping)
as long as the degree of frustration is not extreme.

In Figure72we report a phase diagram in theU-temperature plane which shows the stability
of the AFM state as obtained by means of the finite-temperature Gutzwiller approximation [612].
The data are from [537]. A qualitatively similar phase diagram is obtained using DMFT.

The Néel temperatureTN, below which the system is an antiferromagnet, increases expo-
nentially at weak-coupling as predicted in a simple Hartree–Fock approximation, then reaches
a maximum whenU is of the order of the bandwidth 2D, and then decreases. At largeU, TN

is proportional toJ ∼ D2/U , the superexchange coupling. In this regime the Hubbard model
can indeed be mapped onto a Heisenberg model with coupling constantJ, which is nothing
but thet– J model where no hopping is possible due to the double occupancy constraint. It is
remarkable that the finite-temperature Gutzwiller variational approach can capture the correct
non-monotonic behavior ofTN as a function ofU, which is completely out of the reach of the
standard Hartree–Fock approximation, which predicts incorrectly thatTN always increases with
U, see Figure72. We observe that the line marking the transition between the paramagnetic metal
and the paramagnetic insulator lies below theTN . Therefore, aboveTN there only a crossover
connects the metallic to the insulating state.

The above equilibrium phase diagram suggests an interesting perspective for the non-
equilibrium behavior [537]. We consider a quantum quench of the interaction starting from an

D
ow

nl
oa

de
d 

by
 [

W
ei

ll 
C

or
ne

ll 
M

ed
ic

al
 C

ol
le

ge
] 

at
 0

0:
01

 2
2 

Ju
ly

 2
01

6 

151



Advances in Physics 209

Figure 72. Phase diagram of the half-filled Hubbard model obtained within the Gutzwiller approximation
for a model with a semicircular density of states (Bethe lattice) comparing the magnetic and paramagnetic
solutions AFM marks the antiferromagnetic solution, which is always insulating, PM indicates the param-
agnetic metallic phase. The first-order critical line between a PM and a paramagnetic Mott insulator which
is obtained quenching magnetism is the dashed line with open symbols (see Figure72). The red line repro-
duces the Néel temperature within the Hartree–Fock approximation. BothU andT are in units of a quarter
of the bandwidth (from Ref. [537]).

intermediate value ofUi . The wave function att =0 therefore coincides with the variational
wavefunction (95) that minimizes the internal energy atUi = 4, see Figure72. Then the inter-
action is quenched toUf �= Ui defining a final Hamiltonian which governs the time evolution
through the dynamical Equations (105) and (106). Since the initial state is a superposition of an
infinite number of excited states of the final Hamiltonian, the system is expected to thermalize to
an asymptotic state with an effective temperatureT∗. T∗ is expected to be larger as the strength
of the quench|Uf − Ui | increases. SinceTN is nonmonotonic and it vanishes both forU → 0 and
U → ∞, thermalization would imply the existence of two critical values of the final interaction
such that, forU>

f > Ui a U<
f < Ui = T∗ exceedsTN leading to a final state without magnetic

ordering. In other words, we would obtain a field-induced dynamical melting of antiferromag-
netism above a critical quench amplitude|Uf − Ui | = |Uf − 4|. In particular, forUf ≤ U<

f , the
state would evolve into a paramagnetic metal at finite temperature, while forUf ≥ U>

f into a
finite-temperature paramagnetic insulator. This qualitative expectation is indeed confirmed by
explicit calculations within the Gutzwiller approximation in [537], where, usingUi = 4, the crit-
ical valuesU<

f 
 1.7 andU>
f 
 21 were found (here we use a quarter of the bandwidth as an

energy unit to facilitate the comparison with the literature). It must be noted however that such
critical values correspond to an effective temperature higher than the corresponding equilibrium
TN, which suggests that magnetism is more resilient to the quantum quench than expected on
the basis of thermalization. It must be remembered that the Gutzwiller approximation does not
describe the actual dissipation processes, and we can expect that the exact dynamics leads to
actual thermalization correcting the non-thermal Gutzwiller asymptotic state.

The same quench protocol has been investigated within DMFT by Tsuji et al. [605,614]. In
particular, Ref. [605] is dedicated to the weak-coupling regime, withUi ranging between 2 and
2.7 andUf < Ui , where the persistence of magnetic ordering below the threshold expected by
thermalization is observed in a finite range of parameters. Analyzing the decay of the magnetic
order parameter for different values ofUi , the authors argue that the non-thermal state is only
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Figure 73. Time evolution of the double occupancyd(t) (panel (b)) and of the order parameter
M (t) = M/(1 − 2d(t)) (panel (a)), calculated by time-dependent DMFT, for different values of the interac-
tion in a quench in which the initial state is the Néel antiferromagnet. In panel (c) the inverse of the effective
temperature reached after thermalization is plotted as a function ofU. The arrows in panel (b) are the value
of double occupancy computed in equilibrium for the corresponding effective temperatures. Taken from
Ref. [613].

a transient regime in which the dynamics is trapped before reaching, at longer times, the final
relaxation to a thermal state. The lifetime of the metastable non-thermal state is shown to increase
asUi is reduced. We finally turn to the properties of the nonthermal state obtained forUf > Ui .
In this region we expected an antiferromagnetic insulator for a long time. It was found in [537]
that although the magnetic ordered phase survives more than expected, for quenchesU∗ 
 8.2≤
Uf ≤ U>

f the non-equilibrium antiferromagnet shows incoherent excitations at the gap edges, in
contrast to the equilibrium antiferromagnet which has coherent excitations. A similar trapping
into a non-thermal state has been observed using DMFT in [614] for the case of a quench from
Ui = 4 to slightly larger values ofU. Here the transient state is found to be reminiscent of a doped
AFM insulator, and its persistence has been attributed to the slow decay of doubly occupied sites.

In the previous section we focused on the paramagnetic phase of the Hubbard model, where no
magnetic (or other) symmetry breaking is allowed. Under this assumption a dynamical transition
has been identified which has a direct connection with the equilibrium Mott transition between a
paramagnetic metal and a paramagnetic insulator. In [613] the melting of the Néel state has been
studied using DMFT with the accurate DMRG solver. In this study the system is prepared in a
classical Néel state and allowed to evolve under the actual Hubbard Hamiltonian for different
values ofU and the results are summarized in Figure73. A crossover between two different
relaxation dynamics occurs forU 
 2.4 (following the same notations of this whole section). In
strong coupling the local magnetic moments survive the melting of the ordered AFM state. In
this case the magnetic state is destroyed by the motion of the photoexcited carriers, similarly to
what happens for doped models of the cuprates [387,396,397,561,602]. The destruction of the
magnetic ordering in weak coupling is instead controlled by the quasiparticle excitations.

Besides the melting of the full AFM state, it is also possible to influence and control the
strength of the exchange interactionJ in a Mott antiferromagnet. In particular, it has been shown
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by explicitly simulating the spin precession in an antiferromagnet canted by a perpendicular mag-
netic field [615] that photo-doped excitation can quench the exchange coupling on an ultrafast
timescale almost as effectively as chemical doping. Using a Floquet approach, it has been pro-
posed to exploit the same mechanism to control in an ultrafast and reversible way the exchange
coupling [616]. In particularJ can be enhanced and reduced by means of periodic modulations
with a frequency smaller and larger than the Mott gap, and strong perturbations can even lead to
a change of sign.

7.6. Non-equilibrium dynamics beyond the single-band Hubbard model

In this section we discuss how the non-equilibrium dynamics can become richer and more appeal-
ing if we relax the single-band approximation and introduce other orbitals in the low-energy
description of the correlated material. This is not merely a theoretical complication, but it reflects
the electronic structure of most correlated materials.

If we assume that the orbitals are completely degenerate and we can neglect the Hund’s
coupling, we can start from aSU(N) symmetric Hubbard model

H =
∑
i,j ,σ

N∑
a=1

tij c
†
iacja + U

2

∑
i

(ni − n)2, (126)

wherea = 1,. . . ,N labels one of theN orbitals, including the spin multiplicity of each atom
(lattice site) andn ≤ N is the average number of electrons per site. Mott–Hubbard transitions
occur in general at every integer value ofn at someUc(n,N) such that a Mott insulator is stable
for U > U(n,N), while for any non-integern the paramagnetic solution is always metallic. As
in the case of the single-band Hubbard model, we expect some kind of spatial ordering to take
place at low temperature to quench the orbital degeneracy corresponding to the number of ways
to arrangen fermions intoN orbitals, i.e. to the binomial coefficientC(N,n). However, within
mean-field theories like Gutzwiller and DMFT we can neglect any kind of ordering and study the
fully symmetrical solution, which forSU(2) implies enforcing paramagnetism. In this case it is
well established within DMFT [149] that two critical values of the interactionUc1 andUc2 exist,
with Uc1 < Uc2. BelowUc1 only a metallic solution can be found, which means that no insulating
minimum of the energy exists, while aboveUc2 there is no metallic minimum, the model is
insulating. ForUc1 ≤ U ≤ Uc2 both metallic and insulating solutions exist as local minima of an
energy functional. In principle a first-order transition is expected at the value ofU for which the
energies of the two solutions cross. However, for the fully symmetric model the point at which the
crossing of the energy curves coincides withUc2, the point at which the metal becomes unstable,
so that in the whole coexistence region betweenUc1 andUc2 the lowest energy state is always
metallic and the zero-temperature Mott transition is continuous (of second-order). At any finite
temperature the delicate balance between the two internal energies is broken by the different
entropy of the two solutions (the metal has a smaller entropy) and the transition becomes of
first-order. As a matter of fact, the fully symmetric case has the same physics as the single-band
Hubbard model.

Turning back to zero temperature we can now add a symmetry-lowering field� to the
Hamiltonian

δH = −�
∑

i

Mi = −�
∑

i

N∑
a,b=1

c†
iaMabcib, (127)

whereMi can be one of theSU(N) generators, which splits the orbital degeneracy. To visualize
the effect we can consider a two orbital model andMi = ni1 − ni2 which manifestly makes one
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Figure 74. Sketch of the total energy as a function of the orbital polarizationm = 〈Mi〉 on the insulating
side of the coexistence region,Uc1 < U < Uc2. The insulator, characterized by a largerM is the absolute
energy minimum, while the metal has a lower orbital polarization and higher energy.

of the two orbitals energetically more convenient. If we aim at a realistic description of solids, we
should also include interaction terms that lower theSU(N) symmetry, specifically the Coulomb
exchange splitting responsible of the Hund’s rules, whose interplay with the single-particle field
� can lead to a variety of phenomena including both cooperation and competition between the
two symmetry-breaking terms [617–622]. Whenn=1 or n=N −1 the role of the Hund’s inter-
action is indeed much more limited and it can be neglected. For the sake of simplicity, we limit
the present discussion to such simpler situations and we simply consider the fully symmetric form
of the Coulomb interaction.

When� is finite the energetic balance between the two solutions in the coexistence region
is not obvious and we can safely discard the possibility in which the energies of the two solu-
tions coincide exactly atUc2, which remains a marginal case, realized only in the fully symmetric
model at zero temperature. We hence expect that for any fine� > 0, even much smaller than
U and the bandwidthW, there will be a genuine first-order phase transition at someUc within
the coexistence regionUc1 < Uc < Uc2. Both the strongly correlated metal near the transition
and the Mott insulator are expected to have a very large susceptibility to the symmetry-lowering
field (129), even if the insulator is expected to display a larger response because of the localized
character of the carriers. That implies that the site-independent averagem = 〈Mi〉, which we
shall denote as “orbital polarization”, is greater in the insulator than in the metal. Therefore, we
expect that on the insulating side of the coexistence region, i.e. forUc < U < Uc2, even though
the ground state is a Mott insulator characterized by a larger value〈Mi〉 = mI , a metastable
metal phase with higher energy and〈Mi〉 = mM < mI exists, as schematically shown in
Figure74.

The above physical scenario has been explicitly uncovered in a two-orbital Hubbard model,
which corresponds toN =4 including spin degeneracy at quarter fillingn=1 (one electron per
site), in the presence of a crystal field [612,623]. This simple model has also been proposed to
capture the essential physics of V2O3. The Hamiltonian reads

H =
2∑

a=1

∑
kσ

εkc†
akσ cakσ +

∑
kσ

γk(c
†
1kσ c2kσ + H .c.)

+
∑

i

[
−�(n1i − n2i) + U

2
(n1i + n2i − 1)2

]
, (128)
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Figure 75. Schematic DOS as the repulsionU increases. On the left, the isolated site is shown with the
two crystal-field split orbitals, the lower one being occupied by the available electron. In the center, we
sketch the metal DOS whenU = 0. On the right, the DOS in the Mott insulator is drawn. The occupied
lower Hubbard band (LHB), the unoccupied upper Hubbard band (UHB), both with character “1”, and, in
between, the empty band “2” undressed by correlations are shown.

wherea=1,2 labels the two orbitals,U parametrizes the on-site repulsion and� > 0 the crystal
field splitting. We include a small inter-orbital hoppingγk, with a symmetry such that the local
single-particle density matrix remains diagonal in the orbital indices 1 and 2. This choice assures
that the occupation of each orbital is not a conserved quantity and yet that both orbitals are
irreducible representations of the crystal field symmetry.

When� is much smaller than the bandwidthW andU =0, the Hamiltonian (130) describes
a metal with two overlapping partially occupied bands. Even though the two orbitals are
hybridized, the lower energy band has mainly orbital character “1” while the upper energy one
mostly orbital character “2”. Therefore we shall refer to them as band “1” and “2”, respectively.

A finite U brings two main effects. One is the standard reduction of the coherent quasiparticle
bandwidthW → W∗ < W that we described in Section4. In addition,U generates an internal
field �int(m) that depends on the orbital polarization and it sums up to external field�, i.e.

�eff(m) = � + �int(m) > �. (129)

In contrast with the quasiparticle bandwidth reduction, which requires to use the Gutzwiller
scheme or DMFT, the Stoner-like enhancement of the crystal-field splitting can also be described
within an independent particle picture. Within Hartree–Fock one immediately finds a simple
expression that can guide our interpretation

�int(m)= U

4
m. (130)

As a result, whenU increases, the reduction of the effective bandwidth and the enhancement of
the effective splitting cooperate to gradually deplete band “2”. At some value ofZ the upper band
is therefore completely depleted, which implies that the lower band becomes half-filled. If� is
small enough, the full polarization leading to half-filling of the occupied band takes place for an
interaction value such that the Hubbard bands are already formed and the system becomes a half-
filled Mott insulator. An interesting feature revealed both by DMFT [623] and by the GA [612] is
that the correlation effects are gradually washed out as band “2” becomes less and less populated,
so that the Mott–Hubbard sub-bands have mostly orbital character “1”. This evolution from a
two-band metal into a Mott insulator is schematically shown in Figure75.

Within the paramagnetic sector, i.e. preventing magnetic ordering, the physics is exactly the
same as we previously described in a genericSU(N) model. Therefore we expect the transition
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Figure 76. Phase diagram of the model equation (128) in theU– T plane at� = 0.025W= 0.05D taken
from the data of [612] and obtained within the GA.

from the two-band metal into the Mott insulator to be of first order, which is indeed clearly found
in the Gutzwiller approximation [612], while DMFT [623] does not completely rule out a second-
order transition. When we allow for magnetism, in the present bipartite lattice the Mott insulator
is expected to order in an AFM way, since the Mott localized band “1” is half-filled. This is indeed
what is found [612] with a clear evidence, both by DMFT and GA, of a first-order transition from
the two-band metal to the antiferromagnetic Mott insulator. TheT-U phase diagram obtained in
[612] by the GA is shown in Figure76, and agrees well with DMFT, also worked out in the same
reference. It is remarkable that, in contrast with the single-band Hubbard model, the first-order
line that separates paramagnetic metal from paramagnetic Mott insulator at finite temperature is
not completely covered by the antiferromagnetic dome and a first-order Mott transition is indeed
present in the actual solution of the model. Indeed, such a phase diagram closely resembles the
experimental data on V2O3 confirming that the present model contains the basic physics of this
prototypical material.

The physical scenario exemplified by Figure74 and realized in the model Equation (130),
assumed to mimic vanadium sesquioxide, suggests in fact an appealing non-equilibrium pathway
to drive a metallic Mott insulator. Let us assume that the on-site single-particle excitation from
orbital “1” to “2” is optically allowed. It follows that a short laser pulse might excite a certain
fraction�n of electrons from orbital “1” to ”2”, thus lowering the orbital polarization by�m =
−2�n, wherem = n1 − n2 in this case. When|�m| is large enough, the system may cross the
potential barrier between the two minima and fall into the attraction range of the relative metallic
minimum, see Figure74, hence may stay trapped in the metastable metal phase where the gap
�EGAP between the valence band “1” and the conduction band “2” has collapsed. This scenario
clearly emerges from the time-dependent Gutzwiller approximation in [624]. In Figure 77 we
show the long-time value of the gap�EGAP that is reached as a function of the non-equilibrium
orbital polarizationmi that the system acquires after the laser pulse, assumed here to last an
infinitely short time, smaller than the equilibrium valuemeq 
 1. If we want to compare these
results with experiments, we have to consider that the data of Figure77 refer to a simulation
where translational symmetry is enforced. In this case, since the metallic solution is anyway
a minimum of the energy, the system can in principle remain trapped in the metastable phase
for a very long or even infinite time. In a real solid, however, the coexistence of solution will
not lead to a competition between alternative homogenous states, but it will rather give rise to
the nucleation of droplets of the metastable phase which would eventually evaporate restoring
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Figure 77. Long time value of the gap�EGAP between band “1” and “2” as function of the non-equilibrium
orbital polarizationmi that the system acquires after an infinitely short laser pulse (from Ref. [624]).

the Mott insulator, with a dynamics which is expected to be slower and slower as the system
approaches the Mott transition. Such a non-equilibrium gap collapse driven by an ultrashort laser
pulse has actually been observed in VO2 [482] and in V2O3 [625].

7.7. Electron–phonon interaction beyond the two-temperature model

As discussed in Section5.2.2, pump–probe techniques have been widely used to investigate the
dynamics of electron–boson coupling in many different materials. The analysis of time-domain
data is usually based on the assumption that the ultrafast relaxation dynamics is regulated by
the same electron–boson matrix elements that determine the electronic self-energy at equilibrium
(see Section3). Furthermore, the quantitative determination of the interaction strength often relies
on the use of simplified models (see Section3.3) that do not include quantum coherence and cor-
relation effects. The experimental efforts thus naturally triggered the development of microscopic
models of the electron–phonon interaction out of equilibrium aimed at benchmarking the validity
of the assumptions behind the standard analysis of ultrafast experiments.

A rather general result arising from microscopic models is that, when the electron–boson
coupling is relatively small, the relaxation dynamics is largely controlled by the equilibrium
physics, and the relaxation times characterizing the time evolution turn out to be dictated by
the equilibrium scattering rates, computed from the low-frequency limit of the imaginary part
of the self-energy. This observation is crucial to use out-of-equilibrium spectroscopy to extract
intrinsic properties of the materials from the real-time dynamics without assumptions of specific
modeling.

Most microscopic studies are based on the simplest model for electron–phonon interaction,
namely the Holstein model

Ĥ = g
∑

i

ni(ai + a†
i ) + ω0

∑
i

a†
i ai , (131)

whereni = ∑
σ c†

iσ ciσ is the total fermionic occupation of sitei, ai and a†
i are the annihila-

tion and creation operator for a local bosonic mode on sitei. The phonons are dispersionless
Einstein modes and they are coupled with the total charge. The dimensionless couplingλ can
be defined asλ = g2/(2ω0t0). The ground state of the model generally undergoes a crossover
from a metal weakly coupled to phonons to a polaronic regime, where the electrons are almost
localized by the strong coupling with the lattice. The crossover occurs forλ ∼ 1, essentially
for every electron density, when the phonon frequency is smaller than the hopping (adiabatic
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regime). A different criterion, i.e.g/ω0 > 1, is required for large phonon frequencies (antiadi-
abatic regime) [626–628]. In the absence of Hubbard repulsion polarons bind into bipolaronic
pairs which may eventually lead to an bipolaronic insulating state [629,630].

Using exact diagonalization, Golež et al. [392,631] have studied the effect of an impulsive
excitation in a one-dimensional Holstein model and obtained the scattering time as a function
of the model parameters finding different regimes. For very weak coupling (λ� 0.1t0/ω0) 1/τ

is linear in the coupling in agreement with the Fermi golden rule, while it becomes sublinear
for λ > 0.1t0/ω0. As mentioned above, the actual relaxation time is closely connected with the
imaginary part of the self-energy, i.e. with the equilibrium scattering rate. In [414] a dissipative
behavior is recovered for a single fermion coupled with phonons in one dimension in the limit of
weak coupling and small phonon frequency.

Using the simple Migdal approximation for which the self-energy can be easily computed
[417,564,632] it has been shown that the relaxation dynamics can largely be understood in
terms of equilibrium physics, confirming that, at least within this approximation, the equilib-
rium scattering rate determines the actual relaxation dynamics when the system is driven out of
equilibrium. The results have been applied to the understanding of different time-resolved spec-
troscopies and led the authors to propose a time-resolved Compton scattering to characterize the
unoccupied states of materials [564].

The relaxation of electron–phonon systems has been explored recently by Murakami et al.
[633] using DMFT and describing the excitation process as a simple quantum quench, where the
electron–phonon interaction is suddenly switched on from zero to a finite value. Also this study
has shown that different dynamics take place even within the weak-coupling regime, when the
system is still far from polaronic localization and one might expect that dissipative effects prevail
over intrinsic interactions. For very weak coupling a fast damping of the oscillations associated to
phonon excitation is observed, while the electron dynamics is much slower. In the second regime
of coupling the electron dynamics becomes faster than the phonon damping, leading to a sort of
thermalization. The behavior is explained in terms of a different dependence on the coupling of
the phononic and electronic self-energies.

The strong-coupling limit has instead been explored by Sayyad and Eckstein [634] by means
of the exact solution of the single-polaron problem which generalized the equilibrium result of
[626]. The authors focused on the adiabatic strong coupling regime (small phonon frequency,
large coupling) where they observed a regime of coexistence between excited polarons and more
itinerant states. Interestingly, the phonon cloud seems to be described by a Fermi golden rule
even in this strong coupling regime.

In the presence of strong Hubbard-like repulsion the scenario for electron–phonon assisted
relaxation can change according to the parameters range. Indeed equilibrium studies already sug-
gested that strong correlations can strongly affect the signature of electron–phonon interaction. In
[635] it has been shown that forU larger than the phononic scales and the kinetic energy, phonon
effects are strong only for high-energy processes (i.e. on short timescales), while the electron–
phonon interaction can be described as an effective non-retarded interaction at low-energy (long
timescales). This is particularly strong at half filling, where Mott localization takes place, but it
also affects strongly correlated metallic states [636].

In [637] the transfer of energy from electrons to a phononic environment has been discussed
solving the Schrödinger equation for many-electron wavefunctions coupled with different kinds
of vibrations. Werner and Eckstein have shown that electron–phonon coupling can effectively dis-
sipate the excess of doubly excited states following a quench of the Coulomb interaction [638].
An electric-field driven effective enhancement of the electron–phonon coupling in Mott insula-
tors subject to a DC field with potential implications for photoemission spectra has also been
observed [639].
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8. Experimental perspectives

Here we have reviewed the most recent experimental results and theoretical models for studying
the non-equilibrium electronic, optical, structural and magnetic properties of correlated materials
in the sub-picosecond time domain. Although the main focus was on the prototypical correlated
oxides exhibiting superconductivity and other exotic phases at low temperature, other topical
materials, such as iron-based and organic superconductors, MgB2, charge-transfer insulators and
many others have been mentioned and discussed to some extent. The main conclusion of this
extended review is quite clear for it shows that the gate toward novel experiments, concepts and
theories is unlocked. As a matter of fact the impressive amount of techniques and experimental
data that need to be coherently understood calls for the development of new theoretical concepts
and treatises. This is particularly pressing for a major revolution has started recently when the first
free-electron laser sources have been used for studying the non-equilibrium electronic, magnetic
and structural properties of the matter. Today it is quite clear that the possibility of generat-
ing ultra-bright and ultra-short light pulses, extending from the VUV to the hard X-rays region,
requires an expansion beyond the present paradigm of the numerical and analytic techniques for
microscopically treating the non-equilibrium phenomena. From the present review it is undoubt-
edly emerging that the ultrafast optical spectroscopy of correlated materials and, more in general,
the non-equilibrium physics in condensed matter represents a challenging new frontier allowing a
picture into the transient changes of electronic states and lattice structures, along with the dynam-
ics of single-particle excitations and collective phenomena. However, even more challenging is
the future possibility of extending to the X-ray region the coherent and quantum optics studies,
at the present possible only for the spectral regions available by the conventional laser sources.
This is quite clear now, since externally seeded FEL like FERMI have shown the possibility of
generating fully coherent XUV, soft X-ray pulses with a time structure of few tens of fs.

From the time of the exploratory pump–probe experiments, the time-resolved techniques
have revealed in the past 30 years a great potentiality for probing correlated electron systems,
proving that the ultrafast experiments can provide unique information about the gap(s) dynam-
ics, the associated quasi-particle relaxation and the electron–boson interactions. These findings
are opening the road to new more sophisticated spectral- and momentum-resolved techniques.
Non-equilibrium experiments, as shown here, also led to novel and exotic phenomenological
theoretical descriptions of the elementary phenomena and to analytical expressions for evaluat-
ing the relaxation times, the amplitude of the optical response, and the laser fluence dependences.
These experiments have been particularly critical for studying the non-equilibrium properties
in cuprates and for triggering significant theoretical efforts to determine the electron–boson
coupling from time-resolved experiments without assuming effective temperature models.

Although the main body of this review is focused to study the non-equilibrium properties of
strongly correlated materials in the limit of small perturbations, we also bring to the attention
of the reader the fact that different excitations can explore the limits where light pulses can
perturb the overall physical properties of materials unlocking the gate for the ultra-fast control
of macroscopic properties of the material. The fundamental idea is to induce controlled photo-
excitations within time windows shorter than the characteristic times of the relaxation processes.
This will bring the matter into highly off-equilibrium transient regimes. These regimes are found
to have an anomalous energy distribution between electrons, ions, and spins, possibly resulting
in fast changes of the material properties. In other words the photo-excitation can lead to a highly
non-thermal distribution of energy among the different degrees of freedom, eventually enabling
the ultrafast light-based control of material properties.

Finally, the recent advances in the production of increasingly short pulses in the sub-10
fs/attosecond range [33,34,640] are expected to open the route to a completely unexplored
physics, in which the temporal resolution is shorter than the dephasing time of the excited
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many-body wavefunctions. In this limit, multi-pulse combinations can be used to implement
multi-dimensional spectroscopic techniques [641,642] in order to study the fundamental optical
dephasing processes in correlated materials and optically manipulate the macroscopic polar-
ization by creating quantum superposition of many body wavefunctions. At the same time,
the possibility of performing photon-number statistics [643] in pump–probe experiments could
unlock the gate to novel approaches to track the fluctuations of the atomic positions or of other
degrees of freedom that can couple with the electro-magnetic field.

Notes
1. This analysis for the probe process applies for the case where the system does not relax (e.g. by Frank–

Condon relaxation) before emitting the reflected photon, and the perturbation should be weak, which is
easily fulfilled.

2. Here we use the wordingphase transformationsto address the field which commonly goes under such
a name. Nevertheless we will argue here that the use of the wordingnon-equilibrium phaseis often
misleading and we propose in the following a new classification of the phenomena leading from photo-
excitation to the onset of new material functionalities.
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