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Abstract

Over the past decade, the proliferation of internet equipment and an

increasing number of people moving into cities have significantly influenced

mobile data demand density and intensity. To accommodate the increasing

demands, the fifth generation (5G) wireless systems standards emerged in

2014. Device-to-device communications (D2D) is one of the three primary

technologies to address the key performance indicators of the 5G network.

D2D communications enable devices to communicate data information directly

with each other without access to a fixed wireless infrastructure. The potential

advantages of D2D communications include throughput enhancement, device

energy saving and coverage expansion. The economic attraction to mobile op-

erators is that significant capacity and coverage gains can be achieved without

having to invest in network-side hardware upgrades or new cell deployments.

However, there are technical challenges related to D2D and conven-

tional cellular communication (CC) in co-existence, especially their mutual

interference due to spectrum sharing. A novel interference-aware-routing for

multi-hop D2D is introduced for reducing the mutual interference.

The first verification scenario of interference-aware-routing is that in a

real urban environment. D2D is used for relaying data across the urban terrain,

in the presence of CC communications. Different wireless routing algorithms

are considered, namely: shortest-path-routing, interference-aware-routing, and

xix



broadcast-routing. In general, the interference-aware-routing achieves a better

performance of reliability and there is a fundamental trade-off between D2D

and CC outage performances, due to their mutual interference relationship.

Then an analytical stochastic geometry framework is developed to compare the

performance of shortest-path-routing and interference-aware-routing. Based

on the results, the spatial operational envelopes for different D2D routing al-

gorithms and CC transmissions based on the user equipment (UEs) physical

locations are defined. There is a forbidden area of D2D because of the inter-

ference from the base stations(BSs), so the collision probability of the D2D

multi-hop path hitting the defined D2D forbidden area is analysed. Depend

on the result of the collision probability, a dynamic switching strategy between

D2D and CC communications in order to minimise mutual interference is pro-

posed. A blind gradient-based transmission switching strategy is developed

to avoid collision within the collision area and only requires knowledge of the

distances to the serving base station of the current user and the final destina-

tion user. In the final part of my research, the concept of LTE-U (Long term

evolution for Unlicensed Spectrum), which suggests that LTE can operate in

the unlicensed spectrum with significant modifications to its transmission pro-

tocols, is investigated. How the envisaged D2D networks can efficiently scale

their capacity by utilising the unlicensed spectrum with appropriately designed

LTE-Unlicensed protocols is examined.
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Chapter 1

Introduction

1.1 Background

Over the past decade, two factors have significantly influenced mobile data

demand density, the first of which is the proliferation of internet equipment

(smart-phones, Phablets, machine-to-machine, laptops and tablets), which has

led to an explosive demand for mobile multimedia services. According to the

2016 Ciscor Visual Networking Index (VNI) report, in 2015 the number of

high-end devices grew from 563 million to 7.9 billion, and there will be 11.6

billion such devices by 2020. The rapidly increasing number of devices means

that mobile data traffic demand is expected to grow to 30.6 exabytes per month

by 2020, more than eight times that in 2015, as shown in Figure 1.1, where

CAGR is Compound Annual Growth Rate.

The second factor is that an increasing number of people now live in

cities [2]; for the first time in history, more than half of the human population

live in cities. Whilst over 80% of the population are urban in the developed

world, most of the growth will be experienced in the developing world. There-
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Figure 1.1: Cisco Forecasts per Month of Mobile Data Traffic by 2020 [1].

fore, not only is the mobile data demand per person (Mbits/s/user) growing,

but the demand per unit area (Mbits/s/km2) has been growing at an even

greater rate in cities. Combining rapid mobile data growth and fast urban-

isation trends, one can draw the conclusion that there will be an extremely

high density of mobile communication devices in cities, mainly demanding

multimedia services [1].
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Figure 1.2: Global Mobile Traffic by Connection Type by 2020 [1].
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Currently, 47% of the mobile traffic is transferred through 4G connec-

tions and the volume of traffic will grow faster than in other networks (2G, 3G)

to 72% of all mobile data traffic by 2020, as shown in Figure 1.2. To accommo-

date increasing digital data demands, Third Generation Partnership Project

(3GPP) proposed an enhanced Long Term Evolution (LTE) radio interface

called LTE-Advanced (LTE-A). Its radio interface is designed with carrier ag-

gregation [3–5], Massive Multi-input-multi-output (MIMO) [6, 7], millimeter

waves and low-power nodes to provide a higher network capacity.

The fifth generation wireless systems (5G) emerged in 2014, and they

aim to offer super-efficient mobile network, super-fast mobile network and con-

verged fiber-wireless network [8]. The expectations of the 5G network would be

1,000 times higher network capacity than the 4G network and a cell data rate

of 10 Gbit/s. The end to end latency is between 2 ms and 5 ms. The network

densification is 1000 times higher than the 4G network and with a very high

energy efficiency. The 5G network can offer lots of advanced services, such

as smart city, internet of things. The primary technologies and approaches to

address the key performance indicators are identified as [9]: Device-to-device

communications (D2D), Massive-MIMO, millimeter wave (mm-Wave) commu-

nications technologies, energy-aware communication and energy harvesting,

cloud based radio access network (C-RAN) and visualisation of wireless re-

sources. The visions of 5G networks and the corresponding technologies are

shown in Figure 1.3.

The concept of D2D communication in co-existence with cellular net-

works has been proposed and analyzed [10, 11]. D2D communications enable

devices to communicate directly with each other with assistance by the cellu-

lar LTE network. Typically, this is achieved by utilising the high density of
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Items 5G Expectations and Features Trends/Proposal

Capacity and 
throughput

1000 times of throughput, cell data rate 
a ~10 Gb/s, signalling loads less than 
100%

Spectrum reuse, different band, C-
RAN, massive-MIMO, D2D

Latency 2 to 5 ms end-to-end latencies C-RAN, D2D, and Full-duplex

Network densification 1000 times mobile data, 10000 times 
number of connecting

Heterogeneous networks, multi-tier 
network

Advanced services smart city, service-oriented M2M communication

Energy efficiency 10 times battery life Wireless charging, energy harvesting

Figure 1.3: Features and trends of 5G networks.

mobile user equipment (UEs) and allowing multi-hop transmissions of delay

tolerant data between UEs.

1.2 D2D in 3GPP Standardization

The 3GPP launched the first version of D2D communications in 2012 [12](3GPP

Release 12). In this release, potential requirements for a Base Station (BS)

controlled discovery and communications between devices that are in proxim-

ity under a Conventional Communication (CC) network coverage is identified.

UE
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Figure 1.4: Enhancement of LTE-A network architecture with D2D commu-
nications.
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1.2.1 Architecture Enhancements to Support D2D

To enable D2D Communications in a cellular network, a new architecture has

been presented in [13], based on the existing LTE-A network. The supporting

D2D LTE-A architecture is composed of the evolved packet core (EPC) and

the evolved universal terrestrial access network (E-UTRAN), as shown in 1.4.

For the network side two new functions are introduced in [14], Prose Function

and Proximity-based Services (ProSe) Application Server; for the D2D UE

side, a ProSe Application is enabled to support the D2D.

The ProSe Functions are: (1) providing parameters for D2D discovery

and D2D communications, (2) identifying specific D2D applications and sup-

ports by the CC network, and (3) provide the network-related functions. The

ProSe Application Sever is studied in [15], in which the authorization of D2D

communications and discovery is handled over interface PC3 and the interface

PC5 between two D2D UEs is also presented.

1.2.2 D2D Communication Scenarios

The architecture to support the ProSe is studied in [13]. The possible scenarios

of direct communication without a relay are shown in in Figure 1.5. There

are two main different coverage scenarios: (1) outside the public and mobile

network (PLMN) coverage, and (2) within the PLMN coverage. For a UE

acting as a relay, it can be UE-to-network relay or UE-to-UE relay.

The security of D2D communications is addressed by 3GPP in [16],

which contains a study of all potential security risk of D2D and an evaluation

of possible technical solutions needed to support such services. These require-

ments include a list of general requirements on ProSe security, authorization
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Figure 1.5: ProSe direct communication scenarios without a relay.

and privacy. The management of D2D communications is studied in [17], in

which management objects that are used to configure the D2D UEs are defined.

1.3 The Application Areas of D2D

The D2D proximal discovery services provide an always-on device discovery of

friends, services and offers in UEs’ proximity [18]. D2D enabled mobile devices

can discover things relevant to you, knowing what is around you, sensing your

environment, and learning your preferences. There are plenty of applications

for the D2D communications, mainly commercial use and public safety.
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Figure 1.6: Proximity: Service logic (Local Advertising) [19].

1.3.1 Commercial services

The D2D commercial services are based on the D2D proximity discovery ser-

vice, and the connected D2D UEs are always managed by the LTE network.

As an example of the nearby alerted services, Figure 1.6 shows a case study of

the precision advertising application presented by Telecom Italy Group [19].

A vendor launch a nearby announcement, once the request is verified by the

LTE network, the vendor can send the promotion to the nearby D2D enabled

UEs. Similar applications are gaming, entertainment and social media. Each

UE could be a social media which launched a new social networking [20].

1.3.2 Public safety applications

One of the key requirements of the public safety network is that it should

be stable (not affected by the environment or network traffic) and be able to

communicate irrespective of whether the network infrastructure is fixed [21].
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In almost all outdoor and most indoor areas, the cellular network can provide

network coverage and communication demands. However, for some scenarios

it is impossible, e.g. in long tunnels, deep inside a building with severe wall

penetration loss or if the CC network suffers severe damage from either natural

disasters or targeted attacks. D2D communication can be used for relaying to

provide expanded network coverage, or to boost network capacity when the

cellular network is congested.

Another advantage of D2D communication for public safety is group

communication. The D2D communications allows a one-to-many communi-

cation feature; for an emergency situation the dispatcher can broadcast in-

formation to multiple UEs at same time, which can significantly shorten the

emergency response time. Some research proposes D2D communication to pro-

vide public protection and disaster relief (PPDR) and national security and

public safety (NSPS) services [22,23].

1.4 Research Contributions

For conventional wireless multi-hop, current research has focused on: i) how

to incorporate feedback mechanisms to ensure greater routing reliability [24];

ii) how to optimise partner selection to exploit spatial diversity [25–27]; and

iii) how to optimise spectrum sharing and power control for increased energy-

and spectral-efficiency [28–30].

When one considers multi-hop routing in the context of D2D commu-

nications, a major modeling consideration is the mutual interference between

the overlay macro-BS tier and the temporarily formed underlay D2D tier, as

well as intra-tier interference when the D2D shares a cellular band spectrum.
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This is a dynamic problem with many variables such as the location of the

source-destination UE pair and the overall network state. Multi-hop routing

selection under a cellular interference environment has not been extensively

studied at the time of conducting my research and my research mainly focus

on the D2D multi-hop routing.

D2D communication can utilize unlicensed spectrum as well [31], such

as the LTE-unlicensed spectrum specifically 5 GHz spectrum [32]. The exist-

ing 5 GHz unlicensed networks (802.11.n/802.11.ac) are using Carrier Sense

Multiple Access (CSMA) for channel collision avoidance, but the D2D network

is a demand-based system.

In this thesis, my contributions are summarised as follows:

1. An extensive and detailed overview of D2D multi-hop routing, the pro-

tocol exchange between D2D UEs and coexisting technologies between

D2D using unlicensed and Wi-Fi system. Related to the publication of:

“Y. Wu, W. Guo, H. Yuan, S. Wang, X. Chu, J. Zhang,“Device-to-device

Meets LTE-Unlicensed”, in IEEE Communications Magazine, vol. 54,

no. 5, May 2016, pp. 154-159.”.

2. An improved broadcasting algorithm (BR), restricted broadcasting al-

gorithm (RBR), is addressed by solving the overload signaling challenge

of BR. Furthermore, an interference aware routing (IAR) is introduced

for the D2D multi-hop routing, which efficiently reduces the mutual in-

terference between D2D and CC networks. For an emergency D2D com-

munications, the application of RBR, shorted-path-routing (SPR), and

IAR is addressed and the performance is compared. Related to the pub-

lication of “H. Yuan, W. Guo, and S. Wang, “Emergency route selection
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for D2D cellular communications during an urban terrorist attack”, in

IEEE International Conference on Communications Workshops (ICC),

Sydney, Jun. 2014, pp. 237-242.”.

3. An analytical stochastic geometry framework comparing the performance

of SPR and IAR is developed and the spatial operational envelopes for

different D2D routing algorithms and CC transmissions based on the

UEs physical location are defined. Related to the submitted to: “ H.

Yuan, W. Guo, Y. Jin, S. Wang, M. Ni, “Interference-Aware Multi-Hop

Path Selection for Device-to-Device Communications in a Cellular Inter-

ference Environment” Submitted to IET Communications, 2016.”.

4. Based on a spatial operational zone, it is found that there is an area not

suitable for D2D communication because of the interference from BS.

The possibility of D2D routing path passing through the area is anal-

ysed. As a result, a gradient based switching mechanism between D2D

and CC is devised. Related to the publication of: “H. Yuan, W. Guo,

and S. Wang, “D2D Multi-Hop Routing: Collision Probability and Rout-

ing Strategy with Limited Location Information”, in IEEE International

Conference on Communications Workshops (ICC), London, Jun. 2015,

pp. 681-685.”.

5. The fairness of the channel occupation time between the D2D operating

in the industrial, scientific, and medical radio band (ISM) and the 802.11

network is examined, and the network performance and time delay for

both D2D and Wi-Fi UEs are analysed. Related to the publications of:

“H. Yuan, W. Guo, S. Wang, “Device-to-device Communications in LTE-

Unlicensed Heterogeneous Network”, in IEEE International workshop
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on Signal Processing advances in Wireless Communications (SPAWC),

Edinburgh, July, 2016, pp. 1-5.” and “Y. Wu, W. Guo, H. Yuan, S.

Wang, X. Chu, J. Zhang,“Device-to-device Meets LTE-Unlicensed”, in

IEEE Communications Magazine, vol. 54, no. 5, May 2016, pp. 154-

159.”.

1.5 Thesis Outline

The main topic of this thesis is the D2D multi-hop routing selection, which in-

cludes routing selection in underlaying cellular networks and the LTE-Unlicensed

spectrum. The thesis is organised as follows.

Chapter 2 presents a overview of D2D communications. A review of

different band spectrums for D2D communications is provided, where their

performance merits and limitations are discussed. A review of D2D multi-hop

routing algorithms is also presented, where the difference between the D2D

routing and the traditional Ad hoc routing is discussed.

In Chapter 3 the wireless communication network modelling is ex-

plained, with the two main modelling theories: Stochastic Geometry modelling

and Monte Carlo simulation.

In Chapter 4 the dynamic selection of multi-hop routes for D2D commu-

nications co-existent with a fully loaded urban cellular network is addressed,

when the cellular network is congested during an unexpected event. Three dif-

ferent wireless routing algorithms, shortest-path-routing (SPR), interference-

aware-routing (IAR) and restricted broadcast-routing (RBR), are analysed.

Chapter 5 develops a theoretical stochastic geometry framework, which

is used to generalize the performance comparison of IAR and SPR. Operational
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bounds on the operation envelopes of the different D2D routing algorithms can

be entirely characterized by clear geometric regions in the coverage area of the

cell.

In Chapter 6, a collision area (which is defined as that the D2D com-

munication cannot satisfy the minimum SINR requirement because of the in-

terference from BSs) in a heterogeneous cellular network for the purpose of

interference management between D2D and CC is defined. In the absence of

accurate location information, the collision probability of the D2D multi-hop

path hitting the defined collision area is analysed.

Chapter 7 considers how the envisaged D2D networks can efficiently

scale its capacity by utilising the unlicensed spectrum with appropriately de-

signed LTE-Unlicensed (LTE-U) protocols are examined. The LTE-U Listen

Before Talk (LBT) algorithm with multi-hop routing is adapted for collision

avoidance between traditional unlicensed UEs, e.g. Wi-Fi UEs, and the LTE-U

enabled D2D UEs.

The research results and findings presented in the thesis are summarised

in Chapter 8, and possible future work directions are also discussed.
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Chapter 2

Review of Device-to-Device

Communication

In this chapter, the motivation to study D2D communications and its status

within the cellular network eco-system is discussed. Then, two prominent

research challenges in multi-hop D2D communications underlaying cellular

networks are reviewed: band selection (inband and outband) and a variety

routing algorithms for multi-hop D2D communications are presented. Before

that, the communication performance benefits for D2D are reviewed, and then

the communication spectrum is investigated, inband and outband unlicensed

spectrum (802.11 protocol).

2.1 Overview of Communication Performance

Benefits

D2D communications, which is a part of the LTE-Direct standard [33], is

a technique of allowing UEs to communicate directly with each other, via

13



relaying messages using neighboring UEs [34, 35]. In terms of command and

control, each D2D connection will anchor on the serving BS, but the BSs

are avoided in terms of data-bearing channels. Hence, D2D communication

protocols are semi-distributed.

The conditions for establishing D2D communications in a cellular envi-

ronment include insufficient channel resources in the BS and the transmission

of delay tolerant data [36]. As for device discovery between potential D2D

UEs, it has been proposed that the UEs can utilize recent 3GPP ProSe stan-

dardization [37].

The potential advantages of D2D communications include throughput

enhancement, UE energy saving and coverage expansion [38,39]. The economic

attraction for mobile operators is that significant capacity and coverage gains

can be achieved without having to invest in network-side hardware upgrades or

new cell deployments. However, there are technical challenges related to D2D

and conventional cellular (CC) communications in co-existence, especially the

mutual interference due to spectrum sharing.

Enhanced Throughput. The rate of CC network can be enhanced by

exploiting D2D communications as a relay [40, 41]. The idle UEs can act as

relay to help the CC UEs when they are in a poor link quality to transmit

data [42], so that the network throughput is enhanced. There is an obvious

challenge, how to manage the transmission model (whether via D2D relay or

CC). A transmission graph solution is presented in [43], where each UE (D2D

or CC) is represented by a vertex. The transmission mode selection (whether

to use D2D relay or CC) is formulated as a flow maximization problem.

Another approach to improve the network throughput is reusing the

cellular spectrum with the CC network. The main challenge for reusing is

14



how to manage the mutual interference of D2D and CC communication. Sev-

eral techniques have been investigated to suppress interference between D2D

and CC links, such as Successive Interference Cancellation (SIC) [44], Radio

Resource Management (RRM) [45] with game theory to prioritize transmit-

ters [46]. An SIC is proposed in [47], which is by reducing the interference

to D2D communication link can get capacity without dropping CC network

capacity. Radio spectrum management [48], whether the D2D UEs reuse the

cellular spectrum or the dedicated spectrum for D2D UEs by BS, is another

efficient way to reduce the mutual interference.

Extension of Coverage. D2D UEs serve as relays to cover UEs outside

the cellular coverage. When a UE is not in the cellular coverage, another

D2D-enabled UE within the cellular coverage is selected as a relay to help the

UE communicate with the BS or other UEs with in coverage. The authors

in [49] describe the D2D acting as a relay for national security and public

safety (NSPS) services when the network coverage is partial or missing.

Energy Efficiency. Generally D2D communication is a shorter distance

communication network compared with the CC network. So D2D needs lower

transmission power to get the same signal-to-interference-noise-ratio (SINR)

under the same interference environment. D2D communication can effectively

offload the CC network traffic [50,51], and after the traffic is offloaded to D2D

UEs, the BS can set up as a sleeping control model when the network traffic

volume is below the threshold [52].

Spectrum Efficiency. The D2D communications can enhance the spec-

trum efficiency by reusing the cellular spectrum. How to allocate the cellular

spectrum is a challenge. A cognitive spectrum access technology for spectrum

allocation has been proposed [53]. The cognitive D2D UEs are capable of sens-
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ing the received interference for any D2D receiver. When the two D2D UEs

prepare to communicate, the transmitter sends a communication request to

the intended receiver first. Then the receiver senses the channel interference;

if the SINR is over the set threshold, the intended receiver replies a communi-

cation confirm message for establishing the D2D communication link. While

if the SINR is below the threshold, the D2D communication is not allowed.

2.2 D2D Band Selection

The D2D communication can utilize either the cellular spectrum (inband) or

unlicensed spectrum (outband). The outband spectrum can be unlicensed

spectrum or allocated spectrum by BS [54]. For inband D2D, there are two

models to reuse cellular spectrum resources [55]: underlay inband or overlay

inband.

The licensed band of Frequency Division Duplex (FDD) LTE network

which is operated in Figure 2.1 shows the full frequency band allocations.

Industrial, scientific and medical (ISM) radio bands mainly focus on 433 MHz,

915 MHz, 2450 MHz and 5000 MHz.

2.2.1 Inband D2D

In underlay inband, D2D links use the same cellular network spectrum band

at the same time as the CC network. The underlay D2D would enhance

the spectrum efficiency by reusing the CC spectrum with CC network at the

uresame time but an obvious challenge is to manage the mutual interference

between D2D and CC network. In overlay inband D2D, the cellular network

allocates dedicated resources such as allocated spectrum channels or different
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FDD LTE BANDS & FREQUENCIES

LTE BAND
NUMBER

UPLINK
(MHZ)

DOWNLINK
(MHZ)

WIDTH OF 
BAND 
(MHZ)

BAND GAP 
(MHZ)

1 1920 - 1980 2110 - 2170 60 130

2 1850 - 1910 1930 - 1990 60 20

3 1710 - 1785 1805 -1880 75 20

4 1710 - 1755 2110 - 2155 45 355

5 824 - 849 869 - 894 25 20

6 830 - 840 875 - 885 10 25

7 2500 - 2570 2620 - 2690 70 50

8 880 - 915 925 - 960 35 10

9 1749.9 - 1784.9 1844.9 - 1879.9 35 60

10 1710 - 1770 2110 - 2170 60 340

11 1427.9 - 1452.9 1475.9 - 1500.9 20 28

12 698 - 716 728 - 746 18 12

13 777 - 787 746 - 756 10 41

14 788 - 798 758 - 768 10 40

15 1900 - 1920 2600 - 2620 20 680

16 2010 - 2025 2585 - 2600 15 560

17 704 - 716 734 - 746 12 18

18 815 - 830 860 - 875 15 30

19 830 - 845 875 - 890 15 30

20 832 - 862 791 - 821 30 71

21 1447.9 - 1462.9 1495.5 - 1510.9 15 33

22 3410 - 3500 3510 - 3600 90 10

23 2000 - 2020 2180 - 2200 20 160

24 1625.5 - 1660.5 1525 - 1559 34 135.5

25 1850 - 1915 1930 - 1995 65 15

26 814 - 849 859 - 894 30 / 40 10

27 807 - 824 852 - 869 17 28

28 703 - 748 758 - 803 45 10

29 n/a 717 - 728 11

30 2305 - 2315 2350 - 2360 10 35

31 452.5 - 457.5 462.5 - 467.5 5 5

Figure 2.1: FDD LTE frequency band allocations.
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time slots of the channel to D2D links. The spectrum sharing is illustrated in

Figure 2.2.

Inband D2D Outband D2D 

Underlaying D2D

Cellular Spectrum

D2D & Cellular

Overlaying D2D

Cellular Spectrum

D2D

Cellular

Cellular Spectrum

D2D 

Unlicensed Spectrum

Cellular

Figure 2.2: The band spectrum situation for inband and outband D2D com-
munication.

In overlaying D2D communications, BS allocates dedicated resources

for D2D communications [56–58]. The overlaying D2D eliminates the mutual

interference between the CC networks and D2D communications, however it

reduces the resources efficiency and the available resources for the CC network.

The communication channel is partitioned to different sub-channels on

the time domain for overlaying D2D communication, which is addressed in [40],

in which the authors considered a pair of D2D UEs as a two way relay between

CC UE and BS while the D2D can communicate with each other. At the first

time slot, BS and CC UE transmit data to the two D2D UEs and for the

second time slot the two D2D UEs transmit the data to CC UE and BS shown

in Figure 2.3. At each time slot, only one D2D UE can send message to the

other D2D UE. According to the channel throughput, the CC UE selects the
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D2D UE 1

D2D UE 2

CC UE

BS

1st Time slot 2nd Time slot

Figure 2.3: The two different time slot protocol.

D2D UEs as a relay to communicate with the BS . The results shown in [40]

are that the overall network achievable rate increases for both the cellular links

and the D2D communications.

A frequency overlaying D2D communication with the different time slot

allocation is presented in [59]. The authors proposed an overlaying D2D com-

munications of a two-tier cellular network for offloading the network traffic and

enhancing the network rate. Each macro BS (distributed as a hexagon) has six

pico BSs at the end points of its borders, and the pico BSs maintain a mapping

table (which includes available frequency resource block (RB), channel state

information (CSI) and QoS requirements) to assist the D2D communication

establishment. The average rate of macro BSs, pico BSs and D2D communi-

cations is optimized based on the user density and pico cell coverage range.

The results show that D2D communication can significantly improve the per

CC UE average rate, however the D2D average rate depends on the frequency
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allocation between pico BS and D2D communications. Similar work was pre-

sented in [60], where the authors addressed a downlink (DL) overlaying D2D

communications. The D2D UEs are allocated the dedicated DL spectrum act-

ing as a relay to extend the CC coverage; D2D UEs communicate with the CC

UEs who are outside the CC coverage.

2.2.2 Outband D2D Communication

The outband spectrum can be either unlicensed spectrum or allocated spec-

trum taken from the licensed band [31]. Outband D2D is advantageous com-

pared with underlaying D2D because there is no mutual interference between

D2D and CC UEs. For example, in [61] the industrial, scientific and medical

(ISM) band is selected for D2D communications in LTE. The D2D UEs are

grouped based on the different QoS requirements, whereby only one UE per

group can use the ISM band for communication.

D2D on Unlicensed Spectrum

During the past few years, the concept of LTE-U (LTE for Unlicensed Spec-

trum) has been addressed, which suggests that LTE can operate in the unli-

censed spectrum with significant modifications to its transmission protocols.

LTE-U must adhere to unlicensed spectrum requirements, i.e., set transmit

power limits and collision avoidance [32]. By utilizing the considerable amount

of unlicensed spectrum available, low power D2D transmissions can potentially

avoid cross-tier interference with CC channels, at the cost of complicating the

unlicensed spectrum usage [62]. LTE-U has been included in 3GPP Release 13

standardization along with optional carrier aggregation to improve peak data
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rates [62].

Wi-Fi is a contention-based system with an appropriate mechanism

taken to avoid interference, i.e., CSMA. However LTE is a demand-based sys-

tem, so a critical element of LTE-U is to ensure fairness for Wi-Fi and other

unlicensed users. There are two main algorithms for a fairness to sharing the

unlicensed channel.

Idle Channel Sense

A straight approach is to sense the Wi-Fi channel. If the channel is empty, the

unlicensed communication is actived. If the channel is occupied then wait for

a clean channel. The difference between CSMA and Idle Channel Sense (ICS)

is that a CSMA system is applied with a collision avoidance (CA) mechanism.

When the transmitter senses a clear channel, it will send a ready to send

(RTS) frame. If the receiver is ready to receive it will send a Clean to Send

(CTS) package to inform transmitter. This protocol is also called RTS/CTS

handshake.

In [63], an example of LTE-U channel access scheme is presented, where

the femtocell base station (fBS) senses the unlicensed channel by detecting the

received power strength [64]. Before the fBS accesses the unlicensed channel,

it will detect the channel for a period Tsensing. If the channel is clean during

the sensing time, then the fBS accesses the unlicensed band and occupy the

channel for a fix time TcellTx. If not, the fBS assigns the LTE licensed resource.

Another protocol is addressed in [65], which proposes an approach for

LTE-U UEs co-existence with the 802.11 protocol controlled by eNB. The eNB

is divided into two components, 802.11 part and LTE part. At the beginning,

the 802.11 part of eNB senses the unlicensed channel. If the unlicensed channel
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Figure 2.4: CSAT enables LTE-U and Wi-Fi to share the same channel.

is empty, the LTE part of eNB will launch the communication with LTE UEs

on unlicensed band. At the same time, 802.11 part of eNB will broadcast

a Wi-Fi frame that notices the channel occupancy time to 802.11 UEs. If

there exists an 802.11 UE using the channel, the 802.11 part decodes the PHY

frame from 802.11 device and obtains its length and attributes information

(e.g. transmission power, maximum interference power that is tolerable by

802.11 receiver UE). According to the decoded information, the LTE part uses

a lower power communication with the LTE UEs on unlicensed band to satisfy

the interference requirement of the 802.11 UEs.

Carrier-Sensing Adaptive Transmission

Different from the ICS, Carrier-Sensing Adaptive Transmission (SCAT) is

based on duty cycle to control the LTE signal on and off, duty cycled con-

figuration does not sense the channel before transmitting [66]. As shown in

Figure 2.4 when the LTE-U is on, the LTE occupies the channel; while in the

LTE-U off period, the channel is unoccupied to neighboring Wi-Fi which can

resume normal Wi-Fi transmissions. During the LTE-U off period, the uti-

lization of Wi-Fi medium will be measured by LTE (normally LTE fBS), and

adaptively adjust LTE-U On duty cycle according to the Wi-Fi traffic load.
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The duty cycle can be set to a few hundred milliseconds, which can effectively

accommodate the QoS requirement while controlling the data transmission

delay.

Compared with ICS, SCAT does not sense the channel before trans-

mission so that there is a probability of that two different different UEs are

transmission at same time( which is defined as a communication collision).

The collision reduces both LTE and Wi-Fi capacity. The research in [67]

shows that when the LTE-U on period is shorter than off period, the network

capacity of using SCAT is 13% lower than using ICS.

2.3 Review of Multi-hop Routing Algorithms

In D2D communications multi-hop network, how to select the best path is

a challenge. Routing is the process of selecting best paths in a network. In

wireless communication networks, routing directs data forwarding from the

source node to the destination through the specific nodes in the same network.

How to select the specific nodes is called the routing algorithm. A qualitative

comparison of multi-hop routing algorithm is given in Table 2.1.

2.3.1 Broadcasting Wireless Routing

Broadcasting (BR) refers to transmitting data to all other nodes within the

transmitter’s transmission range [68]. There are two main replication algo-

rithms: Flooding and Controlled flooding.

Flooding : The source node sends a copy of the data to all of its neigh-

bors. When a node receives a broadcast data, it duplicates the data and

forwards it to all of its neighbors. At the end of the process every node will
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Table 2.1: Qualitative comparison of multi-hop routing algorithms.
Example Algorithm Routing Control Interference Routing

Information Aware Direction
[68] BR - Self No No

organised
[69] GFR Physical Self No Yes

location organised
[70] FR Physical Self No Yes

location organised
[71] GPSR Physical Self No Yes

location organised
[72] FLQ SINR, Self - Yes

RB, organised
Traffic

[73] ILA Physical Controlled Yes Yes
location, by BS

SIR

have a copy of the packet. As shown in Figure 2.5, the source node s broadcasts

data to node j1. Then j1 duplicates to all its neighbors.

However, when a node is connected to more than two other nodes, it

will create and forward multiple copies of the broadcast data. It is result to

the endless multiplication of broadcast data [68]. As shown in Figure 2.5, an

endless multiplication of broadcasting is between node j1, j2, and j3.

Controlled flooding : By solving the problem of endless multiplication in

BR, a controlled flooding algorithm is addressed in [74] which is also known

as Controlled flooding BR. The process of the algorithm is shown as:

1. A source node puts its sequence number i into a broadcast data, which

is set up as 1.

2. The source sends the packet to all of its neighbors.

3. When nodes receive the data from source node, they set their sequence

24



s dj1
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Figure 2.5: The broadcasting routing with flooding.

number as i + 1, then broadcast data they have received. Each process

of broadcasting increases the sequence number by 1.

4. When a node receives a broadcast data, it checks the data sequence.

If smaller than its own sequence number, the packet is duplicated and

forwarded, otherwise, the packet is dropped.

As shown in Figure 2.6, the BR with controlled flooding. Source UE

s wishes to transmit data to the destination UE d, but there is no direct

communication link between s and d. In this figure, the source UE s is broad-

casting data to destination UE d. At the beginning, s sets its sequence as 1

and broadcasts to j1. After receives the data from s, j1 sets its sequence as

2 and forwards to j2 and j3. But j2 and j3 cannot replay back because their

sequences are bigger than j1. Therefore, the controlled broadcasting avoids

the endless multiplication of broadcast data.

However, BR causes overload signaling and when the data reaches the

destination node and how to inform other nodes to stop BR remains challeng-
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Figure 2.6: The broadcasting routing with controlled flooding.

ing.

2.3.2 Geographical Wireless Multi-hop Routing

The problem of BR is lack of direction, there is no route direction for where the

data should be transferred. For solving those problems, a geographical location

based routing algorithm is proposed in the 1980s by Hideaki Takagi [75].

Geographical routing is a routing protocol using information about the

geographic location of the neighbors of the current node to direct a packet to

its destination. In geographic routing protocols, it is assumed that all UEs

have the information of their own locations and that the source UE knows

location information of the destination UE. As we will see below, the des-

tination location information is passed from source UE to every relay node

during the relay nodes selections. Normally, UEs obtain their own geographic

coordinates with a Global Positioning System (GPS) [76] or a grid location

service [77] (e.g. in D2D BS acts as a grid location provider). In the following,
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three popular Geographical multi-hop routing methods in the literature are

reviewed.

Greedy Forwarding Routing

Greedy Forwarding Routing is an improved BR. As reviewed earlier in Section

2.3.1, in BR any UEs re-broadcast the data after receive the data, but in

Greedy Forwarding only the selected UEs can relay. Greedy forwarding is a

routing algorithm based on the network UEs’ physical locations, and it works

by forwarding a packet closer to destination [69]. When the source UE needs

to send data to a specific destination UE, it first checks its available neighbour

UEs to select the neighbour UE which is closest to the destination as the first

relay. Once the data is received, the relay UE will perform the same approach,

to determine the neighbours which is closest to destination and forward the

data to it as the next relay. The process is continued until the data reaches

the destination.

Figure 2.7 illustrates a greedy forwarding algorithm under the same

network scenario with BR. It is can be seen that the routing has a definite

directivity from s to d. Following the greedy forward routing, s selects its

neighbour UE j1 as which is closest to d within s transmission range. The

relay UE j1 repeats greedy process forward to next UE j2, repeating this

process until data reaches d.

A successful greedy forward routing requires among all the UEs partic-

ipating in the routing process, there should be at least one neighbour closer

to the destination than itself such as shown in 2.7. Realistically, this might be

impossible for a dynamic wireless network, therefore the UE cannot find a UE

to forward data. For example in Figure 2.8(b), at the first step s cannot find
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Figure 2.7: Wireless relay network via greedy forwarding algorithm.

a closer neighbour than itself to d. When a UE cannot find a neighbour closer

than itself to the destination, it will drop the data to avoid routing loop [78].

An alternative to greedy routing is face routing which avoids this problem.

Face Routing

In face routing, a geometric routing algorithm is applied to a planned subgraph

of network topology [70]. A planar subgraph divides the network topology

plane into different faces, where each planar subgraph contains no intersecting

edges and is composed of polygonal regions separated by edges [79,80]. Figure

2.8(a) shows an example of planar graphs.

Once the planar subgraph has been obtained, the data from source UE is

forwarded along the first face boundary in anticlockwise (from the source to the

destination) order until it reaches the source-destination-line (S-D-line) shown

in Figure 2.8(b). The routing path traverses around the face and changes to
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(b) An example of the path followed by a packet using a face routing protocol and Greedy
Perimeter Stateless Routing.

Figure 2.8: The planar graphs and face routing.

other faces at the edges crossing the S-D-line until it reaches the destination

UE [81]. Figure 2.8(b) shows an example of the routing computed by face

routing protocol. The route starts from source UE S to destination UE d, it

first travels inside the face F1 until reaches UE i. If continuing to route in F1

it will reach the intersection point by S-D line and face boundary line, called a

face broken point p1. Therefore, it has to change routing face, under the right

hand rule then routing path changes to the face F3. Subsequently, the data
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travels along the boundaries of faces F3 when reaches d and then changes to

F5 until delivered to destination D.

Ideally, planar subgraphs are connected as planarization with full con-

nectivity, but in reality specifics of a wireless environment mean planar sub-

graphs may lack connectivity, such as node a does not exist in Figure 2.8(b),

when node b cannot find a next relay, and it will switch to anticlockwise or-

der. If anticlockwise and clockwise order both fail, the network routing fails

to connect the destination.

Another problem is that it is not the shortest route. As shown in Figure

2.8(b) when data arrives the relay UE h, the shortest path is h− g− c but for

facing routing it is h−j−i−f−e−d−c. The longer routing path causes longer

time delay and more energy consumption due to a larger number of hops. A

combined greedy routing and face routing called greedy perimeter stateless

routing (GPSR) algorithm to enhance the routing efficiency is proposed.

Greedy Perimeter Stateless Routing (GPSR)

The greedy perimeter stateless routing (GPSR) algorithm uses graph-theoretic

techniques to find routes, and exploits the correspondence between geographic

positions and connectivity in a wireless network to make packet forwarding

decisions [71]. It will start in greedy forward routing and then switch to face

routing when the current UE cannot find a neighbour closer to the destination

than itself. In particular, it employs:

1. greedy mode which is the priority mode, forward data to neighbour UE

that is closer to the destination;

2. face mode in regions of the network where a greedy path does not exist,
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data traverses successively closer faces of a planar sub-graph of the full

connectivity graph until reaching a UE closer to the destination, and

then the greedy mode resumes.

Geographical Routing based on the location information can provide a

definite directivity for the routing path. However, for a wireless communica-

tion network the channel status (such as channel throughput, traffic volume or

SINR) is also an important parameter for the network. Geographical Routing

does not consider the channel status when selecting the routing path. Atten-

tively, a channel status based routing algorithm called FlashLinQ is reviewed

in the next section.

2.3.3 FlashLinQ Routing Algorithm

FlashLinQ (FLQ) is a technology of PHY/MAC network architecture for syn-

chronous and distributed D2D communication [72], which was introduced by

QualComm, aiming to find a maximal channel-state-aware subset of channel

links. FLQ is suitable for D2D coexisting communication under a condition

of QoS, e.g. SINR, traffic volume. In FLQ, a synchronous Time Division Du-

plex (TDD) Orthogonal Frequency Division Multiplexing (OFDM) system is

designed at 2.586 GHz carrier frequency with 5 MHz bandwidth. Each device

identifies its neighbouring devices by receiving single-tone discovery signals.

In the architecture of FlashLinQ, the available links between D2D UEs

are distributed as two matrices for both transmitter and receiver, and each one

has 112 RB, where an RB represents a sub-channel and an OFDM symbol.

The links are assigned to different priorities ordered from 1st to nth. For a

link with the nth priorities scheduled for communication it has to satisfy the
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Figure 2.9: The structure of traffic channel (TCCH)

following requirements:

1. Both transmitter UE and receiver UE agree the channel SIR;

2. The signal over link n will not cause interference to any already scheduled

link with a higher priority, e.g. link {1, 2, 3, ..., n-1};

3. Both transmitter and receiver UEs’ corresponding RBs are available.

D2D links perform link scheduling according to the scheduling results

in a traffic channel (TCCH) frames in the data transfer phase shown in Figure

2.9. In the link scheduling period of the traffic channel, in order to determine

whether to access the link, transmitter (Tx) and receiver (Rx) in each active

D2D link schedules process by transmitting and detecting direct power signal

(DPS) and inverse power echo (IPE) signals in Tx and Rx OFDM blocks

respectively. Finally, Tx transmits data frames to Rx and Rx acknowledges

results of the data reception in the Data transfer and Acknowledgement (ACK)

periods.

The priority of different links is assigned randomly at each time slot,

so FLQ is fair for all links. A locally unique connection identifier (CID) is

allocated for each D2D link. If the two links have the same CID, those links
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can transmit simultaneously. A two-hop D2D communication with FLQ is

presented in [82]. The hop links are connected as:

• Source D2D UE m discovers destination D2D UE m′ based on FLQ;

• m identifies UE j as a relay for multi-hop communication based on the

first discovery results;

• m establishes the link m − j − m′ and transmits data from m to m′

relaying by j;

• m′ replay the confirm ACK to m through j, transmission completed,

release the link.

The RBs are limited to 112 in FLQ, for a high D2D UEs density, which

is not enough for dedicating the RB to each D2D communication link, further-

more dedicates RBs to D2D also reduces the cellular spectrum efficiency.

FLQ is a routing algorithm which depends on each UE maintaining a

routing table containing information of all available relay UEs and geographi-

cal routing protocol does not need to maintain the entire network topology. On

one hand, geographical routing reduces network cost due to the relatively low

amount of coordination and information exchange. On the other hand, geo-

graphical routing only requires information about neighbour UEs so it reduces

reliance of complete network topology.

2.3.4 BS Assistance for D2D Communications Routing

BR, geographical routing and FLQ are self-organised routing algorithms. They

lack central control and need a complex self-organised mechanism to deal with
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the routing environment changes such as the movement of UEs and commu-

nication channel status changes. Furthermore, when the routing process fail,

there is not an efficiency backup algorithm. D2D communications is part of

LTE-Direct standard. The entire communication is controlled and authorised

by the BS. Therefore, the BS plays a significant role for D2D routing.

The BS assistance for D2D communication contains three main func-

tions at each hop: (1) register the identification (ID) of D2D UEs (such as

IMSI) and the D2D UE link layer identifier; (2) authorise the D2D UEs prox-

imity discovery whereby the open discovery technology is used (in open dis-

covery, the UEs can be detected by any other UE in its proximity [34] [83]);

(3) provide the destination UE location to the relay UEs. In the event that

the D2D multi-hop process fails, the BS will take over the communications

and establish a CC link.

Device Proximity Discovery

Before a source UE can communicate with the destination UE, it needs to

identify its neighboring UEs so that the data can be routed through the optimal

set of relay UEs to the destination. In order to set up a D2D link, the UE

transmits a device discovery signal for its nearby UEs to detect the signal. The

device discovery process can be classified into restricted discovery and open

discovery [34]. In restricted discovery, D2D UEs must have a permission from

the BS to be detected by other UEs, while in open discovery, the UEs can be

detected by any other UE in its proximity.

As Figure 2.10 shows, the user of UE m (the discoverer) wishes to

discover whether there are any other D2D UEs in proximity. UE m broadcasts

a discovery request message:
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Figure 2.10: The D2D UE proximity discovery

• If a mobile UE is an active D2D UE, it replies a data frame with its

identifier ID set to the discover UE’s neighbour group, which is marked

as a potential D2D relay UE in the group;

• Alternatively, if the UE is not an active D2D UE, it may keep quiet to

the discoverer UE.

The discovery request message is received by UE1, UE2, UE3 and UE4.

Apart from the user of UE1, all other UEs are active D2D UEs. Each of UEs

responds directly to discoverer UE with a discovery response message which

may contain the unique personal ID of its user.

Data Relay Between UEs

As shown in Figure 2.11, the BS provides assistance between the D2D source

UE m and the relay UE j to the BS when the data is relaying from source to
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Figure 2.11: The D2D communication data relay

destination.

• After the discovery has finished, the candidate UE is reported to BS by

source UE m, and then the BS registers the UE j as a relay UE.

• The UE j confirms the registration (ACK) to the BS, which includes the

relay ID and communication link.

• When the UE j is confirmed, the BS authorises the UE j to discover its

proximity devices and reports the destination UE m location informa-

tion.

• The UE j selects the next relay UE j′ and reports to the BS.

For D2D routing, the neighbour discovery and data routing are con-

trolled by BS. When one routing algorithm fails, BS can choose a correspond-

ing backup, such as switching to CC communication or other algorithms. For
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a mobile communication system, the movement of UEs affects the routing

chosen and the BS accordingly adjusts the routing path direction.

2.4 Interference Aware Multi-hop

The D2D has mutual interference between D2D links and the underlay CC

network. How to deal with the interference when relaying data is a challenge.

2.4.1 Exclusion Zone Strategy

In order to limit the mutual interference, a popular approach is to introduce

and optimise an exclusion zone, wherein only D2D transmissions can occur

while CC UEs are strictly outside the exclusion zone. By controlling the size

and location of the exclusion zone through power control, exclusion-zone based

partner selection can ensure low outage probabilities for both D2D and CC

UEs.

Two analytical upper-bounds for the radius of exclusion zone centred

at the receiving D2D UE are presented in [84]. The exclusion zone radius

is defined such that up to a certain number of UEs can transmit simultane-

ously without causing failed reception at the central D2D UE, for all possible

combinations of UE locations therein.

In [73], the exclusion zone is defined in terms of the interference-to-

signal ratio (ISR) at the D2D receiver in a model that consists of one D2D

pair and multiple CC UEs. More specifically, the exclusion zone is defined as

a δD-interference limited area (ILA), in which cellular UEs could generate an

interference level larger than δDPD,R to the D2D receiver, where δD and PD,R

are the ISR threshold and the received power at the D2D receiver, respectively.
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Figure 2.12: D2D to cellular interference regions for different A values.

The authors also proposed a power control scheme to limit the transmit power

of D2D UEs so as not to generate any harmful interference to CC links. They

focused on reducing the uplink (UL) interference from CC UEs to D2D UEs

as they noted that the downlink (DL) interference from BS to D2D UEs can

be efficiently managed by transmitting beam forming techniques.

Figure 2.12 illustrates different possible shapes of the δD-ILA, where

the parameter A is proportional to the transmission power of D2D UEs [73].

If A > 1, the δD-ILA area is a circular area centred at the D2D receiver. If

A = 1, it is the smaller region within the coverage area of BS. It is divided

into two parts by a chord passing through the midpoint perpendicular to the

straight line between the BS and the D2D UE. If A < 1, the δD-ILA area

is the whole cellular coverage area without the region shown in case A > 1.

We can see that the shape of the δD-ILA is not always a circular area centred

at the D2D receiver, but depends on the ratio of the transmit power of D2D

transmitter and the received power at the BS. This indicates that network

optimisation solutions assuming circular small-cell or D2D coverage areas may
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lead to inaccurate results.

2.5 Conclusions

In this chapter, the two prominent research challenges have been reviewed:

how to avoid collision with unlicensed network (specifically, Wi-Fi network)

when D2D communication operated with Unlicensed spectrum, and multi-hop

routing algorithms.

In the first part, the collision avoidance of D2D operation on LTE-U

spectrum with Wi-Fi system is discussed. Two main coexistence technologies

are reviewed: SCAT and ICS. SCAT is based on duty cycle to control the LTE-

U signal on and off, and it does not sense the channel before transmitting.

However, it gets a possibility of collision due to the lack of sensing before

transmission. ICS is similar with the Wi-Fi regulation CSMA, however ICS

would not test the channel before transmission.

In the second part, the base line routing algorithm BR is analysed.

Because of BR lacking of direction, a definite directivity routing algorithm

Geographical wireless multi-hop routing is reviewed, which is based on the

physical location information of UEs. For a wireless communication system,

QoS is important. FLQ is a algorithm based on a routing table and it is

suitable for D2D communication under a certain conditions of QoS( e.g. SINR

or traffic volume).

For D2D routing, BS plays a role for assistance D2D proximity discovery

and provides location information. However, the CC network (specially the

BS) is also a significant interference source to D2D communications. The

interference aware D2D routing has also been addressed in this chapter.
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Chapter 3

Methodologies for Wireless

Network Modelling

3.1 Introduction

Before analyse the D2D performance with the different routing algorithms,

the modeling methods for wireless communication systems are reviewed and

analysed. There are two main approaches: Monte Carlo simulation [85] and

Stochastic Geometry [86].

Monte Carlo simulation is a broad class of computational algorithms

that rely on repeated random sampling to obtain numerical results. Their es-

sential idea is using randomness to solve problems that might be deterministic

in principle. For the wireless network modelling, the Monte Carlo simulation

aims to generate the locations of the BSs and UEs. For each single simulation,

a random UE location and a BS location are generated. Based on the locations

of UEs and BSs the performance of the network is analysed. A large number

of the simulations is used to get the normal or average performance. In this
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Figure 3.1: A comparison of Monte Carlo simulation and Stochastic Geometry.

thesis, the simulation times for Monte carlo simulation is 100,000.

The Stochastic Geometry uses the point process to generate the nodes

locations distribution, then uses the statistical methods to expect the network

performance, such as network capacity and success communication probability.

A comparison of Monte Carlo simulation and Stochastic Geometry is shown

in Figure 3.1.

3.2 Monte Carlo Simulation

Monte Carlo simulation started in the 1940s for the purpose of testing engi-

neering systems subjects to real behaviour [87]. It is a broad class of computa-

tional algorithms that rely on repeated random sampling to obtain numerical
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Figure 3.2: A typical Monte Carlo simulation for cellular communication sys-
tem.

results. When planning a wireless network, design must be proved to work

for a wide variety of scenarios that depend mainly on the number of users

and their locations [88]. Monte Carlo simulation is typically used to generate

these users and their locations. The network performance is then evaluated

and optimised.

As Figure 3.2 shows a typical Monte Carlo simulation structure for cel-

lular communication system. The main random variables are: users’ locations,

BSs locations, network traffic and channel conditions.

By knowing the locations of BSs and UEs, the received signal power

and SINR can be calculated using the propagation and pathloss model. The

channel throughput highly depends on the receive SINR by using the Shannon

capacity theory.
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3.2.1 Statistical Pathloss Model

The signal strength of an electromagnetic wave would result from a line-of-

sight path through free space, with no obstacles nearby to cause reflection or

diffraction, which is defined in “Standard Definitions of Terms for Antennas”,

IEEE Std 145-1983, as “The loss between two isotropic radiators in free space,

expressed as a power ratio.” Free-space path loss (FSPL) is proportional to

the square of the distance between the transmitter and receiver.

PLFS =

(
4πrf

c

)2

(3.1)

where f is the signal frequency (in Hz), r is the distance from the transmitter

(in m), and c is the speed of light in a vacuum.

The statistical Pathloss Model approach includes two components: an

estimate of the median path loss and a random component that depends upon

the physical features of the local terrain. The measurement of the field strength

in various environments is a function of the distance r, and from the trans-

mitter to the receiver motivates a simple propagation model for median path

loss having the form:

PR

PT

=
λ

α
(3.2)

Where PR is the received power, PT is the transmission power, λ represents a

gain that is related to the frequency and antenna gains, and α is the pathloss

distance exponent typically rangesfrom 2 to 5 depending on the environment
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Table 3.1: Example Path-loss exponents
Environments α

Free space 2
Flat rural 3

Rolling rural 3
Suburban rural 3.5

Dense urban, skyscrapers 4.5

shown in Table 3.2.1.

3.2.2 Ray Tracing by Wireless InSite

The simulation is based on the software Wireless InSite1, which is a suite of

ray-tracing models and high-fidelity electromagnetic solvers for the analysis

of site-specific radio propagation and wireless communication systems. The

Shooting and Bouncing Ray method (SBR) is used to find the propagation

paths from the transmitters to the receiver points [89], [90]. A dense grid of

geometric bouncing optics rays representing the transmission electromagnetic

wave is shooting into the propagation medium and follow the rays bounce,

reflection off materials, diffraction off materials and penetrate through mate-

rials. These rays interact with environmental features (dielectric constant of

obstruction material, obstruction size shape and location, location of trans-

mitter and receiver) and make their way to receivers. In this simulation, the

maximum number of reflections for each single ray is 30 and the maximum

number of diffractions is 5. The SBR for the number of ray paths is more than

2 interactions, image method for Ray paths is within 2 interactions.

However, the Monte Carlo simulation strongly depends on the known

UEs or BSs locations for a particular network. If the UEs locations change

1http://www.remcom.com/wireless-insite
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Table 3.2: Symbol Notation

Symbol Definition Parameter Value
γ link SINR Bandwidth 20 MHz
m source D2D UE Transmit Frequency 2.1 GHz DL
m′ destination D2D UE macro-BS Number 19
j Relay D2D UEs CC UE Number/BS 120
o nearest BS D2D UE Number/BS 150
H fading gain Environment Ottawa City
σ2 AWGN power Propagation Model 3GPP UMi [91]
λ pathloss constant UE Distribution PPP
PBS BS transmission power ζ -6 dB
PD2D D2D transmission power AWGN Power -132 dBm
ζ SINR threshold BS Antenna Height 45 m
R max. D2D trans. distance D2D User Height 1.5 m
rj,j′ average hop distance PBS 40 W
rSPR
j,j′ average hop distance for SPR PD2D 0.1 W

r
IAR(i)
j,j′ average hop distance for IAR ΛD2D 400/km2

KSPR,IAR number of hops Wall Loss 20 dB
RBS BS coverage range Traffic Model full buffer
Ψ Macro-BSs coverage size Multi-path Fading Rayleigh

ΛD2D available D2D density Fading Variance 6 dB
Λ′D2D co-frequency D2D density Macro-BSs coverage 1650 m

or the network structure changes, the simulation model would be changed.

Stochastic Geometry is a general analytical model that applies for all cellular

networks’ realizations. The simulation parameters and symbols are defined in

Table 3.2.

3.3 Stochastic Geometry

Stochastic geometry has been used as a tool for modelling wireless networks

as early as 1978 [92] in the past ten years, stochastic geometry and associated

techniques have been applied and adapted to cellular systems [93, 94], ultra-
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wideband [95], cognitive radio [96,97], femtocells [98], relay networks [99] and

other types of wireless systems.

In practice, cellular networks are already deployed and, for a given city,

the locations of BSs are already known. However, in the Stochastic Geometry

analysis, it is not concerned with the performance of a specific realization of

the cellular network at a specific geographical location. Instead, it focuses on

a general analytical model that applies on average for all cellular networks’

realizations. If it needs to analyse the average capacity in a cellular network,

instead of repeating the analysis for each and every geographical setup of

the cellular networks, Stochastic Geometry can obtain general performance

analysis, guidelines and design insights that apply when averaging over all

distinct realizations [86].

For this point of view, the locations of the BSs are considered unknown.

Furthermore, following the studies in [100, 101], the locations of the BSs are

considered random. Stochastic Geometry models the BS locations by a point

process (PP) [102–104], which describes the random spatial patterns formed

by points in space. According to the properties of the selected PP, the network

performance (such as outage probability and network capacity) is analysed.

3.3.1 Spatial Point Process

A spatial point process is a random pattern of points in a space. Spatial point

processes are useful as statistical models in the analysis of observed patterns

of points, where the points represent the locations of BSs or UEs.

A one-dimensional point process can be handled as the arrival times

T1 < T2 < T3 < ... where Ti is the time at when the i-th point arrives, which
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Figure 3.3: A point process in time.

is the random variables and Ti < Ti+1. The inter-arrival times Si = Ti+1 − Ti

are independent for the Poisson process as shown in Figure 3.3.

Poisson point process

A spatial point process is a model for a random pattern of points in d-

dimensional space, where D ≥ 2 in this thesis only 2 dimensions is considered.

For example, if we make a map of the locations of the number of a group of

people; this map constitutes a random pattern of points in two dimensions.

There will be a random number of such points, and their locations are also

random. A spatial Poisson point process (PPP) is defined as follow.

For any set of Euclidean space B, B ⊂ Rd, Rd is a d-dimensional Eu-

clidean space. N(B) is the number of points in the set B, the number N(B)

has a Poisson distribution with the density Λ of a space set of B. Therefor the

probability of the number of random points in the set B is [86]:

P(N(B) = k) = exp

(
−
∫
B

Λ(x)dx

) (∫
B Λ(x)dx

)k
k!

(3.3)

For a 2-D Poisson process,
∫
B Λ(x)dx = AΛ, where A is the area of the 2-D
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Figure 3.4: Cellular BSs location modeled va PPP.

space B.

So the the probability of the number of random points in the 2-D set B

is,

P(N(B) = k) = exp (−ΛA)
(ΛA)k

k!
. (3.4)

In Stochastic Geometry model, the location of the BSs are modeled via

a PPP. The transmission power of BSs are assumed to be equal, each user

associates with the nearest BS, the coverage of the BSs from a Voronoi tessel-

lation [105]. So a line bisecting the distance between each two neighbouring

BSs separate their coverage regions. Figure 3.4 shows a PPP modeled cellular

network, the blue lines are the boundaries of the BSs coverage, red stars are

the locations of BSs.
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Figure 3.5: A PCP modeled network, the red stars are the parent points (BSs)
and the blue circles are the UEs

Poisson Cluster Process

Due to the variation of the capacity demand across the service area (e.g.,

downtowns, residential areas, parks, sub-urban and rural areas), the BSs will

not exactly follow a grid-based model. With independent deployment of small

cells (e.g., femto cells, Heterogeneous networks) will have a topological ran-

domness of the network. The Poisson Cluster Process (PCP) is widely used

for modelling the heterogeneous networks [106–108] and multi-tier cellular net-

works [109,110].

A general PCP is generated by taking a parent PPP and daughter

point processes. At first, using PPP to generate the parent points, and then

translating the daughter processes to the position of their parent. The cluster

process is then the union of all the daughter points. Denote a parent PPP by

ΦP = {x1, x2, ...} of with density ΛP. The daughter processes are generated
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by another PCP, which applies homogeneous independent clustering to an

existing parent process [111]. The daughter clusters are Nxi = N + xi for

each xi ∈ ΦP and the random point process N . The whole process of Φ is:

Φ =
⋃
x∈ΦP

Nx. A double PPP is used for generating the PCP distribution.

The UEs are scattered on a circle with the radius rP centred at each parent

node as shown in Figure 3.5, which is a heterogeneous network generate by

PCP.

3.3.2 Distance to the Nearest BS

An important quantity is the distance r separating a typical user from its

tagged base station. Since each user communicates with the closest base sta-

tion, no other base station can be closer than r. In other words, all interfering

base stations must be farther than r. The UEs are attached to the closest

BS, with a random variable distance R, and from the Eq. (3.4), k = 0 so the

probability of no BS closer than r is:

P [R > r] = P [no BS closer than r] = e−ΛBSπr
2

, (3.5)

where ΛBS is the density of BSs.

Therefore, the cumulative distribution function (CDF) of to the closest

BS is:

FR(r) = 1− e−ΛBSπr
2 (3.6)

and the probability density function (pdf) of to the closest BS can be found

as
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Figure 3.6: CC between two UEs with interference from neighbouring BSs and
other UEs

fR(r) =
dFR(r)

dr
= 2ΛBSπre

−ΛBSπr
2

. (3.7)

3.3.3 Signal-to-Interference-plus-Noise Ratio Model

For the CC network, as Figure 3.6 shows the source the UE communicates

with the destination UE via the BS. The interference are from the other CC

UEs who are sharing the same frequency at the uplink and the neighbouring

BSs at the downlink. For the underlaying inband D2D, the D2D UEs can both

share the downlink or the uplink channel with the cellular networks.
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Figure 3.7: D2D downlink communications between two UEs with interference
from neighbouring BSs.

SINR for D2D Communication

When the D2D share the cellular DL band, as shown in Figure 3.7, the main

interference is from the nearby BSs. In general, the centre of the BS’s coverage

area is off-limits to D2D transmissions using the cellular DL band due to the

high DL interference from the nearby macro-BS. The cell edge is generally

off-limits to D2D transmissions using the cellular UL band due to the high UL

interference from cell-edge CC UEs transmitting at high power levels.

For the DL D2D communications, the SINR from any D2D UEs j to j′

at DL is:

γ
(
ro,j′
)

=
Hj,j′PD2Dλr

−α
j,j′

σ2 + IBS

(
ro,j′
)

+ ID2D

. (3.8)

where PD2D is the D2D transmission power, Hj,j′ is the channel fading between
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Figure 3.8: D2D uplink communications between two UEs with interference
from other UEs.

UE j and UE j′, σ2 is the AWGN power, ro,j′ is the distance between the

nearest BS and UE j′, rj,j′ is the distance between UE j and UE j′, H is

the fading gain, λ is the frequency dependent pathloss constant, and α is the

pathloss distance exponent. IBS is the interference from BSs, and ID2D is the

interference from co-frequency D2D UEs.

Figure 3.8 shows the D2D is sharing the cellular UL spectrum, the

interference to D2D UEs is from the other CC UEs and co-frequency D2D

UEs. So the SINR for the UL is:

γ
(
rj,j′
)

=
Hj,j′PD2Dλr

−α
j,j′

σ2 + ID2D

. (3.9)
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Expectation of BSs Interference

For the DL D2D communication, the interference from BSs is a big challenge

to the D2D interference. By managing the interference, we need to know how

much the expected interference is. The interference to D2D UEs is from the

1st nearest BS to the Nth nearest BS, which is

I =
N∑
i=1

PBSλr
−α
i (3.10)

where PBS is the BS transmission power, λ is pathloss constant and ri is the

distance to the i-th BS.

The average interference power from the second nearest BS to further

BS is [112]:

I2nd−n
BS =

[
πΛBSΞ(r,Ψ, 4)

2
√

1/PBSλBSerfc−1(0.5)

]2

, (3.11)

so the total BS interference is comprised of the interference from the nearest

BS that is of distance ro,j′ away, and other further BSs.

IBS =
N∑
i=1

PBSr
−α
i

= PBSλBSr
−α +

[
πΛBS(arctan(Ψ)− arctan(ro,j′))

2
√

1/PBSλBSerfc−1(0.5)

]2

.

(3.12)

. The parameters for the above equations are as follows: PBS is the transmis-

sion power, λ is the frequency dependent pathloss constant, Ψ is the radius of

the network coverage area for an accurate BS density ΛBS and α is the pathloss

distance exponent.
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3.3.4 Network Capacity

AS the Shannon theory defined, the network capacity related to SINR is shown

in [113] as:

C = B log2 (1 + γ) , (3.13)

where B is the channel bandwidth and γ is the received SINR. The expectation

of a non-negative continuous random variable X is E[X] =
∫
t>0

P(X > t)dt.

With the PPP and fading distribution, the expectation capacity for any single

UE with the cellular DL is [100]:

E (Ci) =

∫ +∞

0

P

{
B log2

[
1 +

HiPBSλr
−α

σ2 + IBS−i

]
> ζ

}
dζ

=

∫ +∞

0

P
[
Hi > rα

1

Pλ

(
σ2 + Ii

) (
2
ζ
B − 1

)]
dζ,

(3.14)

where Hi is the channel fading from the BS i to receiver UE, PBS is the BS

transmission power, B is the bandwidth, and IBS−i is the interference from

the BS i. The multi-path fading is a distribution of ∼ exp(β), fR(I|r) is the

joint interference distribution, and where β = 1/PBSλ. Inserting the fading

distribution yields:

E (Ci) =

∫ +∞

0

exp

[
−βrασ2

(
2
ζ
B − 1

)]∫ +∞

0

exp

[
−βrαIi

(
2
ζ
B − 1

)]
fR(I|r)dIdζ

=

∫ +∞

0

exp

[
−βrασ2

(
2
ζ
B − 1

)]
L
[
−βrα

(
2
ζ
B − 1

)]
dζ,

(3.15)
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where L is the Laplace transform of the interference term Ii:

L(Ii) =

∫ +∞

0

exp

[
−βrα

(
2
ζ
B − 1

)
Ii

]
fR(I|r)dI, (3.16)

which is given by [114]:

L(Ii) = exp
[
−ΛBSπr

2Q(ζ, α)
]
, (3.17)

where the Q function is:

Q(ζ, α) =

∫ +∞

2
ζ
B −1

(
2
ζ
B − 1

) 2
α

1 + uα/2
du

=

√
ζ

B
− 1 arctan

(√
ζ

B
− 1

)
for α = 4.

(3.18)

The mean rate for the multi-user capacity is:

C =

∫ +∞

0

E (Ci) fR(r)dr

=

∫ +∞

0

e−πΛBSr
2

∫ +∞

0

P

{
B log2

[
1 +

HiPBSλr
−α

σ2 + Ii

]
> ζ

}
dζdr

=

∫ +∞

0

∫ +∞

0

−ΛBSπr
2 exp

{
−βrασ2

(
2
ζ
B − 1

)
− ΛBSπr

2
[
Q(ζ, α) + 1

]}
dζdr.

(3.19)
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3.4 Conclusion

In this chapter, the modelling methods of wireless communication systems are

reviewed. The Monte Carlo simulation started in the 1940s for the purpose

of testing engineering systems subjects to real behaviour. It is a broad class

of computational algorithms that rely on repeated random sampling to obtain

numerical results. The the Monte Carlo simulation is strongly depending on

the known UEs or BSs locations for a particular network. By knowing the

locations of BSs and UEs, the received signal power and SINR can be calcu-

lated using the propagation and path loss model. Furthermore the network

capacity can be calculated based on the SINR. Stochastic geometry has been

used as a tool for modelling wireless network as well. It focuses on a general

analytical model that applies on average for all cellular networks realizations.

Stochastic Geometry can obtain general performance analysis, guidelines and

design insights that apply when averaging over all distinct realizations. In this

chapter, the spatial point process and its fundament are discussed. Then how

to catch the nearest BS based on the BSs and UEs locations is analysed, and

the network capacity is studied.
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Chapter 4

Emergency D2D Route

Selection in an Urban

Environment

4.1 Introduction

Terrorist attacks generally target dense urban areas to deliver the greatest

casualty and the high impact. In the event of such an attack, such as the

9/11 attack in New York City and the 7/7 bombing in London, the wireless

communication network becomes overloaded or even shuts down. This is due

to the fact that the number of UEs that a BS can serve is limited, and the

number of radio resource blocks (RRBs) to support services is also limited. In

this chapter, the cellular network is assumed fully loaded with traffic, and a

large set of UEs are seeking alternative ways to relay vital data.

D2D communication is a way of allowing UEs to act as relays for each

other with the potential integration of public safety applications [115, 116].
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The BSs of the cellular network are avoided in terms of data-bearing channels,

but may or may not serve as a coordinator or facilitator to D2D channels.

D2D channels are treated as emergency data channels [117,118], whereby the

end-to-end outage performance is one of the major priorities for low rate data

transfer (i.e., safety messages).

As described in Chapter 2, a major modeling consideration is the mutual

interference between the overlay macro-BS tier and the temporarily formed un-

derlay D2D tier, as well as intra-tier interference. One of the unresolved, and

must be resolved challenges are, how to efficiently select D2D relay partners

in such an interference environment. This is a dynamic problem with many

variables such as the location of the source-destination UE pair and the overall

network situation. In terms of existing work on multi-hop routes that miti-

gate interference, one approach used is to introduce and optimise an artificial

exclusion zone, where D2D transmissions can occur only inside the zone, and

CC transmissions are restricted to outside the zone [119]. The caveat with

this approach is that a large number of exclusion zones can severely degrade

CC transmission capacity and cause areas of outage.

In this chapter a novel interference-aware routing algorithm is intro-

duced for emergency transmission in urban environments. Several routing

algorithms strategies and performances are compared and results for an urban

environment with varying UE densities and building materials are presented.
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4.2 Experiment Setup

4.2.1 Cellular Network

The system considered is an OFDMA based multiple-access network. It con-

sists of 3 macro BSs located in the city of Ottawa 1. In this chapter, it is

considered that the communications between 2 arbitrary UEs, routing data

via: CC channels or D2D channels.

In terms of the traffic load, every BS in the cellular networks experiences

a full buffer traffic from CC sources during the aftermath of a terrorist attack.

Furthermore, UEs that wish to communicate to each other need to share the

DL spectrum and use D2D multiple relaying. Therefore, the dominant issue

is the mutual interference from CC and D2D channels in co-existence.

The communication environment is a specifically urban scenario, Ot-

tawa city centre. As analysed in Chapter 3, in this chapter the problem is to

analyse the performance in a particular network structure so the Monte Carlo

Simulation is selected as the network modelling method.

4.2.2 Urban Propagation Model

D2D Propagation Model

The propagation environment used in this study is a real city centre in Ottawa

City in Canada. A 0.92 km × 0.55 km grid that comprises of approximately

80 buildings of various shapes and dimensions is selected. The 3D city model

is shown in Figure 4.1. The UE Path loss models are shown in Figure 4.2. If

there is a direct transmission path between transmitter UE and receiver UE

1The reasons why Ottawa is selected are: The city of Ottawa layout is regular metric
shapes (streets and building); and Ottawa is a typical developed urban environment.
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Figure 4.1: 3D building model (m2) of a section in Ottawa city model.

which is called the Line-of-Sight (LOS) propagation path, the path loss model

is [91]:

PLLOS(r) = 22 log10(r) + 28 + 20 log10(fc). (4.1)

where r is the distance between transmitter and receiver, and fc is the carrier

frequency.

If there is no direct transmission path between transmitter UE and

receiver UE which is called as the Non-Line-of-Sight (NLOS) propagation path

shown in Figure 4.2, the path loss model is [91]:

PLNLOS = max (2.7 + 42.8 log10 r, 38.46 + 20 log10 r) + 0.7rindoor + nLw (4.2)

where rindoor is the distance of propagation path inside the building, n is the

number of the all propagation path through walls and Lw is the propagation

path loss of wall.
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dindoor The distance of the propagation path through the building. 

Figure 4.2: UE propagation path loss models in urban environment.

CC Propagation Model

For the interference power from BS, the LOS and NLOS is shown in Figure

4.3. Where hBS is the height of BS, hd is the height of building, ru is the

distance of D2D UE to the highest building between UE and BS, and rd−b is

the distance of the highest building between UE and BS to the BS. Path loss

model of LOS (which ru
rd−b

> hd

hBS
) is [91]:

PLBS-LOS = 40 log10 (ru + rd−b)+7.8−18 log10 (hBS)−18 log10 (hUE)+2 log10 (fc)

(4.3)

where hUE is the height of UE.

62



LOS NLOS hd height of obstacle

l1luLOS:  
lu
l1

>
hd
hBS

NLOS:  
lu
l1

≤
hd
hBS

lu The distance of UE to the propagation obstacle
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Figure 4.3: BS Path Loss model of LOS and NLOS.

The NLOS path loss model (which ru
rd−b
≤ hd

hBS
) is [91]:

PLBS-NLOS =161.04− 7.1 log10(W ) + 7.5 log10(h)−

[
24.37− 3.7

(
h

hBS

)2
]

log10(hBS)

+
[
43.2− 3.1 log10(hBS)

] [
log10(r)− 3

]
+ 20 log10(fc)

−
[
3.2
(
log10(11.75hUE)2

)
− 4.97

]
.

(4.4)

where h is the average building height and W is the street width.

The minimum SINR required for data flow is -6 dB in the urban en-

vironment, the broadcasting threshold is -4 dB, simulation area is 0.51 km2,

street width is 20 m and D2D Source-Destination distance is 250 m to 450

m. A full list of experimental parameters and corresponding values is found

in Table 3.2. The assumption is made that all UEs are outdoors in the event

of a terrorist attack, but communication signals can go through buildings.
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4.3 Outage Probability Definition

4.3.1 CC Outage Probability

This section introduces the concept of the outage probability. Two arbitrary

UEs m and m′, which have an end-to-end distance of rm,n and rn,m′ to their

serving BS respectively. The instantaneous SINR of a communication link

from m to n is defined in Eq.(3.7):

The minimum SINR for data communication is ζ (-6 dB). The end-to-

end outage probability (which is defined that the received SINR falling below

ζ) of UE m communicating to UE m′ is given as a function of the uplink and

downlink outage probabilities:

PCC,out(m,m
′) = 1− P(γm,n > ζ)P(γn,m′ > ζ). (4.5)

4.3.2 D2D Outage Probability

For D2D communications, each single hop has to satisfy the SINR requirement.

The outage probability for non-cooperative decode-and-forward (DF) relaying

is given as a function of the product of the success probability for each link:

PD2D,out = 1−
J∏
j=1

[
1− E

(
PD2D−j,out

)]
(4.6)

where E
(
PD2D−j,out

)
is the probability of a single D2D hop; and the total

number of hops J is determined by the density of UEs in the network, the

distance between the source and destination UEs and the route selected.
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4.4 D2D Routing Strategies

4.4.1 Restricted Broadcast-Routing (RBR) Algorithm

As discussed in Chapter 2, the traditional BR routing causes overload signaling

when relay the information. Therefore the traditional BR algorithm would

cause a great interference to the CC network. To reduce the interference by

reducing the number of relay nodes, a Restricted Broadcast-Routing (RBR) is

presented.

DataThreshold
Destination 
Information

ID

Figure 4.4: RBR data frame structure.

In RBR, the source UE m broadcasts its data, and the UEs within the

transmission range of sources UE who will to act as relay UEs simply continue

to broadcast this data. The step by step algorithm is as follow:

1. The source UE m broadcasts its transmission data, with a frame struc-

ture shown in Figure 4.4. It includes the frame ID, destination location

information and broadcasting SINR threshold ζ ′. The UEs with the re-

ceived SINR ζ < γ < ζ ′ is selected as a broadcasting UE rather than all

UEs broadcasting.

2. The D2D UEs broadcasts the data by following the algorithm:

function RBR(ro,j, ro,m′ , rCA, ΛBS)

if Destination UE reached then Broadcasting finished

else Not reach the destination UE
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For each hop UE j, check the frame ID and γ

if ζ < γ < ζ ′ then

Broadcasting the data

else γ ≥ ζ ′

Keep quiet

end if

end if

end function

3. When the data reached the destination UE, the destination informs the

BS and then BS broadcasts a RBR stop signalling to all UEs.

4.4.2 Shortest-Path-Routing (SPR) Algorithm

SPR is a kind of Greedy Forwarding Routing reviewed in Chapter 2 but it is

assisted and controlled by BS. The SPR step-by-step D2D algorithm needed

to achieve the shortest path routing from a generic UE pair (m to m′) operates

in the following manner:

1. The source UE m requests communication with a destination UE m′

through standard authentication via the Evolved Packet Core (EPC)

network. The serving BS allocates D2D authorization for this request

and provides the location of destination UE m′ to the source UE m,

which is used for route selection.

2. If m′ is not in single hop range of m, UE m broadcasts a relay request and

the request is received by neighbouring UEs in its communication range,

which is the maximum distance for which reliable data transmission can
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take place. Available UEs will send back an acknowledgement signal to

source UE m.

3. UE m receives feedback of the potential relay UEs and sends the data

packet to the relay UE j that is the closest to the destination UE m′.

The pseudo code is as follows: let ΓK be the total set of available relay

UEs j′ at hop sequence K = {1, 2, 3, ..., k}, k is the hop number and

rm,j′ ∈ Lk be the set of distances between the potential forwarding UEs

and m′.

While The communication data has not reached m′

1 Calculate distance Lk between Γk and UE m′;

2 Find the UE j′ with distance minLk;

3 Transmit the data to UE j′ ;

End While

In the event that the D2D multi-hop process fails, the BS will take over the

communications and establish a standard CC link between the last successful

relay UE and the destination UE. Whilst D2D transmissions are taking place,

the regular CC channels will suffer additional interference.

4.4.3 Interference Aware Routing (IAR) Algorithm

The idea behind IAR is to reduce the CC interference to the D2D UEs received

in the DL band. This is intuitively achieved if the D2D routing process occurs

along the BS’s cell boundary, where the distance to adjacent BSs is maximised

and the aggregate interference to adjacent BSs is minimised. The IAR path

has 3 distinct stages (Figure 4.5):

67



Source 
Device, m

Destination  
Device, m’

Relay 
Device j

Stage 1: “Escape”

Stage 2: “Migrate”

Stage 3: “Return”

Parent
Cell

Neighbouring
Cell

Cell 
Boundary

Cell 
Boundary
Threshold

Neighbouring
Cell

Figure 4.5: Interference-Aware-Routing (IAR): 3-Stage Process

• Stage 1 (Escape to Cell Boundary): from source UE m to closest bound-

ary UE j;

• Stage 2 (Migrate along Cell Boundary): from boundary UE closest to

the source to a boundary UE closest to the destination;

• Stage 3 (Return from Cell Boundary): from the boundary UE closest to

the destination to the destination UE m′.

Each stage of the IAR actually utilizes the SPR algorithm. Clearly the route

is longer than the SPR path, but the advantages are that the interference from

CC UEs can be reduced significantly due to the increased distance from the

parent-BS.
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Figure 4.6: Simulated D2D Routing Paths in Ottawa city between Transmit-
ter UE and Receiver UE for Shortest-Path-Routing (SPR) and Interference-
Aware-Routing (IAR). The diagram is under-laid with the interference power
received at each location. Stars represent outdoor UE positions.

4.5 Results and Analysis

This chapter first examined the feasibility of D2D routing when the BS is fully

loaded. In Figure 4.6, the simulation results show the simulated end-to-end

D2D routing paths between an arbitrary transmitter UE and receiver UE for

both SPR and IAR in Ottawa city. The D2D communication propagation is

shown in Eq.(4.1) and Eq.(4.2) for LOS and NLOS respectively. The propa-

gation between BS and D2D is shown in Eq.(4.3) and Eq.(4.4).

Figure 4.6 also shows the DL received SINR of CC links in the Ottawa

city centre. The first observation is that the IAR path (1278 m) is approxi-
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Figure 4.7: D2D outage probability as a function of the ratio between D2D
distance and cell coverage diameter.

mately 35% longer tothan the SPR path (921 m) in this particular case. So the

IAR would suffer a longer delay than SPR. Consequently, for time-sensitive

communication SPR is a better choice than IAR.

However, the IAR path mostly travels in the low interference power

regions (green to light blue), whereas the SPR path travels in the high in-

terference power regions (yellow). Therefore, the interference from BS to the

IAR D2D UEs is lower than the SPR case. Therefore, the IAR has a higher

network throughput than the SPR.

4.5.1 D2D Routing Distance

Figure 4.7 compares the outage probability of the three routing algorithms for

different D2D communication distances: SPR, RBR, and IAR. The parameters

setting are all using DL bands, and with the UE density is 400/km2 (The
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population density in New York city at 2010 is 10,431.1 per km2) and wall path

loss is 5 dB. It is found that for small D2D communication distances, both

SPR and RBR achieve lower outage probabilities than IAR. This is intuitive

as the IAR routing algorithm stipulates that even when communicating short

distances, the route must escape to the cell edge and return. The increase in

route distance is likely to be several folds higher than the SPR and RBR cases.

Whilst RBR achieves a slightly better performance of outage probabil-

ity than SPR in Figure 4.7 when the D2D communication distance is shorter

than 125 m, the interference it causes to CC UEs is more significant as more

transmissions are required. For D2D communication distances that are signif-

icantly greater than the cell radius, there is a high probability that the RBR

and SPR paths will pass near the BS. This will cause significant interference

between CC links (via the BS) and D2D links. The IAR mechanism allows

the routing to avoid the BS’ site location and maximise the mutual distance

between the D2D multi-hop path and the BS. This reduction in mutual in-

terference leads to an improved overall performance, despite increasing the

overall hop length.

4.5.2 D2D User Density

For addressing the effect of user density to the success probability, an assump-

tion is made that only a pair of D2D or CC UEs is considered. By reducing

the interference of other parameters, the distance ratio of m and m′ is 0.7

and wall path loss is 5 dB. If those parameters change the results may not

be exactly the same but the tendency is the same. Figure 4.8 shows the D2D

routing success probability as a function of D2D UE density, varying from 0
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Figure 4.8: D2D routing success probability as a function of D2D UE density.

to 400 UEs per square km. The success probability rises to over 80% when the

UE density is over 400/km2 and the results for IAR and SPR are remarkably

similar. That is to say, IAR is just as effective as SPR, whilst minimizing

interference to CC UEs in the centre regions of the cell’s coverage area.

4.5.3 Wall Penetration Loss

Figure 4.9 shows the D2D routing success probability as a function of the

building outer wall penetration loss (dB), varying from 5 to 30 dB. The success

probability falls to below 50% when the building outer wall penetration loss is

at 30 dB (thick wall). The IAR outage probability performs are consistently

better than SPR for this set of results by up to 10%. Therefore, D2D is possible

under certain environmental and user density scenarios. More specifically,

when the co-network UE density is over 400/km2 and when the walls in the
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Figure 4.9: D2D routing success probability as a function of building outer
wall penetration loss (dB).

city are not very thick (wall loss is less than 10 dB), D2D communication gets

a good performance. One of the key advantages of IAR routing over SPR

routing is that it reduces the interference to regular CC UEs. By picking

a routing path that travels predominantly along the traditional cell-edge, it

maximizes the distance to the majority of CC UEs.

4.5.4 CC Performance Constraint with D2D

When the D2D UEs share the spectrum with CC, CC UEs would suffer in-

terference from D2D UEs. Figure 4.10 shows the CC success probability with

various number of D2D active UEs pairs. In those results only one CC pair is

considered. The results show that the increasing number of active D2D UEs

are reducing the CC success probability. Specially for RBR when there are
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Figure 4.10: The CC success probability with different number of D2D active
UEs pairs.

10 active pairs of D2D UEs, the success probability decrease to 0.6 and it is

under 0.1 when the active number is bigger than 40. The similar trend of CC

success probability is also shown for IAR and SPR.

There is trade-off in success probability between CC and active D2D

UEs number. For a stringent CC success probability constraint, D2D trans-

mission is not permitted. As the CC constraint gets relaxed, the D2D routing

methods change between RBR, IAR and SPR, and the active number varies

from 10 to 50. More specifically, the results show that for:

• CC success probability > 95%: no D2D is permitted;

• CC success probability > 80%: D2D using IAR or SPR with maximum

active number 30;

• CC success probability > 75%: D2D using IAR or SPR with maximum
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active number 40;

• CC success probability > 40%: D2D using RBR, SPR or IAR with

maximum active number 10;

4.6 Conclusions

In this chapter, the communication scenario is that a terrorist attack is in a

real city and that the cellular network is congested. Emergency D2D commu-

nication needs to co-exist with CC communication. The results shows that in

such a co-existence and mutually interfering scenario, IAR is superior to the

intuitive SPR and broadcasting algorithms, if the overall transmission range

is over 80% of a cell’s coverage diameter. Otherwise, for short distance D2D

communications, the SPR and RBR algorithms perform better. In terms of

D2D feasibility, the results show that the D2D emergency channel can achieve

up to a high success communication probability of 91% when the user den-

sity is high (400 available users per square km), but can drop to 50% when

the user density falls or when the building’s wall penetration loss is relatively

high (30 dB). Therefore, there is significant challenges related to whether D2D

communications in urban areas are feasible in the event of an emergency that

overloads the cellular network. In general, there is a fundamental trade-off be-

tween active D2D UEs number and CC success probability performances, due

to their mutual interference. For different CC outage constraints and D2D

distances, the results shows how different D2D routing strategies should be

selected.

75



Chapter 5

Multi-Hop Path Selection in a

Cellular Interference

Environment

5.1 Introduction

In Chapter 4, the simulation results show that SPR and IAR can get over

85% success probability. The mathematic fundament of success probability of

SPR and IAR and general performance of network performance analysis are

presented in this chapter.

This chapter hypothesizes and goes on to prove that a longer multi-hop

route (IAR), one that minimizes mutual interference, in some certain circum-

stances, it is more beneficial than a greedy SPR scheme. This chapter attempts

(1)provide a stochastic geometry theoretical framework to generalize the per-

formance comparison mathematically, (2) provide geometric boundaries that

define the spatial operational envelopes for different D2D routing algorithms
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and CC transmissions and (3) analyse the DL co-channel performance. Fur-

thermore, the capacity analysis for each routing algorithm is addressed and

the total volume of the offloaded traffic.

5.2 System Setup

. This chapter aims to get a general performance of different routing algo-

rithms. As analysed in Chapter 3, Stochastic Geometry is suitable to model

the communication network.

5.2.1 Spectrum Allocation

The underlaying D2D allocation can enhance the spectrum efficiency but has

to manage the cross-tier interference. For inband underlay spectrum, both the

up-link (UL) and DL bands for co-channel D2D communications have their

advantages and caveats [35]. In general, the centre of the BS’s coverage area is

off-limits to D2D transmissions using the cellular DL band due to the high DL

interference from the nearby macro-BS. The cell edge is generally off-limits to

D2D transmissions using the cellular UL band due to the high UL interference

from cell-edge CC UEs transmitting at high power levels.

5.2.2 D2D UEs Distribution

The multi-hop communication between two arbitrarily located UEs within

the coverage area of a BS is considered. In the current analysis of a large

random wireless network, the UE’s location distribution is assumed to be the

Poisson point process (PPP). For example, in [120] the authors assumed the
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UE location as a PPP for the transmission capacity of a wireless network.

The tutorial [121] is about the stochastic geometry for modeling analysis, and

design of the wireless networks, PPP is also one of the methods for the UE

location distribution. The similar work is addressed in [122, 123], PPP is one

of the tools for generating the UE locations as well. In this chapter, the D2D

UEs are distributed as the PPP with density ΛD2D, and BSs are distributed

as the PPP with density ΛBS. The system parameters are shown in Table 3.2.

5.3 Routing Strategies

In this chapter, two routing algorithms are addressed, SPR and IAR. Figure 5.1

illustrates the SPR algorithm between m and m′, where the solid line (in blue)

shows the D2D multi-hop path, which can be approximately modelled by a

straight line. θ is the angle of the straight line between m, o,m′, which is

∠mom′.

Figure 5.4 shows a D2D UEs, its maximum coverage range R, and how

it selects a new relay UE j to forward the message to. The selection of D2D

relay UE is dynamic and real-time, when the UE finished the relaying it would

be released from the D2D communication link. Furthermore, the relay UE can

modify the routing path according the periodically signal from the BS. The

average D2D communication duration is less than 0.5 s by research in [124], so

the movement of the UE cannot cause the routing algorithm operation switch.

Each individual stage of the IAR algorithm will use the SPR scheme.

If there are no D2D UEs that satisfies the condition of IAR, the routing will

switch to the previously mentioned SPR scheme. In most cases, the IAR

algorithm increases the path length significantly in comparison to the SPR
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Figure 5.1: D2D multi-hop communications from m to m′ under SPR or IAR
algorithms.

algorithm, but the advantage is that the interference from the BS can be

reduced significantly due to the increased average distance from the nearest

BS.

5.4 Success Probability of D2D Multi-hop Com-

munication

The performance metrics associated with D2D are primarily related to success

probability, as the data is usually for services that demand a low rate and

can tolerate a high latency. This is therefore the main focus of this chapter.

The success probability of D2D multi-hop communication is defined as the

probability of receiving the data bearing signal at the receiver with the SINR

greater than a data communication threshold ζ at each of the multi-hop stages.
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Figure 5.2: D2D UEs coverage boundary and maximum potential forwarding
distance for each single hop.

Particularly in this charter, the SINR at a receiver UE j′, which is one

of the many relay UEs in the D2D multi-hop link. The aggregated interference

power at a receiver arises from two sources: (1) co-frequency D2D transmis-

sions in the same BSs; (2) the transmission on CC links from all the BSs.

Therefore, for a relay UE that is of distance ro,j′ from the nearest BS, the

received SINR γ between any D2D relay j and j′ is:

γ
(
ro,j′
)

=
Hj,j′PD2DλD2Dr

−α
j,j′

σ2 + IBS(ro,j′) +
∑
i∈Φ
i 6=j

Hi,j′PD2DλD2Dr
−α
i,j′
,

(5.1)

where IBS(ro,j′) is the total interference from all BSs shown in Eq. (3.12).

Typically, the aggregate interference power is significantly higher than the

additive noise power σ2, and one can be assumed that the noise power is

negligible.
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5.4.1 Average Hop Distance

Maximum Transmission Distance

In order to characterize the success probability performance of the SPR and

IAR algorithms, it is necessary to determine the average hop distance of each

scheme first. As shown in Figure 5.4, each UE is capable of transmitting a

signal of up to an average range R, which covers an area A = πR2. The

averaged is defined by ignoring instantaneous effects of UE movement and

channel fading. For each hop, the D2D UE within the range R closest to the

destination is selected as a relay UE for the next hop, the hop distance is

ε. For the QoS requirement of the data communication, the minimum SINR

required is ζ. The maximum transmission distance is that the SINR of the

D2D receiver is bigger than the SINR threshold ζ.

arg max


Hj,j′PD2DλD2D[R(ro,j′)]

−α

W + IBS(ro,j′) +
∑
i∈Φ
i 6=j

Hi,j′PD2DλD2Dr
−α
i,j′
≥ ζ

 , (5.2)

where the IBS(ro,j′) is shown in Eq. (3.12). Without considering instantaneous

fading effects, the R is:

R(ro,j′) =
ζ−1/α

(
Hj,j′PD2DλD2D

)1/α(
Hj,j′PD2DλD2D

)−1/α

IBS(ro,j′) +
∑
i∈Φ
i 6=j

Hi,j′PD2DλD2Dr
−α
i,j′


−1/α

(5.3)

Therefore, using Eq. ((5.1)) to find the maximum value of rj,j′ under the

condition of γ(ro,j′) ≥ ζ,the maximum of D2D transmission distance for a
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single hop is:

R = arg max
{
rj,j′ |γ(ro,j′) ≥ ζ

}
=

[
ξ
IBS(ro,j′)

PD2DλD2D

+ ζ
∑
i∈Φ
i 6=j

r−αi,j′

]−1/α

(5.4)

Average Hop Distance for Single Hop

Given the maximum hop distance, then the average hop distance can be found.

As mentioned before, the assumption was made that the D2D UEs are ran-

domly and uniformly distributed. Let the Euclidean distance between source

UEm and destination UEm′ be rm,m′ . The probability density function (PDF)

of the maximum single hop distance ε presented as Eq. (5.5) is given by [125]:

fε,rm,m′ (ε) =



∑∞
n=0G(n)2n(rm,m′ − ε) arccos(1 + ε2−R2

2rm,m′−(rm,m′−ε)
)

×
[

1
2

√
4R2r2

m,m′ − (R2 − ε2 + 2rm,m′ε)2

−(rm,m′ − ε)2 arccos(1 + ε2−R2

2rm,m′−(rm,m′−ε)
)

+R2 arcsin(
R2−ε2+2rm,m′ε

2lR
)

]n−1

0 6 ε 6 R

0 elsewhere,

(5.5)

There is an assumption that there are minor interference differences in

the D2D relay UEs at different locations because the interference in the DL

channel is from a BS, the resulting interference differences in a small spa-

tial circle are small. The mean hop distance for each single hop under these
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assumptions is therefore:

rj,j′ = E[ε] =

∫ R(ro,j′ )

0

εfε,rm,m′ (ε)dε, (5.6)

subject to the maximum hop distance R constraint given by Eq. (5.4).

5.4.2 Success Probability for Single Hop D2D

The assumption is made that the interference distances are always greater

than the D2D transmission distance. This is reasonable given that the dis-

tance to the BS is farther compared the distance of a D2D hop, and that

interference D2D UEs are located in neighbouring BSs. Success probability

of any single D2D hop is P[SINR > ζ]. Defining gj,j′ = Hj,j′PD2DλD2D and

ID2D

(
ri,j′ , Hi,j

)
=
∑
i∈Φ
i 6=j

Hi,j′PD2DλD2Dr
−α
i,j′ , the probability is:

PSuccess = P

[
gj,j′r

−α
j,j′

IBS(ro,j′) + ID2D

(
ri,j′ , Hi,j

) > ζ

]

= P
[
gj,j′ > rαj,j′

(
IBS(ro,j′) + ID2D

(
ri,j′ , Hi,j

))]
=

∫ +∞

0

∫ +∞

ξ

fG(g)fR(ID2D|ri,j)dgdID2D,

(5.7)

where ξ = rαj,j′
(
IBS(ro,j′) + ID2D

(
ri,j′ , Hi,j

))
. The multipath fading has a

PDF of fG(g) ∼ exp(β) where βD2D = 1/PD2DλD2D and fR(ID2D|ri,j) is the
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joint interference distribution. Applying the fading distribution:

PSuccess = exp
[
−βD2Dr

α
j,j′IBS(ro,j′)

] ∫ +∞

0

fR(ID2D|ri,j)e−βD2Dr
α
i,j′ID2D(ri,j′ ,Hi,j)dID2D

= exp
[
−βD2Dr

α
j,j′IBS(ro,j′)

]
L
(
βD2Dr

α
i,j′

)
,

(5.8)

where L() is the Laplace transform of the interference term ID2D.

The Laplace transform of the interference signal power by D2D UEs is:

L
(
βD2Dr

α
i,j′

)
=

∫ +∞

ri,j′

∫ +∞

0

exp

−∑
i∈Φ
i 6=j

βD2Dr
αgir

−α
i,j′

 fG(gi)fR(ri,j′)dgidri,j′

=

∫ +∞

ri,j′

∫ +∞

0

∏
i∈Φ
i 6=j

exp
(
−βD2Dr

αgir
−α
i,j′

)
fG(gi)fR(ri,j′)dgidri,j′

= exp
[
−Λ′D2Dπr

2
i,j′Q(ζ, α)

]
,

(5.9)

where the D2D is distributed as a Poisson point distribution, and Λ′D2D is the

intensity of the co-frequency D2D UEs. The Q(ζ, α) function is:

Q(ζ, α) =

∫ +∞

ζ−2/∞

ζ2/α

1 + uα/2
du

=
√
ζarctan(

√
ζ) for α = 4.

(5.10)

Substituting in the expressions for L(βD2Dr
α
i,j′) Eq. (5.9) and IBS(ro,j′)

Eq. (3.12) into Eq. (5.8) gives the success communication probability for any

single hop is:
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Pk = P[γ > ζ]

= exp

{
− βD2Dr

α
j,j′PBSλBSr

−α
o,j′

− PBSλBS

PD2DλD2D

rαj,j′

[
πΛBSΞ(ro,j′ ,Ψ, 4)

2erfc−1(0.5)

]2

− Λ′D2Dπr
2
i,j′Q(ζ, α)

}
,

(5.11)

where βD2D = 1/PD2DλD2D. The parameter Λ′D2D = N ′D2D/πR
2
BS is the density

of co-frequency D2D UEs and should not be confused with ΛD2D, which is the

density of potential D2D UEs in existence. The parameter ri,j′ is the distance

of a hop and ζ is the minimum data connectivity SINR threshold for realistic

modulation and coding schemes (MCS).

5.4.3 Success Probability for multi-hop SPR Scheme

The success probability calculation is given as Algorithm 1 Success Probability.

For the scenario of SPR shown in Figure 5.1, the average distance of

each hop rSPR
j,j′ is defined in Eq. (5.4) and Eq. (5.6) as:

rSPR
j,j′ (k) =

∫ R[ro,j′ (k)]

0

εfε,rm,m′ (ε)dε

ro,j′(k) =

√
r2
o,m +

(∑
(.)
)2

− 2ro,m
∑

(.) cos θ′

where
∑

(.) =

KSPR∑
1

rSPR
j,j′ (k − 1)

and cos θ′ =
r2
o,m + r2

m,m′ − r2
o,m′

2ro,mrm,m′
,

(5.12)

where the hop distance is relatively short such that the assumption is ro,j′ ≈
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Algorithm 1 Success Probability

procedure Probability PSPR (ro,m, ro,m′ , θ, ζ)
if γ(ro,m) ≥ ζ then % The 1st hop SINR requirement

Calculate the distance to the BS is assumed ro,j′ = ro,j
Calculate the Max. range R(ro,m) from (5.4)
Calculate the hop forward distance rj,j′ from (5.6)
Calculate the probability PSPR,1 from (5.10) and (5.13)
From the second hop to the k-th hop
while destination node m′ not reached do

Calculate the distance to the BS ro,j′(k) from (5.12)
Calculate the Max. range R(ro,j′(k)) from (5.4)
Calculate the hop forward distance rSPR

j,j′ (k) from (5.12)
Calculate the probability PSPR,k from (5.10) and (5.13)

end while
end if
PSPR =

∏k
k=1 PSPR,k

end procedure

ro,j, so ro,j′ = ro,m. The flow chart in Figure 5.3 shows the IAR and SPR hop

forward algorithm.

From Eq. (5.11), the success communication probability for the multi-

hop SPR at the k-th hop is:

PSPR,k = exp

{
−

[
rSPR
j,j′ (k)

ro,j′(k)

]α
(
PBS

PD2D

)

− PBS

PD2D

[rSPR
j,j′ (k)]α

[
πΛBSΞ(ro,j′(k),Ψ, 4)

2erfc−1(0.5)

]2

− (
rSPR
j,j′ (k)

RBS

)2N ′D2DQ(ζ, α)

}
,

(5.13)

where the D2D shares the band link with the BS, so that the frequency depen-

dent pathloss constant λBS = λD2D. It can be seen that the success probability

is a function of the distance from the closest BS to the relay UE j (ro,j′).

The total hop distance is the Euclidean distance between m and m′:

rm,m′ =
√
r2
o,m + r2

o,m′ − 2ro,mro,m′ cos θ. Therefore the total number of hops is
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Figure 5.3: The flow chart of the IAR and SPR.

KSPR satisfies:

rm,m′ =

KSPR∑
k=1

rSPR
j,j′ (k). (5.14)

Given that the successful probability of a multi-hop transmission is the

product of the success at each link, the overall success probability is therefore:

PSPR =

KSPR∏
k=1

PSPR,k. (5.15)
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Figure 5.4: The success probability of SPR D2D at different locations: x and
y axes are the distance ratio scale of ro,m and ro,m′ to RBS.

The results in Figure 5.4 for different values of θ show the theoretical

success probability of D2D UEs at any location in a BS using the multi-hop

SPR algorithm. As the angle θ decreases, the success probability increases

significantly. For large angles (approaching π), the SPR route will inevitably

cross near the BS, incurring greater mutual interference. In terms of the

distance from the BS to the source or destination UEs, the greater the distance

the stronger the success probability, which means that D2D communications

should be avoided close to the BS.

5.4.4 Success Probability for IAR Scheme

As mentioned previously, there are three main stages to the IAR algorithm:

(1) Escape, (2) Migrate, and (3) Return. Each stage of the IAR utilizes the

aforementioned SPR algorithm, and the success probability for each IAR stage
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can be derivation from Eq. (5.13) and 5.15.

Stage 1: Escape

For the first multi-hop stage (IAR(1)), the source UE m attempts to use SPR

to transmit to the nearest point on the cell-edge, so the total routing distance

for this stage is
[
RBS − ro,m

]
. At the k-th hop, the distance from the BS to

the relay UE is: ro,j′(k) = ro,m +
∑k

2 r
IAR(1)
j,j′ (k − 1), where the average hop

distance for each single k-th hop is r
IAR(1)
j,j′ (k) =

∫ R[ro,j′ (k)]

0
εfε,rm,m′ (ε)dε and

ro,j′(1) = ro,m. From Eq. (5.13), the probability of success at the k-th hop in

this stage is:

PIAR(1),k = exp

{
−

 r
IAR(1)
j,j′ (k)

ro,m +
∑k

2 r
IAR(1)
j,j′ (k − 1)

α (
PBS

PD2D

)

− PBS

PD2D

[r
IAR(1)
j,j′ (k)]α

πΛBSΞ(ro,m + r
IAR(1)
j,j′ (k),Ψ, 4)

2erfc−1(0.5)

2

− (
r

IAR(1)
j,j′ (k)

RBS

)2N ′D2DQ(ζ, α)

}
,

(5.16)

The total number of hops in the first stage is KIAR(1), where RBS−ro,m =∑KIAR(1)

k=1 r
IAR(1)
j,j′ (k). Therefore the success probability for the entire Escape

stage is PIAR(1) ≈
∏KIAR(1)

k=1 PIAR(1),k.

Stage 2: Migrate

For the second multi-hop stage (IAR(2)), the route is from the cell-edge UE

closest to source to another cell-edge UE that is closest to the destination. At

any given point along the route, the distance from the BS to any of the relay

UEs is approximately RBS (i.e. the cell coverage area is modelled as a circle).

The total hop distance for the stage is θ × RBS. Therefore, the average hop
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Figure 5.5: The success probability of IAR D2D at different locations: x and
y axes are the distance ratio of ro,m

RBS
and

ro,m′

RBS
.

distance through the stage is r
IAR(2)
j,j′ (k) =

∫ RBS

0
εfε,rm,m′ (ε)dε. From Eq. (5.13),

the probability of success for each hop is:

PIAR(2),k = exp

{
−

 r
IAR(2)
j,j′

θ ×RBS

α (
PBS

PD2D

)

− PBS

PD2D

[r
IAR(2)
j,j′ ]α

[
πΛBSΞ(θ ×RBS,Ψ, 4)

2erfc−1(0.5)

]2

− (
r

IAR(2)
j,j′

RBS

)2N ′D2DQ(ζ, α)

}
.

(5.17)

The total number of hops in the second stage in the IAR algorithm is

KIAR(2) = (θ × RBS)/r
IAR(2)
j,j′ . Therefore the success probability of the entire

Migrate stage is PIAR(2) ≈
∏KIAR(1)

k=1 PIAR(2),k.
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Stage 3: Return

For the third multi-hop stage, it is a multi-hop from the boundary relay UE

back to the destination UE so the distance from BS to the k-th hop UE is:

ro,j′(k) = RBS−
∑k

2 r
IAR(3)
j,j′ (k−1),where the hop forward distance for each single

hop through the entire IAR Escape stage is r
IAR(3)
j,j′ (k) =

∫ R[ro,j′ (k)]

0
εfε,rm,m′ (ε)dε

and ro,j′(1) = RBS and ro,j′ = RBS. The total UE hop distance for this stage

is RBS − ro,m′ . From Eq. (5.13), the probability of success for the k-th hop is:

PIAR(3),k = exp

{
−

 r
IAR(3)
j,j′ (k)

RBS −
∑k

k=2 r
IAR(3)
j,j′ (k − 1)

α × (
PBS

PD2D

)− PBS

PD2D

[r
IAR(3)
j,j′ (k)]α

×

πΛBSΞ(RBS −
∑k

2 r
IAR(3)
j,j′ (k − 1),Ψ, 4)

2erfc−1(0.5)

2

− (
r

IAR(3)
j,j′ (k)

RBS

)2N ′D2DQ(ζ, α)

}
,

(5.18)

The total number of hops in the third stage in the IAR algorithm is

KIAR(3) where RBS−ro,m′ =
∑KIAR(3)

k=1 r
IAR(3)
j,j′ (k). Therefore, success probability

for the entire stage Return is PIAR(3) ≈
∏KIAR(3)

k=1 PIAR(3),k.

Synthesis

The overall success probability from source D2D user to destination D2D user

by IAR is:

PIAR =
3∏
i=1

PIAR(i), (5.19)

and the total number of hops is: KIAR =
∑3

i=1KIAR(i).

Figure 5.5 shows the theoretical success probability of D2D UEs in
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Figure 5.6: A snapshot of the simulation setup consisting of D2D UEs moving
inside the coverage area of a single BS.

different locations employing the IAR algorithm. Compared with the SPR al-

gorithm shown previously in Figure 5.4, the angle θ for IAR is not a significant

parameter, the difference angle values do not change the success probability

of the IAR much. Whereas the distances of the source and destination UEs

to the BS are important parameters for the performance of IAR success prob-

ability. Generally the IAR has better performance of success probability than

SPR for D2D routes that are of longer distance and are further away from the

BS. In terms of distance from the BS of the source or destination UEs, the

greater the distance the stronger the success probability, which means that

D2D communications should be avoided close to the BS.

5.5 Results and Analysis

We now consider a specific urban terrain, which is covered by 19 macro-BSs.

A central macro-BS as shown in Figure 5.6, where a number of D2D UEs are

located. A Random Walk model is added to the simulation to model user

mobility (each circle represents a new position of the user with connecting
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(a) The theoretical number of hops for IAR compared with box plot sim-
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Figure 5.7: The theoretical number of hops for IAR and SPR routing schemes
compared with the box plot plot of their simulation results.

lines to show the movement trace). Within that set of UEs, a source UE and

a destination UE are randomly selected. The specific system and propagation

parameters are in accordance to Table 3.2.

5.5.1 Number of Hops

The detailed performance of the D2D underlay tier is now considered. The

number of hops of each scheme is an important indication of relay UE utiliza-

tion level. The more hops each scheme uses, the greater the chance of data loss,

privacy violation, and the less efficient the scheme is in terms of hardware uti-

lization. Figure 5.7 shows the number of hops for the two respective schemes,

as a function of the Euclidean distance between source and destination UEs.
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In the box plot the central rectangle spans the first quartile to the third quar-

tile (the interquartile range or IQR). A segment inside the rectangle shows the

median and black segments above and below the box show the locations of the

minimum and maximum. The first set of observations is that the number of

hops is increasing linearly with the distance for both SPR and IAR. Whilst

for the same distance between source and destination the average number of

hops for IAR is greater than SPR, the difference becomes smaller for longer

distances between UEs. That means the advantage of IAR at long distances

is significant, as it can dramatically reduce interference between D2D and CC

UE channels. The second set of observations is that the theory matches the

simulation data well. The accuracy diminishes for distances below 400 m,

because the noise due to random UE placements causes the routing path to

resemble an arc as opposed to a straight line.

5.5.2 Network Capacity

The capacity at each hop link is given in Eq. (5.20) [126]:

Ck = a arctan(
γ
(
ro,j′
)

+ b

c
), (5.20)

where C is the data-rate formula proposed, and the parameters a, b and c are

determined by the actual modulation and coding scheme and channel model.

The arctan capacity formula is selected over the standard Shannon capacity

for the following reasons. The arctan formula takes into account the capacity

saturation of discrete modulation schemes, as well as the performance of real

error correction codes. The real performance of adaptive modulation and

coding schemes in cellular networks is significantly different to the Shannon
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Figure 5.8: The theoretical capacity for IAR and SPR routing schemes com-
pared with the box plot of their simulation results.

capacity [126]. By using the SINR values found previously for SPR and IAR

schemes, one can find the associated capacity values.

Figure 5.8 shows the theoretical predicted capacity of the D2D channel

comparing with a boxplot of the simulation results. The results show that

a single sequence of D2D multi-hop links can achieve the link capacity coex-

istence with CC interference from 19 Mbits/s to 33 Mbits/s depends on the

different D2D UE location. The IAR is able to consistently achieve a supe-

rior throughput (10%) in comparison with SPR, because it attempts to reduce

interference from the macro-BS when planning its longer route.

In terms of the capacity of the CC UEs, the CC capacity performance is

dropped from 53.9 Mbits/s to 52.6 Mbits/s coexistence with SPR and dropped
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to 52.9 Mbits/s with IAR. SPR and IAR D2D only degrade the CC capacity

performances by 2.4% and 1.8% respectively. The capacity gain by offloading

to D2D is approximately 43% for SPR and 51% for IAR. This is a significant

improvement over cellular network and no significant increase in operational

expenditures (i.e., backhaul infrastructure or rental costs) is incurred [127].

The sacrifice IAR makes to incur a longer route and involving more partici-

pating UEs, were now be examined.

5.5.3 Communication Success Probability

The communication success probability as a function of the minimum distance

from BS to one of the source and destination UEs is now considered, and the

effect of angle θ is also observed. The minimum distance concept is important

when the distance from BS to UEs is considered, because it gives an idea of

how close to the route path will get to the BS and hence to the level of cross-

tier interference. Figure 5.9 shows the simulation results (symbols) and theory

(lines), and there is good agreement of the theory and simulation results.

The first observation is that both the SPR and IAR can both achieve

a high success probability (≥ 70%) if certain spatial conditions are met. For

SPR, the spatial conditions are: (1) the source or destination UE is far from

the closest BS, and (2) there is a small incident angle θ in order to avoid the

possibility of routing close to the closest interfering BS. For IAR, there is only

one condition and that is the source or destination UE is far from the closest

BS. If both of these scenarios are met, then the performance of SPR and IAR

are approximately equal and that makes intuitive sense as the route is also

similar. The angle θ between two UEs does not affect IAR communications,
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Figure 5.9: Compression of success probability with theory (line) and simula-
tion (symbol) as a function of the minimum distance from BS to one of the
source and destination UEs: min[ro,m, ro,m′ ].

as shown in Figure 5.9. There is less than 3% difference of the success prob-

ability between dramatically (up to 77%) different angles at any particular

distance. Yet, for SPR, the angle can affect the success probability dramati-

cally, as shown in Figure 5.9. This is consistent with results from earlier in this

chapter (see Figure 5.4 and Figure 5.5). This is primarily because for SPR, the

interference from the BS will be excessive, whereas for IAR, the routing path

will always be at maximum distance from the BS, minimizing interference.

It was found that the IAR scheme can improve both the D2D transmis-

sion success probability by 14-18%, but will incur up more UEs to participate,

which can incur privacy concerns. The privacy issue is beyond the scope of

this chapter.

5.5.4 Operational Zones and Offloaded Traffic Volume

By considering the success probability for the D2D communications, and know-

ing the source and destination UEs’ locations, the appropriate routing algo-

rithm can be devised, Figure 5.10 is an operational zone. The operation zone
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Figure 5.10: The interference routing algorithm in a cell set: the distance ratio
scale of ro,m and ro,m′ to RBS.

is a location map, the sectors with the different angle of the ∠mom′ and the

different distance ratio of the D2D UEs to the BS. If the distance of m and

m′ both bigger than the 0.45RBS and the ∠mom′ < π/2, which this situation

is in the zone 5 of the IAR operation. So the IAR is selected as a routing

algorithm. For the operation zone 4, the conditions of operation are that

π/2 < ∠mom′ < 7π/12 and distance ration is between 0.45RBS and 0.9RBS.

And the rest of the semicircle with the radius ratio 1 is the operational zone

of SPR. The full explanation is:

• No D2D: when the source or destination UEs are located within less

than 45% of the cell radius from the BS, which is under the condition

that the success probability is greater than 55% of IAR at angle θ is from

0 to π and of SPR angle θ is from 0 to π/4, no D2D routing should take

place and all traffic should be handled by the BS as CC links.

• IAR: when the source and destination UEs are located far apart such

that the angle is greater than π/2 with the distance ratio ro,m/RBS =

ro,m′/RBS for far from BS or the angle is greater than 5π/12 with the

distance ratio ro,m/RBS > ro,m′/RBS , and greater than π/4 for medium
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distance from BS; IAR should be used as a priority algorithm. If the

UEs are any closer then SPR become preferable.

• SPR: when the source and destination UEs are located in close proximity

such that the angle 0 ≤ θ ≤ π/6; SPR should be used as a priority D2D

routing algorithm. If the UEs are any further then IAR become to a

preferable algorithm.

In summary, for the IAR, it is generally preferable if the source and

destination UEs are far from the BS and the separation distance or angle is

not less than π/6. The effect of the angle is not significant beyond this basic

constraint. More than 70% of UEs in a cell fit this category. For SPR, the

effect of angle is paramount, especially when the distance between the UEs

is not small. Hence, SPR is only feasible for D2D communications between

relatively nearby UEs, or those that already sit on the edge of the BS’s coverage

area.

By knowing the source and destination UEs’ locations, the appropriate

routing algorithm can be devised as an operational zone. The UEs are dis-

tributed as a Poisson distribution in the network, the total traffic rate offloaded

from the cellular network is the ratio of the area of operation zone to the area

of the BS. The maximum of the offload traffic from the BS is OSPR = ASPR

ABS
for

SPR and OIAR = AIAR

ABS
for IAR. The parameter AIAR is the operation area for

the IAR and ASPR is the operation area for the SPR, and ABS is the area size

of BS. Therefore, the maximum offload traffic ratio from BS is 79.75% and the

ratio for IAR is 49.985% and for SPR is 29.765%.
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5.6 Conclusions

In order to improve network capacity in a spectrum scarce environment, D2D

communications has been investigated in a cellular context. Two contrasting

multi-hop routing algorithms have been analyzed: SPR, and a newly proposed

IAR. By dynamically selecting between the SPR and IAR algorithms, D2D

can offload 79.75% of the traffic volume from BS. The IAR routing algorithm

sacrifices a longer routing path for dramatically reduced mutual interference

between the overlay macro-cells and the temporary underlay D2D channels.

Several key discoveries have been presented in this chapter. Firstly, a longer

routing path that minimizes cross-tier interference can achieve a superior per-

formance compared to the intuitive shortest path route.

The second discovery is that there are clear geometric regions in the

macro-cell coverage area that determine the D2D operations. In terms of

performance metrics, it was found that the negative effect of D2D routing

on regular cellular communications (CC) is negligible (1–2% degradation),

and D2D communications can improve the CC network capacity by 44% for

the SPR and 50% for the IAR routing scheme. When considering the D2D

tier in isolation, the improvement of IAR over SPR is approximately 10% in

capacity and 14% in outage probability. This demonstrates that careful cross-

tier interference avoidance can yield productive improvements both within the

D2D transmissions, but also for the conventional cellular links.

In this chapter, the main focus is the D2D performance and the in-

terference from the cellular communications to D2D communications. The

introduction of D2D communications cannot cause intolerable interference to

cellular communications. So all our results for the conventional cellular (CC)
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network users have considered the reciprocal D2D interference. However, how

to optimal power control is used to guarantee a certain QoS in the CC network,

which is a new problem required to be addressed.
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Chapter 6

Collision Probability and

Routing Strategy with Limited

Location Information

6.1 Introduction

As studied in Chapter 5, there is a D2D forbidden zone around BS where the

D2D communication cannot satisfy the required SINR of communication. In

this chapter, the probability of D2D communication drop into the zone and

relative routing strategy is addressed.

For D2D communications in co-existence with an overlay co-frequency

CC network, one of the key challenges is interference management between the

two tiers. Existing research has shown that a well-managed interference miti-

gation scheme can increase D2D communications reliability. One mechanism

proposed in [128] found that the D2D receivers can exploit a retransmission of

the interference signal from the BS to cancel the interference from prior CC
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transmissions. Whilst this can improve the D2D outage probability, it does

not consider the interference from the other D2D UEs. Furthermore, when

a large number of UEs communicate at the same time, retransmission of the

interference will cause significant resource overheads.

An alternative interference mitigation concept is the creation of an ab-

stract interference zone, which is commonly defined as a circular area, centered

on a point of interest (e.g. a macro- or femto-BS). The radius of the zone is

directly related to a certain quality of service (QoS) requirement. For exam-

ple in [129], the interference zone has been defined as the interference-limited

coverage area (ILCA) for a femto-cell heterogeneous network to mitigate in-

terference from femto- and macro-BSs. In this particular case, the ILCA of a

femto-cell is an area within a circle centered by femto-BS, with a radius such

that the edge of the circle has equal power levels from the nearest femto- and

macro-BS. As a result, the channel allocation is based on the UE location with

respect to the ILCA zone.

Currently, most routing and D2D papers assume synchronized accurate

location knowledge among UEs and BSs. In reality, this level of location accu-

racy is difficult and power consuming in Universal Mobile Telecommunications

System (UMTS). In pre-Release 9 and Release 10 of LTE, there is no location

information from the cell besides range information from time measurements.

In this chapter, it is assumed that each D2D UE only has knowledge of its rel-

ative distance to the nearest BS, and has no knowledge of its specific location

or the location of other UEs. However, it does know the QoS targets required,

as well as the final destination UE’s distance to the nearest BS. On this basis,

it must decide to use CC or D2D communications based on this.

In this chapter, a variable interference zone called the collision area
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(CA) is defined, which is centred around BS. Inside the CA, the D2D receiver

signal quality is less than a required Quality-of-Service (QoS) threshold. The

probability that the D2D multi-hop routing path collides with the defined CA

is addressed and an optimal switching strategy between CC and D2D commu-

nications according to the collision probability is presented in this chapter.

6.2 System model

6.2.1 D2D Routing Scenarios

The system considered in this chapter is a DL OFDMA based multiple-access

network, the BSs’ location are distributed as a Poisson distribution [86] with

the density of ΛBS. The network is modeled and analysed by the Stochastic

Geometry as reviewed in Chapter 3 because this chapter aims to find the

general probability of the D2D drop in the collision area. A CC communication

exists as an umbrella over the D2D communication, both sharing the same

spectrum due to resource scarcity and heavy traffic loads. The multi-hop

communications are considered between two arbitrary located D2D UEs within

one or more macro-BSs. For the SPR algorithm [130, 131], only the locations

of the source m and destination m′ UEs determine the multi-hop path. As

shown in Figure 6.1, there are three scenarios:

1. Intra-cell routing : the D2D source and destination UEs are in the same

cell.

2. Intra-cell to cell boundary routing : one of the source and destination

UEs is on the cell boundary.
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Figure 6.1: Illustration of three different routing paths: intra-cell; intra-cell to
cell boundary; and cell boundary to cell boundary.

3. Cell boundary to boundary routing : both the source and destination UEs

are on the cell boundary.

The assumptions in this chapter are as follows. The traffic model is

assumed to be full buffer and the relaying protocol used is a non-cooperative

DF protocol. The D2D UE density is sufficiently high that the SPR path can

be approximately modelled by a straight line, and the average hop distance

between D2D UEs is short. Furthermore, the interference received at each

D2D UE is from two sources: (i) all the other co-channel D2D UEs, and (ii)

the dominant interference from the nearest macro-BS.

Information is transmitted from a source m to a destination m′ via a

series of D2D relay UEs. For two random and adjacent relay UEs denoted j
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and j′, the instantaneous SINR from j to j′ is:

γ
(
ro,j′
)

=
Hj,j′PD2Dλr

−α
j,j′

σ2 + PBSλr
−α
o,j′ +

∑
i∈Φ,i 6=j′

Hi,j′PD2Dλr
−α
i,j′
, (6.1)

. Given that the aggregate interference power is typically significantly higher

than noise power, it can be assumed that the AWGN power is negligible.

6.2.2 Collision Area (CA)

The CA is defined as an area centered around BS, where at the edge of the

CA D2D UEs have an SINR equal to a threshold ζ. The value of ζ is typically

chosen to satisfy some QoS constraint. For example, the minimum SINR for

data throughput in LTE is approximate -6 dB. The radius of the CA is defined

as rCA. In order for the receiver’s SINR γ ≥ ζ (i.e., the receiver is outside the

CA), it is that ro,j′ = rCA in Eq. (6.1). Without considering instantaneous

fading effects, rCA can be found as:

rCA = arg min
{
rCA|γ(ro,j′) ≥ ζ

}
= arg min

 Hj,j′PD2Dλr
−α
j,j′

σ2 + PBSλr
−α
CA +

∑
i∈Φ,i 6=j′

Hi,j′PD2Dλr
−α
i,j′
≥ ζ


=

PD2D

PBSζ

r−αj,j′ − ζ ∑
i∈Φ,i 6=j′

r−αi,j′



−1/α

.

(6.2)

For the case when the D2D interference is negligible (ri,j′ is large), the CA

zone can be said to be proportional to the QoS SINR threshold ζ with an

exponent value of 1/α.
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Figure 6.2: Illustration of multi-hop routing from a source m to destinations
m′ with three different possible m′ locations (the distance ro,m′ is constant).

6.3 Collision Probability

For a known CA radius in Eq. (6.2), the destination UE can detect whether

it is located inside the CA via the pilot channel power from the nearest BS.

When the destination UE is inside the CA, the collision probability is 100%.

In which case, D2D communications is forbidden. If the destination UE is

outside the CA, two possibilities for the collision between the D2D routing

path and the CA exist, namely: (1) the source UE is located in the CA; (2)

the source UE is located out of the CA but the routing path passes through

the CA.

It is assumed that the source UE or any of the subsequent relay UEs

have no knowledge of where the destination is or where any other UEs are.

Each UE only know their own relative distance to the nearest BS. The collision

probability in that context for the three routing paths is shown in Figure 6.1.
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6.3.1 Intra-cell Routing

Figure 6.2 illustrates the intra-cell routing (scenario 1 in Figure 6.1), where ro,m

is distance between the source m and nearest BS o, ro,m′ is distance between

the destination m′ and BS o, ϕ is a variable presented the angle between ro,m

and ro,m′ ∠mom′, and θ is a particular value of ϕ when the routing path is a

tangent to the CA.

Source UE Inside the CA

As mentioned previously, two possibilities exist for the multi-hop path to en-

ter the CA when the destination UE is outside the CA. The first possibility,

namely when the source UE is inside the CA. The pdf of finding one UE at a

distance ro,j′ from the nearest BS can be leveraged from Eq. (3.7):

g(ro,j′) = 2ΛBSro,j′πe
−ΛBSπr

2
o,j′ , (6.3)

Therefore, the probability for finding this particular UE inside the CA

area is:

PCA =

∫ rCA

0

2ΛBSro,j′πe
−ΛBSπr

2
o,j′dro,j′

= 1− e−πΛBSr
2
CA .

(6.4)

Collision Probability

When the source and destination UEs are both outside the CA, the collision

probability is the probability of the multi-hop path colliding with the CA.

Given that only the distance of the source and destination from the BS is

known, there are a number of possibilities. As shown in Figure 6.2 when
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θ < |ϕ| ≤ π, the routing path will pass through the CA. Given the uniform user

distribution, the distribution of |ϕ| is also uniform. Therefore, the probability

of the routing path passing through the CA is:

P =

∫ π

θ

1

π
dϕ =

π − arccos
(
rCA

ro,m

)
− arccos

(
rCA

ro,m′

)
π

= 1− 1

π
arccos

 rCA

ro,m

rCA

ro,m′
−

√√√√1−

(
rCA

ro,m

)2
√√√√1−

(
rCA

ro,m′

)2


= 1− 1

π
arccos

 r2
CA

ro,mro,m′
−

√(
r2
o,m − r2

CA

)(
r2
o,m′ − r2

CA

)
ro,mro,m′



(6.5)

The value of rCA is determined by the QoS target set out previously in Eq. (6.2).

The collision probability for intra-cell routing is:

PCollision =

 1 0 ≤ ro,m′ ‖ ro,m ≤ rCA

P× (1− PCA) + PCA rCA < ro,m′&ro,m ≤ rcell,
(6.6)

From Eq. (6.4) and Eq. (6.5), the probability is:

PCollision =


1 0 ≤ ro,m′ ≤ rCA

1− 1
π

arccos

 r2
CA

ro,mro,m′
−

√
(r2
o,m−r2

CA)
(
r2
o,m′−r

2
CA

)
ro,mro,m′

 e−πΛBSr
2
CA rCA < ro,m′ ≤ rcell.

(6.7)
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6.3.2 Intra-cell to Cell Boundary Routing Path

Intra-cell to cell boundary routing (scenario 2 in Figure 6.1) is a special case

of intra-cell routing. The collision probability for intra-cell to cell boundary

routing is shown in Eq. (6.7) with the condition ro,m′ = rcell.

PCollision =


1 0 ≤ ro,m ≤ rCA

1− 1
π

arccos

[
r2
CA

ro,mrcell
−
√

(r2
cell−r

2
CA)(r2

cell−r
2
CA)

ro,mrcell

]
e−πΛBSr

2
CA rCA < ro,m ≤ rcell.

(6.8)

6.3.3 Cell Boundary to Boundary Routing Path

For cell boundary to boundary routing (scenario 3 in Figure 6.1), both source

and destination UEs are on the cell boundary which is a special case of intra-

cell to cell boundary routing. The probability of a UE inside the CA is strictly

zero. Thus, the collision probability is Eq. (6.7) with the conditions ro,m = rcell,

ro,m′ = rcell and PCA = 0:

PCollision = 1− 2
arccos

(
rCA

rcell

)
π

.
(6.9)

In next section, the effect of different network parameters on the collision prob-

ability and how to dynamically select multi-hop routes is examined.
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Figure 6.3: Collision probability for intra-cell and intra-cell to cell boundary
routing paths with the distance scale of ro,m′ and ro,m, and CA radius ratio
(rCA/rcell

) is 27%.

6.4 Results and Analysis

6.4.1 Single-Cell and Multi-Cell Results

Figure 6.3 shows the collision probability for two routing path scenarios: (i)

intra-cell routing, and (ii) intra-cell to cell boundary routing (when ro,m′/rcell =

1). The CA’s size is defined as a fraction of the BS’s radius (rCA/rcell). In

this particular case, the value is 27%, which is for typical QoS requirements

of a minimum SINR (ξ = −6dB) and a pathloss distance exponent α = 4 the

parameters setting is in Table 3.2.

The first observation is that the collision probability is strictly convex,

as a function of the distances from the BS to the source and destination UEs.

This can be proven from Eq. (6.7), where the Hessian matrix is given by [132]:
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Figure 6.4: Collision probability (theory) for D2D intra-cell routing with dif-
ferent distances ro,m′ , ro,m (as a function of cell coverage radius ro,m′ = ro,m).


2rCA(1−PCA)

πr2
o,m

√
r2
o,m−r2

CA

0

0 2rCA(1−PCA)

πr2
o,m′

√
r2
o,m′−r

2
CA

 � 0, (6.10)

for ro,m ≥ rCA, ro,m′ ≥ rCA and 0 ≤ PCA ≤ 1.

The second observation is that from the results and Eq. (6.7), a maxi-

mum collision probability of 100% is achieved when ro,m = rCA and ro,m′ = rCA.

From Eq. (6.7), a third observation is that a minimum collision probability of

min(PCollision) = 1− 2

π
arccos

(
rCA

rcell

)
. (6.11)

can be achieved when ro,m = rcell and ro,m′ = rcell.

For D2D routing between the coverage area of multiple BSs, a combi-

nation of intra-cell to cell boundary routing and cell boundary to boundary

112



Cells number for D2D routing path passed by
3 4 5 6 7

C
ol

lis
io

n 
P

ro
ba

bi
lit

y

0

0.2

0.4

0.6

0.8

1

7%
17%
27%
37%
Simulation
Theory

Figure 6.5: Collision probability of theory and simulation results for D2D
multi-cell routing with different CA radius ratios.

routing is used.

The effecting of CA’s size to collision probability is shown in Figure 6.4.

The ro,m and ro,m′ is set equally, the collision probability is increasing 15% in

average when the collision ratio is bigger 10%. The collision probability is

especially sensitive to the collision size. When the collision probability is 11%

for the collision size is 7%rcell and the collision probability is 79% for collision

size is 37%rcell, both with the distance ratio of 0.4 in Figure 6.4.. That means

reducing collision area size can significant reduce decrease the probability.

The collision size contribute more compared with the distance to the

collision probability. For example, when the distance of D2D source and desti-

nation is at 0.4 cell size, the collision probabilities are 11% and 79% respectively

for the collision ratios are 7% and 37%; but collision probabilities are 7% and

42% when the distance is 0.7 cell size. The difference drops from 68% to 35%

for the same distance difference.

Figure 6.5 shows the results of the collision probability as a function of

the number of BSs passed through and different CA radius values (rCA/rcell).
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Figure 6.6: Gradient of the collision probability as a function of the normalized
distance along the source-destination route.

The results show that the collision probability increases with the increasing

number of BSs and bigger size of the CA, and the simulation and theoretical

values agree.

More specifically, if with the 37% of CA size, the probability of collision

is about 80% when routing passes through 3 BSs and it would be nearly 100%

when the BSs number increases to 7. For the CA size is 7%, the collision

probability is increasing from 20% to 40% with the cells number goes from 3

to 7.

6.4.2 Gradient Based Switch Strategy

Given the SPR multi-hop travels in a relatively straight line, each relay j can

be interpreted as a temporary source m, and a fresh collision probability can

be computed. As mentioned previously, the collision probability Eq. (6.7) is

a convex function with respect to the UE-BS distances for the source and
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destination. Therefore, the updated gradient descent at each relay UE j will

reveal the increasing or decreasing probability of collision. The gradient with

respect to the current relay UE’s distance with BS (ro,j) is given as:

∇PCollision = −rCA(1− PCA)/(πro,j

√
r2
o,j − r2

CA). (6.12)

As the multi-hop path approaches the CA (ro,j → rCA), the gradient will

approach ∇PCollision → −∞.

Figure 6.6 shows the gradient of the collision probability as a function

of the normalized distance along the source-destination route. Three scenar-

ios are considered: (i) when the path passes near the CA, (ii) when it moves

towards the CA, and (iii) when it moves away from the CA. Hence, before

the collision occurs, a certain gradient threshold β can be set whereby the

D2D transmission will be forced to use CC channels in order to avoid colliding

with the CA and cause unnecessary levels of interference. The detailed gra-

dient based switching mechanism is given in Algorithm 2, and the impact on

communication metrics is left for future research.

Algorithm 2 Switching algorithm

1: function Switch(ro,j, ro,m′ , rCA, ΛBS)
2: if (ro,m′ ≤ rCA) then CC Communications
3: else(ro,m′ > rCA)
4: D2D Communications Starts
5: For each hop UE j, calculate ∇PCollision

6: if |∇PCollision| > β then
7: Switch to CC Communications
8: else
9: D2D Communications Resumes

10: end if
11: end if
12: end function
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6.5 Conclusion

In this chapter, an interference zone (CA) is implemented to mitigate cross-

tier interference between D2D and conventional cellular transmissions. Then

investigated the routing algorithm for multi-hop D2D communications. Cur-

rently, most D2D routing algorithms assume synchronized accurate location

knowledge among users and the base stations. In reality, this level of location

accuracy is difficult and power consuming in UMTS. In current LTE, there

is no location information from the cell besides range information from time

measurements.

In the absence of perfect location information, the collision probability

is able to derive as a function of the Quality-of-Service and other key network

parameters. As a result, a simple gradient based switching mechanism between

D2D and CC communications is devised. It can avoid collisions with the CA

and requires only the distance information of the current transmission and

final destination user.
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Chapter 7

D2D in LTE-Unlicensed

Heterogeneous Network

7.1 Introduction

In Chapter 4, 5 and 6, the performance of D2D UEs sharing CC spectrum

is addressed [133]. However the D2D communication can utilize either the

inband cellular spectrum or outband spectrum. The outband spectrum can

be either unlicensed spectrum or allocated spectrum taken from the licensed

band [31].

The concept of LTE-U (LTE for Unlicensed Spectrum), which suggests

that LTE can operate in the unlicensed spectrum with significant modifica-

tions to its transmission protocols. LTE-U must adhere to unlicensed spectrum

requirements, i.e., set transmit power limits and collision avoidance. By utiliz-

ing the considerable amount of unlicensed spectrum available, low power D2D

transmissions can potentially avoid cross-tier interference with CC channels,

at the cost of complicating the unlicensed spectrum usage [62].
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Wi-Fi is a contention-based system with an appropriate mechanism

taken to avoid interference, i.e., CSMA. However LTE is a demand-based sys-

tem, so a critical element of LTE-U is to ensure fairness for Wi-Fi and other

unlicensed users. In [63], an example of LTE-U channel access scheme is pre-

sented, where the femtocell base station (fBS) senses the unlicensed channel.

If the channel is clear the link will access the unlicensed band, if not the fBS

assigns the LTE licensed resource.

However, in Europe, Japan and India, there exist regulations for unli-

censed spectrum that require equipment to periodically check for presence of

other occupants in the channel (listen) before transmitting (talk) on a millisec-

ond scale, also known as Listen Before Talk (LBT). In [134], a LBT algorithm

is described for LTE-U D2D coexistence with Wi-Fi.

In this chapter, the technical problems are addressed as follows: (1) the

waiting probability of D2D UEs with LBT, (2) the resulting expected time

delay for the D2D UEs, and (3) the capacity of D2D UEs and Wi-Fi that

share the same spectrum.

7.2 System Model

The system considered in this chapter is an OFDMA based 4G LTE multiple-

access heterogeneous network. As analysed in Chapter 3, a Stochastic Geom-

etry is used for modelling the network to get an overall performance of the

D2D co-exist with Wi-Fi. Wi-Fi access points (APs) within the coverage of a

CC base station, the D2D UEs communications are using unlicensed band as

well. The scenario of D2D communications is a multi-hop relay system, with

a greedy path algorithm named SPR [135].
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Figure 7.1: The UEs distribution in a macro-cell

7.2.1 UEs Distribution

The LTE (D2D enabled) locations of UEs are distributed as a PPP. The Wi-

Fi APs are deployed from another independent PPP ΦAP = {x1, x2, ...} of

with density ΛAP. The Wi-Fi (D2D enabled) UEs locations are generated

by PCP, particularly a Matérn cluster process, which applies homogeneous

independent clustering to an existing Wi-Fi AP process. The Wi-Fi UEs are

uniformly scattered with the radius rAP centred at each Wi-Fi AP, which is

shown in Figure 7.1.

7.2.2 Wi-Fi Channel Capacity

The Wi-Fi is a collision avoidance system (e.g. CSMA), there is not channel

interference. The received signal-to-noise-ratio (SNR) for a Wi-Fi UE i is
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defined as

γi =
HiPλr

−α
i

σ2
, (7.1)

where Hi is the multipath fading, P is the Wi-Fi AP transmit power, λ is the

pathloss constant, ri is the distance to the AP, σ2 is the channel noise, and α

is the pathloss distance exponent.

For the Shannon theory, the network capacity related to SNR is C =

B log2 (1 + γi). The expectation of a non-negative continuous random variable

X is E[X] =
∫
t>0

P(X > t)dt. Therefore, expectation capacity of any single

Wi-Fi UE is:

E (Ci) =

∫ +∞

0

P

{
B log2

[
1 +

HPλr−α

σ2

]
> ζ

}
dζ, (7.2)

where B is the Wi-Fi bandwidth. The multipath fading has a pdf of fH(h) ∼

exp(β), where β = 1/Pλ. So the capacity yields:

E (Ci) =

∫ +∞

0

e−βr
−ασ2(2

ζ
B −1)dζ, (7.3)

By a known spatial distribution of UEs relative to the APs in Eq. (3.7),

the definition of the mean capacity of the Wi-Fi Channel is given by:

C =

∫ +∞

0

E (Ci) fR(r)dr

=

∫ +∞

0

∫ +∞

0

2ΛAPπre
−βr−ασ2(2

ζ
B −1)e−ΛAPπr

2

drdζ

=

∫ +∞

0

∫ +∞

0

−e−βr−ασ2(2
ζ
B −1)de−ΛAPπr

2

dζ

(7.4)

Let e−ΛAPπr
2

= y, so r =
√

ln y
−ΛAPπ

120



C =

∫ +∞

0

∫ 1

0

−e
−β
(√

ln y
−ΛAPπ

)−α
σ2(2

ζ
B −1)

dydζ

=

∫ 1

0

−e
β

(√
ln y

−ΛAPπ

)−α
σ2

×
∫ +∞

0

e
−β
(√

ln y
−ΛAPπ

)−α
σ22

ζ
B

dζdy,

(7.5)

Then let β

(√
ln y
−ΛAPπ

)−α
σ22

ζ
B = m, so

∫ +∞

0

e
−β
(√

ln y
−ΛAPπ

)−α
σ22

ζ
B

dζ

=

∫ +∞[
β

(√
ln y

−ΛAPπ

)−α
σ2

] B × 1
m
× e−m

β

(√
ln y
−ΛAPπ

)−α
σ2 ln 2

dζ

=

BΓ

(
0, β

(√
ln y
−ΛAPπ

)−α
σ2

)

β

(√
ln y
−ΛAPπ

)−α
σ2 ln 2

,

(7.6)

where Γ(·) is the gamma function.

So the average capacity is shown as:

CWi-Fi =

∫ 1

0

−eA(y,α)σ2 B

A(y, α)σ2 ln 2
Γ
(
0,A(y, α)σ2

)
dy. (7.7)

Where A(y, α) is given as:

A(y, α) = β

(√
ln y

−ΛAPπ

)−α
, 0 ≤ y ≤ 1. (7.8)
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Figure 7.2: LBT specification for LET-U

Similarly, the capacity for any single hop between two D2D UEs can be

found from Eq. (7.1) and Eq. (7.2). The capacity of each D2D hop link is

shown in Eq. (5.20).

7.3 The D2D Routing Algorithm with LBT

7.3.1 Listen Before Talk (LBT)

Figure 7.2 shows the specification for frame based requirement1. When the

D2D UEs want to transmit, it is required to detect the Wi-Fi energy level for a

designed duration Clear Channel Assessment (CCA) period (typically 20 µs).

If the energy level in the channel is below the CCA energy threshold, then the

UE transmit for a Channel Occupancy Time (COT) (from 1 ms to 10 ms). If

the energy level is over the CCA energy threshold, the D2D UEs will wait for

a random period of N×20 µs, N = {1, 2, 3, ..., 20} before it performs another

CCA. After a COT, if the UE needs to continue, it has to repeat the CCA

process.

13GPP Response LS on Clarification of LBT Categories, Release 13, R1-152182, 24 April
2015.
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Figure 7.3: The Routing Paths for D2D LTE-U with SPR using LBT con-
tention.

7.3.2 SPR Routing Algorithm with LBT

In SPR, each D2D UE knows its own location and that of the final destination

UE. Furthermore, the relay UE can modify the routing path according to the

periodically signal from the BS, in order to update the SPR path selection in

the presence of mobility. At each hop, the Wi-Fi energy level is detected, if

the detected energy lever is over the CCA energy level then LBT is activated.

Figure 7.3 shows a LTE-enabled multi-hop D2D route based on SPR.

7.4 Traffic Model for D2D UEs with LBT

For the analysis of the traffic model, assumptions are: (1) the Wi-Fi UEs can

only be attached to one Wi-Fi AP; (2) the probability of different Wi-Fi UEs

launching the CCA at the same time is negligible; and (3) only one D2D UE
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communication link for any Wi-Fi APs. The waiting time when CCA fails for

next CCA is 2×20 µs, based on those assumptions the Wi-Fi communication

traffic model is conceded as a Markov modulated Poisson process (MMPP).

Specifically, in this chapter the M/M/1/K queue-size process is chosen [136].

In this model, where the arrival process follows a Poisson process with

the parameter τ and service times are assumed to be independent and iden-

tically distributed (i.i.d) and exponentially distributed with the parameter µ.

The service processes are independent of the arrival process. From the Eq.

(7.7), the mean service ratio µ is defined as:

µ =
CWi-Fi

S
=

1

S

∫ 1

0

−eA(y,α)N B

A(y, α)N ln 2
Γ
(
0,A(y, α)N

)
dy, (7.9)

where S is the average data package size. The mean arrival time is τ =

NWi-Fi∑NWi-Fi
i=0 Ti

, where NWi-Fi is the Wi-Fi UE in any AP and Ti is the Wi-Fi UE

data demand duration.

7.4.1 D2D UEs Waiting Probability

The data service in a Wi-Fi channel is modeled as a continuous-time Markov-

chain. The steady-state probabilities are defined as: Pk(k+1) (t) is the proba-

bility: that given the process X is in state k at time t0, then a time t later, it

will be in state k + 1. This process can be modeled as [137]:

Pk(k+1) (t) = P
[
X(t0 + t) = (k + 1)|X(t0) = k

]
, (7.10)

The steady-state probabilities are defined as, ϕk+1 = limt→∞ Pk(k+1) (t)

where ϕk+1 is the steady-state probability at state k + 1. The global balance

124



steady-state equations for the M/M/1/K is obtained [138]:

ϕ0τ = ϕ1µ

ϕ1τ = ϕ2µ

...

and in general for K ≥ 1:

ϕkτ = ϕk+1µ for k = 0, 1, 2, 3, ..., K − 1 (7.11)

Figure 7.4 is the state transition diagram of M/M/1/K.

0 1 K-1 K

𝜏 𝜏𝜏 𝜏

μ μμμ

……

Figure 7.4: The balance equation

The normalizing equation is
∑K

k=0 ϕk = 1. Let the ρ = τ
µ
, so the

ϕk = ρkϕ0 for k = 0, 1, 2, 3, ..., K. Which is:
∑K

k=0 ρ
kϕ0 = 1. Therefore, the

probability that no UE in the Wi-Fi system is,

ϕ0 =
1

1 +
∑K

k=1

(
SNWi-Fi

C
∑NWi-Fi
i=0 Ti

)k =


1−ρK+1

1−ρ ρ 6= 1

1
K+1

ρ = 1,
(7.12)

where ρ = SNWi-Fi

C
∑NWi-Fi
i=0 Ti

, and C can be found from Eq. (7.7). The Wi-Fi

traffic collision probability is the probability that at least one Wi-Fi UE is

communicating in the system.
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Pc = P{at least one UE} =

1− 1−ρK+1

1−ρ ρ 6= 1

1− 1
K+1

ρ = 1.
(7.13)

7.4.2 Average Time Delay for D2D UEs

When the unlicensed channel is occupied the D2D UEs have to wait for a clear

channel slot. So the time delay for the D2D is:

E(TD) = E(TW ) + E(TS) (7.14)

where E(TW ) is the mean waiting time and E(TS) is the mean severing time

in the Wi-Fi system. The system limit is K so when K UEs are in the system

there is no Wi-Fi access for the next UE therefore when ρ 6= 1, the mean

number of waiting UEs is:

Ls =
K∑
k=0

kϕk = ϕ0ρ
K∑
k=1

kρk−1

=
ϕ0ρ

(1− ρ)2

[
1− ρK − (1− ρ)KρK

]
=

ρ

1− ρ
− (K + 1)ρK+1

1− ρK+1
,

(7.15)

When ρ = 1:

Ls =
K∑
k=0

kϕk =
K∑
k=1

kρkϕ0 =
1

K + 1

K∑
k=1

k =
K

2
, (7.16)

So,

E(TW ) =
Ls
τ

=


[

ρ
1−ρ −

(K+1)ρK+1

1−ρK+1

]
1

τ(1−ρKϕ0)
ρ 6= 1

K
2τ(1−ρKϕ0)

ρ = 1.
(7.17)
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And the mean severing time is 1/µ, so the E(TD) = E(TW )+1/µ, where

E(TD) can be found in Eq. (7.17).

7.5 Results and Analysis

In this section, the simulation results are presented to analyse the performance

of LTE-U D2D with LBT protocols. The LTE-U is running at 5 GHz spectrum

and Wi-Fi system is IEEE 802.11ac network, the bandwidth is 40 MHz, and

LBT back-off duration is 40 µs. The macro-cell radius is 500 m with 8 Wi-

Fi APs providing the Wi-Fi access. The Wi-Fi system limit K is 20. The

three different Wi-Fi traffic volumes are selected to analyse the performance:

light traffic with data package size 10 kbits and the Wi-Fi UEs communicating

demand parameter is 1/20; for medium traffic data package size is 20 kbits

and demand parameter is 1/6 ; and data package size is 30 kbits and demand

parameter is 1/4 for heavy traffic.

7.5.1 Waiting Probability for D2D UEs with LBT

Figure 7.5 shows the D2D UE waiting probability inside a Wi-Fi AP’s cover-

age area. The simulation results match the theoretical prediction well. The

waiting probability increases when the Wi-Fi UE density grows. Specifically,

the waiting probability is over 90% when more than 100 Wi-Fi are in the same

AP’s coverage area. From Eq. (7.13) it can be found that when the number

of Wi-Fi UEs increases the traffic ratio ρ also increases, and so the waiting

probability is greater.

Our analysis also found that the Wi-Fi traffic volume has a significant

effect to the D2D UE waiting probability in Figure 7.5. Under heavy traffic
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Figure 7.5: The theoretical prediction of D2D UE waiting probability under
different traffic conditions with the Wi-Fi UEs density compared with simula-
tion

loads, the waiting probability increases much more quickly as a function of UE

density than the light and medium loads. This is due to the intuitive fact that

the larger the traffic load, the more time is needed for the contention process

in the channel, which in turn incurs a higher waiting probability for D2D UEs

demanding LTE-U access.

7.5.2 Delay time for the D2D UEs with LBT

When the LBT protocol is utilized, the D2D UEs have to wait for a successful

CCA. Figure 7.6 shows the correlation between D2D mean delay and Wi-Fi

UEs density, and the delay rises with the UEs density from 0.1 s to 0.8 s when

the number of Wi-Fi UEs in an AP increases from 10 to 150. This is because

higher density means that need to wait a longer time for a successful CCA,

which leads to a longer delay.

Generally, the delay is nearly the same for the light and medium traffic
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Figure 7.6: The theoretical prediction of D2D package delay under different
traffic conditions with the Wi-Fi UEs density compared with simulation

Table 7.1: Simulation Average capacity

Capacity (Mbit/s) Co-exist Non co-exist
Wi-Fi 19.2 23.7
D2D 19.5 21.5
Total 38.7 23.7

load models (only 0.2 s difference). However, under the heavy traffic, the delay

is 4 times stronger than the light and medium traffic loads.

7.5.3 Capacity for D2D and Wi-Fi Network

The network capacity during a time slot T is defined as: Tactive×C
T

, where Tactive

is the active communicating time, in this chapter T is 3,000 s. Without the

Wi-Fi and LTE-U mutual interference, the capacity of D2D UEs is 23.7 Mbit/s

and 21.5 Mbit/s for Wi-Fi UEs shown in Table 7.1 (with the Wi-Fi frame is

10ms and COT is 3 ms). Although the Wi-Fi capacity reduces to 19.2 Mbit/s

129



when in coexistence with LTE-U D2D UEs, the D2D UEs get a capacity of

19.5 Mbit/s. The benefit is that the total network capacity (licensed and

unlicensed spectrum) increases 63.2% to 38.7 Mbit/s.
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Figure 7.7: The Wi-Fi capacity attenuation with different LTE-U COT and
Wi-Fi frame size

To analyse the effect of LTE-U D2D on the Wi-Fi capacity, the results

in Figure 7.7, shows that the Wi-Fi capacity reduces with increased LTE-U

COT values. The Wi-Fi capacity reduces to 30% when the LTE-U COT is the

same size as the Wi-Fi frame value, 10 ms. As the COT value is reduced, the

Wi-Fi capacity is 50% when the COT is 70% of the Wi-Fi frame.

When the Wi-Fi frame size is 30 ms, the Wi-Fi capacity only drops to

10% even when the D2D UEs reach their maximum COT. But the decline

is 30% when the Wi-Fi frame size is 20 ms. So, when the Wi-Fi frame size

is over 20 ms, the D2D share the same frequency with LBT could archive

fair coexistence with the Wi-Fi UEs by only reduces less than 10% of Wi-Fi

network capacity.
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7.6 Conclusion

In this chapter, how the Device-to-Device (D2D) network can evolve to be

more flexible by employing LTE-Unlicensed protocols and operating in the

unlicensed spectrum with due care are examined. It was found that the D2D

would take a longer delay when there is a high level of contention in the

local unlicensed spectrum. Our results show that whilst D2D UEs reduce the

Wi-Fi network capacity by sharing the unlicensed spectrum, it increased the

overall network capacity (licensed and unlicensed) by 63%. In this way, D2D

with LTE-U can be a friendly neighbour to the existing unlicensed spectrum

users.

131



Chapter 8

Conclusion and Open Challenge

8.1 Conclusion

This thesis has mainly focused on the D2D multi-hop routing. As reviewed in

Chapter 2, the traditional wireless routing algorithms are self-organised rout-

ing algorithms. They lack central control and need a complex self-organised

mechanism to deal with routing environment changes such as UEs’ move-

ment and communication channel status changes. The traditional routing

algorithms lack of the management of mutual interference between Device-to-

device communication (D2D) and Conventional communication (CC).

In this thesis the base station (BS) assisted greedy routing namely

Shortest Path Routing (SPR) and Interference Aware Routing for D2D com-

munication are presented and analysed. D2D could be an emergency commu-

nication co-exist with the CC communications. In Chapter 4, it shows that in a

co-existence and mutually interfering scenario, IAR is superior to the intuitive

SPR and broadcasting routing when the UEs are close to the BS. Otherwise,

for short distance D2D communications, the SPR and broadcasting algorithms
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perform better. In general, there is a fundamental trade-off between D2D and

CC outage performances, due to their mutual interference. For different CC

outage constraints and D2D distances, it shows how different D2D routing

strategies should be selected.

By utilising stochastic geometry framework to analyse the performance

of SPR and IAR, it fundamentally proves that a longer routing path (IAR) that

minimizes cross-tier interference can achieve a superior performance compared

to the intuitive shortest path route (SPR). IAR on average achieves a 30%

increase in hop distance, but can improve the overall network capacity by 50%

whilst only incurring a minor 2% degradation to the CC capacity. In Chapter

5, the operation zone is defined that where IAR and SPR D2D algorithms

should be utilized and where D2D should be avoided all together. This is our

second discovery, there are clear geometric regions in the macro-cell coverage

area that determine the D2D operations. The analysis framework and the

results opens up new avenues of research in location-dependent optimization

in wireless systems, which is particularly important for increasingly dense and

semantic aware deployments. By dynamically selecting between the SPR and

IAR algorithms, D2D can offload 79.75% of the traffic volume from BS.

According to the definition of the operation zone, there is an area that

D2D communication is forbidden because of the interference from BSs. The

probability of D2D routing path drop into the forbidden area is a function of

the Quality-of-Service. As a result, a simple gradient based switching mecha-

nism between D2D and CC communications is devised. It can avoid collisions

in the forbidden area and requires only the distance information of the current

transmission and final destination user.

The D2D network can evolve to be more flexible by employing LTE-
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Unlicensed protocols and operating in the unlicensed spectrum with due care.

A listen-before-talk (LBT) algorithm can efficiently manage the channel source

fairness between D2D and Wi-Fi UEs. It was found that the D2D would take

a longer delay when there is a high level of contention in the local unlicensed

spectrum. Our results show that whilst D2D UEs reduce the Wi-Fi network

capacity by sharing the unlicensed spectrum, it increased the overall network

capacity (licensed and unlicensed) by 63%.

Overall, D2D can efficiently enhance the cellular network capacity, achieve

high reliability of communication and can offload over half of the cellular traf-

fic volume. D2D also can be a good neighbour to the Wi-Fi when operation

on unlicensed band.

8.2 Open Challenge

Bearing in mind the summary of the findings for the research work conducted

in this thesis, the research on D2D network routing performance evaluations

does not stop here. There are still some research issues for the D2D commu-

nications.

Sensitivity Analysis : The results are based on some assumptions and

simplifications. When the conditions change, how sensitive the analyses per-

formed were to the variation of parameters used. Such as there only one D2D

UEs pair in the same CC at the same time, if there is more than one D2D pair

the interference distribution is more complicated.

Energy Efficiency : The ideal behind the IAR is routing a longer path for

a smaller interference. The smaller interference would return a bigger network

capacity, however, the longer routing path means more routing hops and more
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transmission energy consumption. One of the potential advantages of D2D is

network efficiency, moreover, the users are also interested in the battery life of

their devices. Therefore how to balance between energy efficiency and network

capacity needs investigation.

LBT Regulation: By applying LBT for the fairness with the Wi-Fi.

When the number of D2D UEs number increasing, more UEs are likely to

choose the same backoff time because the backoff range is limited and which is

non-adaptive. Therefore, the collision (UEs want to use the channel at same

time) is increased and the total network throughput is reduced. The challenge

is that the EU LBT rules limit the backoff range within 20 µs and randomly

choose the backoff time.
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