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Abstract. Epigenetic mechanisms are increasingly recognised as integral to the adaptation of spe-
cies that face environmental changes. In particular, empirical work has provided important insights
into the contribution of epigenetic mechanisms to the persistence of clonal species, from which a
number of verbal explanations have emerged that are suited to logical testing by proof-of-concept
mathematical models. Here, we present a stochastic agent-based model and a related deterministic
integrodifferential equation model for the evolution of a phenotype-structured population composed
of asexually-reproducing and competing organisms which are exposed to novel environmental con-
ditions. This setting has relevance to the study of biological systems where colonising asexual
populations must survive and rapidly adapt to hostile environments, like pathogenesis, invasion
and tumour metastasis. We explore how evolution might proceed when epigenetic variation in gene
expression can change the reproductive capacity of individuals within the population in the new
environment. Simulations and analyses of our models clarify the conditions under which certain
evolutionary paths are possible, and illustrate that whilst epigenetic mechanisms may facilitate
adaptation in asexual species faced with environmental change, they can also lead to a type of
“epigenetic load” and contribute to extinction. Moreover, our results offer a formal basis for the
claim that constant environments favour individuals with low rates of stochastic phenotypic vari-
ation. Finally, our model provides a “proof of concept” of the verbal hypothesis that phenotypic
stability is a key driver in rescuing the adaptive potential of an asexual lineage, and supports the
notion that intense selection pressure can, to an extent, offset the deleterious effects of high phen-
otypic instability and biased epimutations, and steer an asexual population back from the brink of
an evolutionary dead end.

1. Introduction

In the physical sciences, mathematical modelling can frequently be performed for systems for which
the prevailing physical laws are uncontroversial, their mathematical structure is known, and relevant
physical constants can be determined by processes that are not part of the modelling exercise. Precise
quantitative predictions can often be made, and compared against observations of the real system
that can also be made with decent accuracy. The example par excellence is the study of the energy
levels of the hydrogen atom, but there is no shortage of other fine exemplars.

In the biological and medical sciences, the situation is seldom so satisfactory, and models can
sometimes play a rather different role [1]. Mathematical models can be used to explore whether
qualitative verbal explanations are actually consistent with simple model implementations and lead
to conclusions with broad structural stability under parameter changes, or a suite of mathematical
models capturing in simple ways different plausible views of the system of interest can be explored to
see which postulated qualitative attributes of a system are consistent with the observed behaviour.
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Models of evolution typically focus on allelic variation and Mendelian inheritance as the source
of heritable novel phenotypic variants. However, accumulating evidence suggests that there are other
nongenetic forms of inheritance, including the transmission of behaviours [2], a modified niche [3]
and epigenetic mechanisms such as differential DNA-methylation, histone modifications, and microR-
NAs. Epigenetic mechanisms are increasingly implicated in the successful adaptation of species which
face environmental change. For instance, the invasion of cancer cells, which occurs in a progressively
malignant tumour niche [4], has been linked to epigenetic disruptions [5]. Moreover, the silencing of
tumour suppressor gene expression by promoter hypermethylation at CpG-rich islands is common
among several human malignancies [6, 7]. Epigenetic mechanisms have been implicated in acquired
drug-tolerance of cancer cells during in vitro experiments [8–10]. They are also recognised as key
drivers in the success of invasive clonal plant species [11]. In fact, a recent empirical study of the
methylomes (DNA methylation patterns) of invasive plant populations characterised by low genotypic
diversity, and spread over a large geographic area, reported correlations between epigenetic differenti-
ation and habitat [12], suggesting an epigenetic role in adaptation in this system. So it may be the case
in a variety of contexts that epigenetic mechanisms increase a population’s potential for adaptation,
particularly in the face of rapid environmental change. A corollary of these ideas is that the stability
of epialleles in asexual populations is crucial for successful epigenetic adaptation [13]. However, it
remains unclear what level of epimutation stability is required for selection-based effects to occur in
organisms faced with novel selective pressures, and when these selection-based effects are sufficient to
avoid extinction.

In this paper, we present a stochastic agent-based model and a related deterministic integrodiffer-
ential equation model for the evolution of a phenotype-structured population composed of asexually-
reproducing and competing organisms which are exposed to novel environmental conditions. At this
stage, our model does not contain spatial structure, although it could be extended to include spatially
distributed phenotypic attributes and migration of individuals at the cost of significantly increased
complexity. Despite this simplification, analogous models have already been proven to be capable
of shedding some light on the mechanisms which underlie patterns of evolution and adaptation in
asexual populations [14–19]. From the mathematical point of view, our work follows earlier papers
on the derivation of deterministic mesoscopic models from stochastic agent-based models [20–25] and
the analysis of integrodifferential equations that arise in models of evolutionary dynamics within
phenotype-structured populations [26–33].

In Section 2 we develop the agent-based model and explore its behaviour through simulations.
Initially we assume that the agents (individual organisms) are genetically identical, but of variable
phenotype (Section 2.1), before probing the more complex case in which there are several competing
subpopulations (“strains”, here, for convenience of terminology), each with distributed phenotypes
(Section 2.2). Important attributes of the agent-based model are (i) the dependence of the reproduction
rate of agents on their phenotype; (ii) stochastic variation in phenotype, which may include both an
unbiased random component and a systematic drift component; and (iii) death by competition. We
discuss in the light of representative simulations how the organisms can maladapt, in the sense that
the most prevalent phenotype is not the one which reproduces most readily, and how under certain
conditions the organisms can be driven to extinction. We also demonstrate through simulations that in
the multiple-strain version of the model, a single strain (while retaining its own phenotypic spread) can
drive all other strains to extinction, but cases also arise in which all strains are doomed to extinction.

In Section 3 we show how we can associate with the discrete stochastic agent-based model a
deterministic integrodifferential equation model, and we identify all equilibrium solutions of the model.
The correspondence between the discrete stochastic and continuous deterministic models discussed in
Section 3.1 comes through a formal limit as the discrete stochastic model’s time increment and its
phenotype-space length scale approach zero in a constrained manner, together with a mean-field
treatment of death under competition. The integrodifferential equation model we obtain in this way
is one that we have explored partially in an earlier paper [17], but its derivation from the agent-based
model, and all of the rigorous analysis of the mathematical consequences of the integrodifferential
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equation model, are new. The only possible equilibrium solutions, which are identified in Section 3.2,
are related to the eigenfunctions of a second-order linear differential operator.

In Section 4 we establish a number of results concerning the time-evolution of solutions of the
integrodifferential equation model. For the special case of Gaussian initial phenotype distributions, we
establish in Section 4.1 the existence of corresponding time-dependent Gaussian solutions, for which
the long-term asymptotic behaviour of the mean and variance can be explicitly determined, together
with a number of results concerning the long-term fate of total strain populations. Results from our
study of Gaussian solutions enable us to prove in Section 4.2 the existence for all subsequent times
of solutions for arbitrary compact support initial phenotype distributions. In Section 4.3 we use an
entirely different approach, based on the Laplace transform, to confirm asymptotic results we obtained
earlier in the paper by other means, while also providing some stronger results.

The parameter space of the integrodifferential equation model can be explored completely, and
we are able to draw some striking rigorous conclusions in Sections 3 and 4. As we demonstrate in
Section 5, representative computations show a close relation between the quantitative predictions of
the integrodifferential equation model and those of the agent-based model, except under circumstances
where the population falls very low and stochastic effects are more evident. It would be interesting to
pursue further in a fully rigorous manner the limiting behaviour of the stochastic agent-based model,
but that somewhat ambitious enterprise is beyond the scope of the present paper.

We emphasise that we have not bench-marked our models against particular organisms, or identi-
fied our phenotypic coordinate with any particular epigenetic trait, although degree of DNA methyla-
tion might be proposed as an exemplar. Our work is presented with the perspective that mathematical
modelling can complement more traditional methods of evolutionary biology research by capturing
in abstract terms the implicit assumptions of a verbal hypothesis (and any hidden underlying as-
sumptions) and clarifying the conditions under which certain evolutionary paths are possible [1]. The
modelling framework potentially covers a wide range of ecological scenarios including the colonisation
of a new niche by tumour cells following metastasis, the invasion of new host tissues by a pathogen
(e.g., the invasion of organs outside of the lungs by Mycobacterium tuberculosis), and the colonisation
of new habitats by invasive and (primarily) asexually reproducing plant species. Initial conditions that
are far from the long-time limiting behaviour embody an organism encountering a new environment to
which it is not currently phenotypically well-adapted, a ubiquitous scenario in biology and medicine.

Simulations and analyses of our model clarify the conditions under which successful adaptation
of the colonising asexual species is possible, and illustrate that whilst epigenetic mechanisms may
facilitate adaptation in asexual species faced with environmental change, they can also lead to a type
of “epigenetic load” and contribute to extinction. Moreover, our results offer a formal basis for the
claim that constant environments favour individuals with low rates of stochastic phenotypic variation.
Finally, our model provides a “proof of concept” of the verbal hypothesis that phenotypic stability
is a key driver in rescuing the adaptive potential of an asexual lineage, and supports the notion that
intense selection pressure can, to an extent, offset the deleterious effects of high phenotypic instability
and biased epimutations, and steer an asexual population back from the brink of an evolutionary dead
end.

Also, as we show, the agent-based and integrodifferential equation models raise interesting math-
ematical questions that are worthy of investigation, most of which we are able to answer rigorously
for the integrodifferential equation model.

2. An agent-based model of epigenetic evolution

In the agent-based modelling framework, agents represent individual asexual organisms in the colon-
ising population, and are characterised by a phenotype which we associate with the level of expression
of the fitness-regulating gene. Agents undergo stochastic changes in phenotype, and react to the en-
vironment according to their phenotype and a set of rules which we describe below. In Section 2.1
we introduce our agent-based model in the simplest case when there is only a single strain present
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with a distributed phenotype, and report some representative simulations, from which interesting ob-
servations with biological implications emerge. We extend our model to the case of several strains in
Section 2.2. For brevity, N0 denotes the natural numbers with 0 included, that is, the non-negative
integers, while as usual Z denotes the set of integers.

2.1. One genetic strain with phenotypic diversity

Stochastic epigenetic variation is modelled by allowing agents in the population to undergo a discrete-
time branching random walk in a discretised one-dimensional phenotype space. In this setting, each
agent occupies a position on a one-dimensional lattice with lattice spacing ∆. If i ∈ Z denotes a
phenotype lattice site, the level of normalised gene expression of an agent at site i is given by xi =
i∆ ∈ [0, 1]. A generic time-step is indexed by n ∈ N0, and the corresponding time is t = τn, where
τ is the duration of each time step. We define the random variables Nn(i) ∈ N0 and Nn ∈ N0 to be,
respectively, the number of agents at phenotype lattice site i, and the total number of agents alive
in the system at time step n, so that Nn =

∑
iNn(i). The mean phenotypic variant µn (the average

level of expression of the fitness-regulating gene) of the population at the nth time step is defined by

µn :=
1

Nn

∑
i

xiNn(i). (1)

Accordingly, µ0 is the mean phenotypic variant of the initial population (the average level of expres-
sion of the fitness-regulating gene of the colonising population), and we define the equilibrium mean
phenotypic variant by

µ := lim
n→∞

µn. (2)

In the modern two-step view of evolution [34, 35], individuals with novel phenotypes are first
introduced into a population, which then undergoes natural selection—individuals survive, reproduce
and die according to their fitness. Accordingly, we model evolution as a two-step process. During each
time step of the agent-based model, agents simultaneously undergo two operations to simulate first the
introduction of novel phenotypic variants into the population due to stochastic epimutations, followed
by the increase in frequency of variants characterised by a greater fitness, due to natural selection (see
the algorithm pictured in Fig. 1).

More specifically, stochastic epimutations are modelled during the first step by allowing each
agent with phenotype given by xi = i∆ to update its phenotype according to the random walk. To
simulate a stochastic change in phenotype or level of gene expression, agents simultaneously move a
distance ∆ in the phenotype space according to movement probabilities. In terms of movement on
the lattice, we consider agents as independent of each other, so that the number of agents occupying
any particular lattice site in phenotype space is unconstrained. For an agent at site i, let PL and PR

denote the respective left and right movement probabilities into the nearest neighbour sites (i− 1 or
i+ 1). These movements correspond, respectively, to an incremental decrease or increase in the level
of fitness-regulating gene expression. Hence, P = PL +PR is the probability that an agent will move a
distance ∆ within time τ , given that the agent is at site i at time step n. Furthermore, 1−PL−PR is
the probability that an agent’s gene expression will remain unchanged during this time. We identify
P/τ as the average rate of epimutations.

To account for the fact that epimutations may be biased towards either increased or decreased
gene expression, we introduce a bias parameter h ∈ [0, 1] and write

PL =
P

1 + h
and PR =

Ph

1 + h
. (3)

The extreme cases h = 0 and h = 1 correspond, respectively, to a deterministic system in which all
steps in phenotype space are in a specified direction (here, to the left, without loss of generality), and
the most random system where steps to the left and right are equally probable.

Finally, we constrain the phenotype of each agent to the unit interval (that is, xi = ∆i ∈ [0, 1]
for all i) by implementing reflecting boundary conditions. In more detail, during a time-step, if an
agent with phenotype xi = 1 chooses to move right, then this move is aborted and the agent retains
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Figure 1. Two-step algorithm of the agent-based model of stochastic epigenetic
variation and natural selection in colonising asexual populations. (a) Stochastic vari-
ation in phenotype due to epigenetic mechanisms is modelled as a random walk in
the discretised phenotype space. (b) Natural selection is modelled as a stochastic
birth and death process, where the phenotype of an agent determines the likelihood
of proliferation and death. Phenotypic variation occurs before natural selection in the
algorithm. Here, PL and PR denote the respective left and right movement probabil-
ities into the nearest neighbour phenotype sites i− 1 and i+ 1 (which correspond to
a respective decrease and increase in the degree of expression of the fitness-regulating
gene), τbn(i,Nn) is the probability an agent will proliferate during a time-step of
length τ and τdn(i,Nn) is the probability an agent will die during a time-step of
length τ , where Nn is the total number of agents alive in the system at the nth time
step.

its phenotype xi = 1 for the duration of the time-step. Analogously, if an agent with phenotype xi = 0
chooses to move left, then this move is also aborted and the agent retains its phenotype xi = 0 for
the duration of the time-step.

After the phenotype-update step, each agent will simultaneously undergo the effects of selection.
With probability τbn(i,Nn) the agent at site i will proliferate and produce two identical agents with
the same phenotype i∆ (we assume that phenotype is heritable), while with probability τdn(i,Nn) the
agent will die, and with probability 1−τ [bn(i,Nn)+dn(i,Nn)] the agent will remain quiescent. Notice
that these probabilities may depend not only on the level of gene expression of each agent, but also
on the total number of agents in the system Nn. Therefore, the agents are not strictly independent of
each other—we consider the colonising asexual population to be a system of quasi-interacting random
walkers.

We focus on a population that has a smooth fitness landscape, and where there is only one possible
phenotypic variant (degree of gene expression) that maximises fitness. In particular, we consider the
case where the death probability dn(i,Nn) is an increasing function of Nn and invariant with respect
to i, and where the proliferation function bn(i,Nn) is concave with respect to i, and invariant with
respect to Nn, such that

dn(i,Nn) := κNn and bn(i) := γ − ε∆2(i− i∗)2. (4)

These assumptions replicate a scenario where there exists an optimal degree of gene expression, and
hence one possible phenotypic variant with x∗ = i∗∆, that maximises an organism’s fitness through
maximising its probability of proliferation, and where competition for space and resources amongst
organisms in the population acts to increase the probability of death, irrespective of phenotype. Here,
the choice of κ, γ and ε determine the carrying capacity of the system (i.e., the equilibrium size of
the population). We note that a consequence of the simple functional form used is that, depending on
the values of the parameters γ and ε, sufficiently large deviations from the fittest phenotype render
the birth rate negative, corresponding to failure to reproduce and effectively adding an additional
component to the death rate.
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Figure 2: γ = 100, ε = 100, κ = 10−2, N0 = 500, P = 0.1;
(A),(B),(D) µ0 = 0.5; (C) µ0 = j/10, j ∈ {0, 1, 2, ..., 10};
(A),(C),(D) h = 0.6; (B) h = 1.

Figure 3: µ0 = 0.5, γ = 100,
(A) h = j/10, j ∈ {0, 1, 2, ..., 10}, ε = 100, κ = 10−2, N0 = 500, P = 0.1;
(B) P ∈ {0.01, 0.05, 0.1, 0.5, 1}, ε = 100, κ = 10−2, h = 0.6, N0 = 500;
(C) ε ∈ {5, 10, 20, 50, 100, 150, 250}, P = 0.1, h = 0.6, N0 = 500, κ = 10−2;
(D) ε = 100, P = 0.1, h = 0.6, κ ∈ {0.002, 0.01, 0.02, 0.1, 0.2, 1, 2},
N0 = 500 for κ < 1 and N0 = 50 for κ ≥ 1.

Table 1. Simulation parameters for Figures 2 and 3. Parameters common to both
figures are given in the main text above Observation 1.

We present in Figures 2 and 3 representative results obtained from Matlab simulations of the
model with the death and proliferation probabilities (4). We also considered the case where the death
probability is constant, and where the proliferation function bn(i,Nn) is concave with respect to i,
and a decreasing function of Nn. In this alternative setup, we assume that competition for space
and resources amongst agents in the population decreases the probability of proliferation rather than
increases the probability of death. However, we achieved qualitatively similar results to those from
the aforementioned case (results not presented here).

Before we address the biologically relevant observations that may be made from Figures 2 and
3, it is convenient for brevity to summarize here simulation parameters shared in Figures 2 and 3.
For all simulations, we set the fittest phenotypic variant to be x∗ = 0.9, the time step τ = 10−3 and
the lattice spacing ∆ = 10−2. The initial phenotype distribution was uniformly distributed across
the interval x ∈ [µ0 − 0.05, µ0 + 0.05] for the homogeneous case, and x ∈ [0, 1] for the heterogeneous
case. Additional parameter details can be found in Table 1. To facilitate comparisons between the
agent-based model and the related integrodifferential equation model discussed later, we introduce
the parameters

α =
∆(PR − PL)

τ
=

∆P (h− 1)

τ(h+ 1)
, β =

∆2(PL + PR)

2τ
=

∆2P

2τ
, M =

1

κ

[
γ − (εβ)1/2 − α2

4β

]
. (5)

The role of max(M, 0) as a carrying capacity for the model will emerge from the analysis of the
integrodifferential equation model.

Observation 1—Epigenetic variation facilitates adaptation in asexuals and a bias in the direction
of epimutations can influence the degree of adaptation. To replicate the colonisation of an asexual
species in a new habitat with novel selective forces, we simulate the agent-based model so that the
optimal level of gene expression in the new environment (x∗ = 0.9) differs from the average level of
gene expression of the colonising population (µ0 = 0.5), which we assume was well-adapted to its
previous environment. A comparison between simulations when there is no bias in the direction of
epimutations (so that the bias parameter h = 1), and when there is a bias towards epimutations (so
that h < 1) is presented in Fig. 2(a)–(b).

When there is a bias in the direction of epimutations [Panel (a)], the population fails to adapt to
the reproductively fittest phenotypic trait variant x∗ = 0.9 (indicated by the dashed-white line). How-
ever, epigenetic variation does allow the colonising population to establish an equilibrium phenotype
distribution with mean equilibrium phenotypic trait variant µ ≈ 0.7. On the other hand, for the case
when there are unbiased epimutations [Panel (b)], the population quickly adapts to the phenotypic
trait variant that corresponds to the highest fitness (so that µ = x∗).

These results are robust with respect to the value of the mean phenotypic variant µ0 of the initial
homogeneous phenotypic distribution [see Fig. 2(c)], suggesting that epigenetic variation can facilitate
adaptation in asexuals faced with novel selective pressures.
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Figure 2. Bias in the direction of epimutations can influence the outcome of evol-
ution. We present simulation results from the agent-based model showing (a),(b),(d)
the population density Nn(i) evolving in time in a single simulation and (c) the aver-
age over 10 simulations of the mean phenotypic variant as it evolves in time. (a) For
the case when there is a bias in the direction of epimutations (with bias parameter
h = 0.6), the population fails to adapt to the fittest phenotypic trait variant (x∗ = 0.9)
from an initially homogenous phenotypic distribution centred at x = 0.5. Instead, the
equilibrium phenotypic trait distribution centres around x = 0.7. (b) For the case
when there are unbiased epimutations (h = 1), the population quickly adapts to the
phenotypic trait variant that has the highest fitness. Now, the equilibrium phenotypic
trait distribution is centred around x = 0.9. (c) When the bias parameter and the
rate of epimutations are fixed (h = 0.6 and P = 0.1), changing the value of the mean
phenotypic variant of the initial homogeneous population (i.e., µ0) does not affect the
equilibrium phenotypic distribution. (d) When the initial population is heterogeneous
with respect to phenotype, and when there is a bias in the direction of epimutations
(with h = 0.6), again the population fails to adapt to the fittest phenotypic trait
variant (x∗ = 0.9). Instead, the phenotypic trait distribution centres around x = 0.7.
The magenta lines correspond to the estimate for the equilibrium mean phenotypic
variant from the analogous PDE model [equation (21)], and the dashed lines [white
in (a), (b) and (d); red in (c)] correspond to the fittest phenotypic trait variant x∗ in
the fitness landscape.

Observation 2—Epigenetic diversity in the colonising population does not neutralise the effect
of biased epimutations. In a previous work [35] it was suggested that if an initial population is het-
erogeneous, so that all possible phenotypic variants are present, then a bias in the introduction of
phenotypic variation will have no effect on the evolutionary outcome. To test whether this is the case
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in our model, instead of starting from a relatively homogeneous initial phenotypic distribution (as we
did above), now we begin from a heterogeneous population, and track the evolution of the phenotypic
distribution through time when there are biased epimutations (with h < 1). Our results, displayed in
Fig. 2(d), show that, analogous to the more homogenous case presented in Fig. 2(a), the colonising
population fails to adapt to the fittest phenotypic trait variant x∗ = 0.9 (indicated by the dashed
white line). Instead, the equilibrium phenotypic trait distribution centres around µ ≈ 0.7. Therefore,
our simulations suggest that the initial presence of phenotype heterogeneity does not neutralise the
adaptive effect of biased epimutations.

Observation 3—The adaptive potential of colonising asexual populations increases with the sta-
bility of epimutations. Next we compare averages of the evolution of the mean phenotypic variant µn
of the population over ten simulations of the agent-based model while holding all parameters con-
stant except for the rate of epimutations P . Predictably, we find that increasing the instability of
epimutations (by increasing P ) acts to shift the mean equilibrium value µ of the phenotype of the
population farther away from the fittest phenotypic trait variant x∗ [see Fig. 3(b)]. This is also the case
when we increase the strength of bias h (by decreasing h) and fix all other parameters [see Fig. 3(a)].
Therefore, our model predicts that the adaptive potential of colonising asexual populations decreases
as epimutations become increasingly unstable and biased.

Observation 4—Strong natural selection can overcome the effects of epimutation instability and
bias. To investigate whether natural selection can overcome the effects of epimutaion bias and instabil-
ity, we compare averages of the evolution of the mean phenotypic variant µn of the population over
twenty simulations of the agent-based model while holding all parameters constant except for ε, which
controls the effect that an agent’s phenotype has on its reproduction rate [see definitions (4)]. We find
that increasing the strength of natural selection (by increasing ε) acts to shift the mean equilibrium
phenotype µ closer to the fittest phenotypic trait variant x∗ [see Fig. 3(c)]. Therefore, our model
predicts that natural selection can, to an extent, neutralise the effects of epimutation instability and
bias when it is sufficiently strong.

Observation 5—Epimutation bias has the greatest effect on small populations. Next we investigate
the effect of the population size on evolutionary outcome in the presence of biased epimutations. We
compare averages of the evolution of the mean phenotypic variant of the population over twenty
simulations of the agent-based model, while holding all parameters constant except for the carrying
capacity of the population [which we vary by changing the parameter κ, see definitions (4)]. We find
that, for large populations (Nn & 104), the population size has no effect on evolutionary outcome.
However, when the population size is small (Nn . 103), decreasing the population size shifts the
equilibrium value of the mean phenotypic variant of the population further away from the fittest
phenotypic trait variant [see Fig. 3(d)].

Therefore, our model predicts that for smaller populations, epimutation bias has an increasing
effect on evolutionary outcome as the population size decreases, while for larger populations, varying
the population size does not alter the effect that bias has on evolutionary outcome. An analogy can be
drawn between this result and the concept of genetic load [36], where the accumulation of deleterious
genetic mutations occurs in small populations, despite the action of purifying selection.

2.2. Several genetic strains, each with phenotypic diversity

To extend the agent-based model of Section 2.1 in a natural way to a model with a finite number
N of strains, we associate with each strain an integer j, and agents in the model represent indi-
vidual members of the competing strains and are characterised by a phenotypic character xj ∈ [0, 1]
which again represents the level of expression of a particular fitness-regulating gene that varies due
to stochastic epimutations. As before, evolution is simulated in discrete time (with time-step length
τ) as a two-step process with the first part of each time step (epimutation) implemented as a random
walk in a discretised one-dimensional phenotype space (with lattice spacing ∆ such that xj = i∆).



Evolutionary dynamics of phenotype-structured populations 9

Figure 3. The adaptive potential of colonising asexual populations is reduced as
the stability of epimutations declines, as natural selective pressures become weaker,
and as the strength of epimutation bias increases. These effects are exacerbated
in small populations. Simulation data of the agent-based model from an initially
homogeneous population (with respect to phenotype), showing the average mean
phenotypic variant as it evolves in time. When all other parameters remain fixed,
(a) increasing the strength of the bias in epimutations (i.e., decreasing the parameter
h) pushes the equilibrium phenotypic distribution further away from the phenotypic
variant that maximises fitness; (b) increasing the rate of epimutations (i.e., increasing
the parameter P ) pushes the equilibrium phenotypic distribution further away from
the phenotypic variant that maximises fitness; (c) increasing the strength of natural
selection (by increasing ε) shifts the equilibrium value of the mean phenotypic variant
of the population closer to the fittest phenotypic trait variant; (d) decreasing the
population size (by decreasing the carrying capacity of the population) shifts the
equilibrium value of the mean phenotypic variant of the population further away from
the fittest phenotypic trait variant. Here, averages are calculated from either (a) 10
or (b)–(d) 20 simulations of the agent-based model. The red dashed lines correspond
to the fittest phenotypic trait variant x∗ in the fitness landscape.

The probabilities of stepping left or right during this element of the procedure are, respectively,

P jL =
Pj

1 + hj
, P jR =

Pjhj
1 + hj

, (6)

so an agent of strain j actually moves in phenotype space with probability Pj , pauses instead with
probability 1− Pj , and has a bias in moving measured by the parameter hj ∈ [0, 1]. To complete the
update procedure, agents then simultaneously proliferate, die or remain quiescent with the respective
probabilities

τ
[
γj − εj(x− x∗)2

]
, τκjNn and 1− τ

[
γj − εj(x− x∗)2

]
− τκjNn.
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parameter set Parameter Set 1 Parameter Set 2
strain name strain 1 strain 2 strain 1 strain 1
epimutation rate descriptor slower faster slower faster
phenotype lattice spacing ∆ 0.01 0.01 0.01 0.01
time increment τ 0.001 0.001 0.0001 0.0001
initial number of agents N 500 500 500 500
epimutation bias parameter hj 0.6 0.6 0.85 0.85
related epimutation bias parameter αj −0.25 −0.50 −2.43 −4.05
epimutation rate P 0.1 0.2 0.3 0.5
related epimutation rate βj 0.005 0.010 0.15 0.25
maximum proliferation rate γj 100 100 10 10
fitness falloff parameter εj 100 100 10 10
death rate κj 0.01 0.01 9 9
mean phenotype at equilibrium xj 0.323 0.250 −0.493 −0.782
carrying capacity Mj 9617 9275 −0.1207 −0.8907

Table 2. Parameters used for two agent-based simulation studies of a two-strain sys-
tem. Italicised entries in the left column refer to parameters for the related continuum
model, matched to the agent-based system parameters using Eqs (7) or computed us-
ing Eqs (8) and (22) and rounded for display; all other entries are exact values.

The different strains compete for the same resources, so that the death rate depends on the total
population Nn summed over all strains. We assume that new agents inherit the phenotypic character
and strain of its parent.

As for the single-strain model, we introduce parameters that will facilitate later comparisons
between the agent-based model and related integrodifferential equation:

αj =
∆(P jR − P

j
L)

τ
=

∆Pj(hj − 1)

τ(hj + 1)
, βj =

∆2(P jL + P jR)

2τ
=

∆2Pj
2τ

, (7)

and

Mj =
1

κj

[
γj −

α2
j

4βj
− (βjεj)

1/2
]
. (8)

The significance of M∗ = max1≤j≤N Mj will be elucidated in Section 3.
We have performed some simulations to discover typical properties of the multistrain agent-

based model, with the results shown in Figures 4 and 5. The phenotypic characters for each strain are
constrained to the interval 0 ≤ xj = i∆ ≤ 1, with reflecting boundary conditions for the random walk
element of the procedure and fittest phenotype coordinate x∗j = i∗∆ = 0.5 for each strain. The initial
condition used in each case for each strain was a uniform distribution over all discrete phenotype
coordinates. Values of the parameters for the two parameter sets considered are given in Table 2.

Observation 6—In multistrain problems the typical outcomes are either indefinite survival of a
single strain, or extinction of all strains. In Figure 4 we show the result of a simulation for Parameter
Set 1, in which two strains with the same initial population (500 of each strain) interact and evolve
from the uniform initial condition. As the initial populations are low, there is significant proliferation
of both strains early in the simulation, with the strain that has a higher epimutation rate (strain 2,
in panel (b) of Figure 4) briefly flourishing, before it is rapidly displaced by the strain with a lower
epimutation rate (strain 1, in panel (a) of Figure 4), which evolves to a steady state with the most
probable phenotype close to that predicted by the continuum model in the case in which only strain 1
were present (we establish this in Section 3 below). In terms of the parameters Mj , defined by Eq. (8),
for the simulation in Figure 4, the victorious strain has M1 = 9617, while the strain that goes extinct
has M2 = 9275. The simulation suggests to us that one strain will eventually attain total dominance,
and as observed in the single-strain problem (Section 2.1), if there is drift present (PL 6= PR) then
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Figure 4. An agent-based simulation of two competing strains for Parameter Set
1 from Table 2. Initially there are 500 individuals of each species present, uniformly
distributed over the discretized phenotype domain. The white broken line shows the
fittest phenotype for reproduction (x∗j = 0.5). The magenta broken line corresponds
to the mean phenotype xj predicted by the continuum model if only strain j were
present initially. (a) (strain 1—“slower epimutations”): β1 = 0.005, x1 = 0.323 and
M1 = 9617. (b) (strain 2—“faster epimutations”): β2 = 0.01, x2 = 0.250 and M2 =
9275.

Figure 5. An agent-based simulation of two competing strains for Parameter Set
2 from Table 2. Initially there are 500 individuals of each species present, uniformly
distributed over the discretized phenotype domain. The white broken line shows the
fittest phenotype for reproduction (x∗j = 0.5). (a) (strain 1—“slower epimutations”):
β1 = 0.15, x1 = −0.493 and M1 = −0.1207. (b) (strain 2—“faster epimutations”):
β2 = 0.25, x2 = −0.782 and M2 = −0.8907.

the most prevalent phenotype of the surviving strain is not the fittest phenotype for reproductive
purposes.

In Figure 5 we show the results of simulations for Parameter Set 2. Again, both strains have initial
population 500, uniformly distributed over phenotype. Neither the strain with the lower epimutation
rate (β1 = 0.15, M1 = −0.1207) nor the strain with the higher epimutation rate (β2 = 0.25, M2 =
−0.8907) survive, suggesting that if no strain has Mj > 0, then all strains are doomed to extinction.
We explore the robustness of these conclusions using the continuum model in Section 3 (where all
possible equilibrium states are determined) and Section 4, where we discover which equilibrium states
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are accessible from given initial conditions and determining the time-dependence of the approach to
equilibrium.

3. A continuum model of epigenetic evolution

Experience in a variety of contexts has demonstrated the value of relating discrete-time, discrete-
space, agent-based stochastic models to deterministic continuum models [22–25]. Apart from a few
special fortuitous examples, such as the unbiased simple exclusion process on a regular lattice, the
correspondence is approximate rather than exact, and is exhibited using some form of “mean-field”
argument, in which correlations between the locations of distinct agents are either ignored or are
treated in some truncated or other approximate way [37]. Often numerical solutions of the mean-
field continuum models reproduce well results obtained by averaging over many realizations of the
agent-based stochastic model [24, 25] and there is the prospect of obtaining analytic results for the
continuum model, enabling parameter space to be explored fully and asymptotic behaviour extracted.
As we shall demonstrate, this is so for the agent-based mode of epigenetic evolution that we have
discussed in Section 2.

3.1. Obtaining the integrodifferential equation model

We begin by considering the case in which there is a single strain present, which has a distributed
phenotype. In the analysis that follows, we continue with the notation established in Section 2, so
that i ∈ Z is a phenotype position coordinate and n ∈ N0 is a discrete time point, and the random
variable Nn(i) ∈ N0 is the number of agents of phenotype i at discrete time n. We denote by I(ω, p)
an indicator random variable associated with an event ω involving a single agent, which takes the
value 1 with probability p and is zero otherwise. The event ω may be subscripted. In a sum over k
involving ωk, the events for distinct values of k are assumed independent. Even if bearing the same
value of the subscript, events appearing in summations with different dummy indices of summation
are also assumed independent (an abuse of notation that avoids ugly symbolism). We denote by N‡n(i)
the number of agents with phenotype i when the agents have just updated their phenotype, before
any reproduction or death has occurred. Then

N‡n(i) = Nn(i) +

Nn(i+1)∑
`=1

I(ω`, PL) +

Nn(i−1)∑
r=1

I(ωr, PR)−
Nn(i)∑
k=1

I(ωk, PL + PR),

where the sum over ` accounts for the movement choices of agents at phenotype i + 1 (who must
move left to become of phenotype i), the sum over r accounts for the movement choices of agents at
phenotype i − 1 (who must move right to become of phenotype i) and the sum over k accounts for
those agents currently of phenotype i that mutate. Taking expectation (denoted by angle brackets)
we find that

〈N‡n(i)〉 = 〈Nn(i)〉+ PL〈Nn(i+ 1)〉+ PR〈Nn(i− 1)〉 − (PL + PR)〈Nn(i)〉. (9)

We now consider the reproduction and death events for agents of current phenotype i. For each
such agent we assume the agent either:

divides into two agents with probability τbn(i);
dies with probability τκF (

∑
j N
‡
n(j));

does nothing (and so remains in place) with probability 1− τbn(i)− τκF (
∑
j N
‡
n(j)).

The time step τ is assumed to be small enough that the three probabilities lie, as required, in the
interval [0, 1].

We remark that
∑
j N
‡
n(j) is a random variable for which the expected value is taken as %(t) in

the continuum limit, and our primary interest is in the case F (%) = %. If N‡n(i) = ν and
∑
j N
‡
n(j) = θ,
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then the expected number of agents of phenotype i that replace a given agent after the reproduction
and death stage at time n is

2τbn(i) + 1− τbn(i)− τκF (θ) + 0 = 1 + τbn(i)− τκF (θ).

Hence we find that

〈Nn+1(i)〉 =
∑
µ

∑
ν

ν
[
1 + τbn(i)− τκF (θ)

]
Pr{N‡n(i) = ν,

∑
j

N‡n(j) = θ}. (10)

We now invoke a single probabilistic approximation, which is of the mean-field type frequently used for
the analysis of agent-based systems (see, e.g., [37]): in the summand we replace F (θ) = F (

∑
j N
‡
n(j))

by F (〈
∑
j N
‡
n(j)〉), and we note that as

〈
∑
j

N‡n(j)〉 = 〈
∑
j

Nn(j)〉 = % (11)

(since the transition from Nn(j) to N‡n(j) in the simulation does not change total agent numbers) we
have

〈Nn+1(i)〉 ≈
[
1 + τbn(i)− τκF (%)

]
〈N‡n(i)〉. (12)

If we eliminate 〈N‡n(i)〉 from Eqs (9) and (12) and take t = nτ , x = ∆i and ∆c(x, t) = 〈Nn(i)〉 we
have

c(x, t+ τ) =
[
1 + τbn(i)− τκF (%)

][
c(x, t) + PLc(x+ ∆, t) + PRc(x−∆, t)− (PL + PR)c(x, t)

]
=
[
1 + τbn(i)− τκF (%)

][
c(x, t) + ∆(PL − PR)

∂c

∂x
+

∆2(PL + PR)

2

∂2c

∂x2
+ o(∆2)

]
.

Hence, writing bn(i) = b(x, t),

c(x, t+ τ)− c(x, t)
τ

=
∆(PL − PR)

τ

∂c

∂x
+

∆2(PL + PR)

2τ

∂2c

∂x2
+ o
(∆2

τ

)
+
τb(x, t)− τκF (%)

τ

[
c(x, t) + ∆(PL − PR)

∂c

∂x
+

∆2(PL + PR)

2

∂2c

∂x2
+ o(∆2)

]
.

To facilitate the emergence of a sensible continuum limit we assume that

lim
∆,τ→0

∆2(PL + PR)

2τ
= β, lim

∆,τ→0

∆(PR − PL)

τ
= α (13)

and so
∂c

∂t
= β

∂2c

∂x2
− α ∂c

∂x
+
{

lim
∆,τ→0

[
b(x)− κF (%)

]}
c, (14)

where

%(t) =

∫ ∞
−∞

c(x, t)dx. (15)

For our simulations F (Z) = Z and bn(i) = γ − ε∆2(i− i∗)2, so b(x, t) = γ − ε(x− x∗)2, and we arrive
at the integrodifferential equation

∂c

∂t
= β

∂2c

∂x2
− α ∂c

∂x
+
[
γ − ε(x− x∗)2 − κ%

]
c. (16)

The preceding analysis should be performed on a finite interval initially, with τ chosen small enough
that quantities interpreted as probabilities fall in the interval (0, 1). However, if we extend the interval
to −∞ < x <∞, then the birth contribution term [γ − ε(x− x∗)2]c becomes a strong death term for
|x− x∗| � (γ/ε)1/2, mimicking absorbing boundaries on a finite interval.

Lorenzi et al. [17] have studied the continuum model (15)–(16) we have just derived (and taking
−∞ < x <∞) in the case where the fittest phenotype x∗ is a periodic function of time (corresponding,
for example, to seasonal variation). They have demonstrated the existence of nontrivial periodic solu-
tions under certain parameter conditions. These periodic solutions oscillate with the same frequency
as the fittest phenotype, except under very special circumstances requiring temporary symmetry and
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the absence of systematic phenotype drift, in which case the total population oscillates twice as fast
as the fittest phenotype. We shall not address time-dependence of x∗ here.

The same arguments can be used to associate a deterministic continuum model with the multistrain
agent-based model of Section 2.2. If we index the parameters and functions associated with a given
strain using a subscript j ∈ {1, 2, . . . , N}, then the evolution equation for strain j is

∂cj
∂t

+ αj
∂cj
∂x

= βj
∂2cj
∂x2

+ [γj − εj(x− x∗j )2 − κj%]cj , (17)

where

%(t) =
∑
j

%j(t), %j(t) =

∫ ∞
−∞

cj(x, t)dx. (18)

When working in the infinite interval, which we shall always do for our integrodifferential equation
models, there is no loss of generality in translating coordinates so that x∗ = 0, so we do this in the
subsequent analysis of the models, whether for a single strain system, or for multiple strains. Only
solutions of the problems (15)–(16) or (17)–(18) for which

c(x, t) ≥ 0, c(x, t)→ 0 as x→ ±∞, ∂n

∂xn
c(x, t)→ 0 as x→ ±∞ for all n ∈ N, (19)

or

cj(x, t) ≥ 0, cj(x, t)→ 0 as x→ ±∞, ∂n

∂xn
cj(x, t)→ 0 as x→ ±∞ for all n ∈ N, (20)

respectively, are relevant in the context of the model.

3.2. Preliminary observations on the model

As we shall discuss briefly at the end of this section and more fully in Section 5, we have found a
close quantitative correspondence between simulations of the agent-based model on a finite phenotype
interval and numerical solutions of the corresponding integrodifferential equation model with x ∈
(−∞,∞). Although the link between the agent-based and continuum models requires ∆→ 0+, τ → 0+

and h → 1−, we have found that ∆ = 10−2 and τ = 10−3 are usually small enough, even with
significant bias per step, e.g., h = 0.6. A major advantage of the continuum model over the agent-
based model is that the former enables conclusions to be drawn over the entire parameter space.

We postpone to Section 4 the detailed consideration of time-dependent solutions of the model:
the issue of sufficient conditions for existence and uniqueness of solutions, and the long-term behaviour
of any solutions, are matters of evident interest. Two major issues, however, can be dealt with im-
mediately: the possibility of explosive population growth, and the possibility of nontrivial equilibrium
solutions (that is, equilibrium solutions with a nonzero total population). We present the answers in
the form of two lemmas. Both are stated for the multistrain case, but apply for the single-strain case
when we take N = 1 with the redundant strain subscript discarded.

If solutions exist for all times t > 0, Lemma 3.1 rules out unbounded population growth.

Lemma 3.1. If %(0) <∞ then, for all solutions of the problem (17)–(20), %(t) is bounded as t→∞.

Proof of Lemma 3.1. Integrating Eq. (17) over the interval −∞ < x <∞ and we find that

%′j(t) = [γj − κj%(t)]%j(t)− εj
∫ ∞
−∞

(x− x∗j )2cj(x, t)dx

≤ [γj − κj%(t)]%j(t) ≤ [max
`
γ` −min

`
κ`%(t)]%j(t).

Summing over j gives %′(t) ≤ [max` γ`−min` κ`%(t)]%(t) and so %′(t) ≤ 0 when %(t) ≥ max` γl/min` κ`.
It follows that if %(0) ≥ max` γl/min` κ`, then %(t) ≤ %(0) for all t > 0. If 0 < %(0) < max` γl/min` κ`,
although %(t) may increase initially, it cannot increase beyond max` γl/min` κ`. �

There is always a trivial equilibrium solution cj(x, t) ≡ 0 (1 ≤ j ≤ N). The question of whether
nontrivial equilibrium solutions (for which at least one strain has nonzero population) exist is answered
by the following lemma, in which the significance of the parameters Mj (or M in the single-strain case)
is revealed. Loosely speaking, these parameters are potential carrying capacities for the corresponding
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strains. Lemma 3.2 shows that any strain j with Mj < 0 cannot reach a nontrivial equilibrium, but
when several strains have positive potential carrying capacities, only those strains with the largest
potential carrying capacity can endure. The implications of the Lemma are discussed further after the
proof.

Lemma 3.2. Let Mj =
1

κj

[
γj −

α2
j

4βj
− (βjεj)

1/2
]

for 1 ≤ j ≤ N . Then:

(a) if Mj ≤ 0 for all j, then the only equilibrium solution is cj(x, t) ≡ 0 (1 ≤ j ≤ N);
(b) if M∗ = max1≤j≤N Mj > 0, then

(i) there exist equilibrium solutions in which at least one strain survives (that is, at least one
strain j has nonzero population %j(∞));

(ii) if strain j survives, then its phenotype distribution has the Gaussian form

cj(x, t) =
%j(∞)(εj/βj)

1/4

(2π)1/2
exp
{
−1

2

( εj
βj

)1/2[
x− x∗j −

αj
2(βjεj)1/2

]2}
;

and the total population (summed over all surviving strains) is %(∞) = Mj;
(iii) if the values of M1, M2, . . .MN are distinct, there are no equilibrium solutions in which

more than one strain survives;
(iv) if strains j and ` are both to survive it is necessary that Mj = M` > 0.

Proof of Lemma 3.2. By a change of phenotype coordinate,we can always centre the problem for each
strain about the fittest phenotype. It therefore suffices to prove the stated results for the case x∗j = 0
for all j.

Let Cj(x) denote the equilibrium phenotype distribution of strain j and, with an innocent abuse
of notation, write %j(∞) and %(∞) =

∑
j %j(∞) for the corresponding population of strain j and the

total population of all strains, respectively. Write

Cj(x) = exp
(αjx

2βj

)
Yj(z), z =

(4εj
βj

)1/4

x.

Then we find that Yj(z) satisfies the differential equation

Y ′′(z)−
(z2

4
+ aj

)
Y (z) = 0, aj =

κj
2(βjεj)1/2

(
%(∞) +

α2
j

4βjκj
− γj
κj

)
.

Since Y satisfies Weber’s equation, familiar from quantum mechanics and other contexts, we know
[40,41] that it has solutions which are bounded for all z if and only if aj = −n−1/2, where n is a non-
negative integer. These bounded solutions are the Gaussians exp(−z2/4) multiplied by polynomials of
degree n, which form an orthogonal set of functions, and so are everywhere non-negative if and only
if n = 0. The existence of a nontrivial solution thus requires aj = −1/2 and recalling the definition of
Mj we find that for strain j to have a nontrivial equilibrium solution we require

%(∞) = Mj

and if this condition is met, then for some positive Kj (independent of x and t)

Cj(x) = Kj exp
{
−1

2

( εj
βj

)1/2[
x− αj

2(βjεj)1/2

]2}
.

The constant Kj can be evaluated in terms of the strain population %j(∞) by integrating this equation.
We find that

Cj(x) =
%j(∞)(εj/βj)

1/4

(2π)1/2
exp
{
−1

2

( εj
βj

)1/2[
x− αj

2(βjεj)1/2

]2}
.

Since we need %(∞) > 0 if at least one strain is to survive, we see that if Mj ≤ 0 for all j, no strain
can survive at equilibrium. This establishes the claims (a) and (b)–(ii).
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We first note that if M` > 0, then taking %j(∞) = 0 for all j 6= ` and %`(∞) = M`, we have the
equilibrium solution

cj(x, t) =


0, j 6= `,

M`(ε`/β`)
1/4

(2π)1/2
exp
{
−1

2

( ε`
β`

)1/2[
x− α`

2(β`ε`)1/2

]2}
, j = `,

establishing claim (b)–(i). Next we observe that the necessary condition Mj = %(∞) for survival of
strain j shows that the survival of two strains is precluded if those strains have different values of the
composite parameter Mj , and this completes the proof of claims (b)–(iii) and (b)–(iv). �

The analysis of equilibria by itself does not tell us which equilibrium solution, if any, is obtained
in the long-time limit, starting from a given initial condition and we address this matter in Section 4.
However, the equilibrium analysis already sheds light on the agent-based model simulations. For the
single strain case, the only possible equilibrium solution for M ≤ 0 has %(∞) = 0 (extinction). For
M > 0, there is a unique nontrivial equilibrium solution, in which %(∞) = M , and this solution is
Gaussian with mean

x = x∗ +
α

2(βε)1/2
. (21)

The magenta lines in Figures 2 and 3, which match well with the simulation mean phenotype distri-
butions µ after many time steps, are computed from Eq. (21). This close match is our first empirical
validation of the practical relevance of the integrodifferential equation model to the stochastic agent-
based model, though we emphasise that as yet we have not discussed the issue of convergence to
equilibrium from a given initial condition (we address this point in Section 4).

For the multistrain case, if strain j survives in the limit t → ∞ and its phenotype distribution
converges to an equilibrium solution, then we know that the limit distribution is Gaussian with mean

xj = x∗j +
αj

2(βjεj)1/2
. (22)

In Figure 4 we show a two-species simulation, with M1 and M2 positive, so that if only one of the
strains were initially present, a nontrivial equilibrium for that strain would be possible. The magenta
line is the mean of the Gaussian equilibrium solution associated with the strain whose fate is displayed
in the figure. Since M1 6= M2, the integrodifferential equation model tells us that though both strains
are initially present, if the system converges to equilibrium only one strain can survive. In this case we
observe that the survivor is the strain with the higher Mj value (the one that would have the higher
equilibrium population if it alone were present). Moreover, the mean phenotype for the surviving strain
obtained from the simulation is close to that predicted by the integrodifferential equation model. The
integrodifferential equation model predicts extinction of all strains if Mj ≤ 0 for all strains. Figure 5
illustrates the analogous phenomenon for the agent-based model.

4. Time evolution in the multistrain continuum model

We now address time-evolving solutions of the integrodifferential equation model. Where the multistrain
case is as easy to analyse as the single-strain case, we give the proof for the multistrain case, with
accompanying remarks about any specific implications for the single-strain case that merit special
mention.

4.1. Gaussian initial conditions

We shall prove that when M∗ > 0, some of the equilibrium solutions have nontrivial basins of attrac-
tion, by establishing via explicit solutions the fate of the system for all Gaussian initial phenotype
distributions. Importantly, in the multistrain case, some of the equilibrium solutions can never be at-
tained from Gaussian initial conditions. More strongly, in the single strain case, if M > 0 all Gaussian
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initial conditions initiate time-dependent solutions that converge to the unique nontrivial equilib-
rium solution, while if M ≤ 0 all Gaussian initial conditions initiate time-dependent solutions with
asymptotic extinction.

Theorem 4.1. Let M∗ = max1≤j≤N Mj. For all positive values of %j(0) [1 ≤ j ≤ N ], if each strain
has a Gaussian phenotype distribution at time t = 0, then

(a) the phenotype distributions remain Gaussian for all t > 0 and

lim
t→∞

cj(x, t)

%j(t)
=

(εj/βj)
1/4

(2π)1/2
exp
{
−1

2

( εj
βj

)1/2[
x− αj

2(βjεj)1/2

]2}
;

(b) if Mj < 0 then limt→∞ %j(t) = 0;
(c) if Mj = 0 then lim inft→∞ %j(t) = 0;
(d) limt→∞ %j(t) = 0 for all strains j for which Mj < M∗;
(e) if M∗ > 0 then lim supt→∞ %(t) ≥ M∗ and lim inft→∞ %j(t) > 0 for every strain j for which

Mj = M∗.

Proof of Theorem 4.1. As in the proof of Lemma 3.2 we need only consider the case x∗j = 0. We seek
a solution of the form

cj(x, t) =
%j(t)vj(t)

1/2

√
2π

exp
{
−1

2
vj(t)[x− µj(t)]2

}
(1 ≤ j ≤ N), (23)

corresponding to a Gaussian distribution over phenotype for strain j with mean µj(t), variance 1/vj(t)
and population %j(t). As usual the total population over all strains is %(t) =

∑
1≤j≤N %j(t). Construc-

tion of the unique solutions for the functions %j(t), µj(t) and vj(t) for all t ≥ 0—given arbitrary
positive values of all of the constants %j(0) and vj(0) and arbitrary real values of the initial means
µj(0)—and verifying some t → ∞ asymptotic properties of %j(t), µj(t) and vj(t) will establish the
theorem.

(a) Inserting our Gaussian trial solution into the x∗j = 0 version of Eq. (17) we find that Eq. (17) is
satisfied if and only if

%′j(t)

%j(t)
+

v′j(t)

2vj(t)
−
v′j(t)

2
[x− µj(t)]2 + µ′j(t)vj(t)[x− µj(t)]− αjvj(t)[x− µj(t)]

= βj
{
−vj(t) + vj(t)

2[x− µj(t)]2
}

+ γj − εjx2 − κj%(t) (24)

for −∞ < x <∞ and t ≥ 0. In particular, taking x = µj(t) we deduce from Eq. (24) that

%′j(t)

%j(t)
+

v′j(t)

2vj(t)
= −βjvj(t) + γj − εjµj(t)2 − κj%(t). (25)

Having imposed this requirement, we can eliminate the terms involving %j(t) and %(t) from Eq. (24)
using Eq. (25) and we find after a little algebra that we require

[x− µj(t)]
{v′j(t)

2
[x− µj(t)]− µ′j(t)vj(t) + αjvj(t) + βjvj(t)

2[x− µj(t)]− εj [x+ µj(t)]
}

= 0

for −∞ < x <∞ and t ≥ 0. It is easy to deduce from this that the necessary and sufficient conditions
for the Gaussian trial solution to give a valid solution for −∞ < x < ∞ and t ≥ 0 are that the
differential equation (25) and the differential equations

v′j(t) + 2βjvj(t)
2 = 2εj (26)

µ′j(t) +
2εjµj(t)

vj(t)
= αj (27)
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have solutions for all t ≥ 0 which preserve the requirements that vj(t) > 0 and %j(t) > 0, given
arbitrary µj(0), vj(0) > 0 and %j(0) > 0. Since Eq. (26) is a separable first-order differential equation,
its solution is easily constructed in the standard way and found to be

vj(t) =
( εj
βj

)1/2
{

(εj/βj)
1/2 + vj(0)− [(εj/βj)

1/2 − vj(0)] exp[−4(βjεj)
1/2t]

}{
(εj/βj)1/2 + vj(0) + [(εj/βj)1/2 − vj(0)] exp[−4(βjεj)1/2t]

} . (28)

This remains positive for all t ≥ 0 and limt→∞ vj(t) = (εj/βj)
1/2. Moreover, the convergence to the

limit is exponentially rapid.
Having determined vj(t), we may now solve the linear differential equation (27) by the integrating

factor method, and we find that

µj(t) =
{
µj(0) + αj

∫ t

0

exp
[
2εj

∫ ξ

0

dτ

vj(τ)

]
dξ
}

exp
[
−2εj

∫ t

0

dτ

vj(τ)

]
. (29)

Evaluating the integrals and writing for brevity

λj =
(εj/βj)

1/2 − vj(0)

(εj/βj)1/2 + vj(0)
(30)

(so that −1 < λj < 1) yields

µj(t) =
(1− λj)µj(0)

exp[2(βjεj)1/2t]− λj exp[−2(βjεj)1/2t]

+
αj

2(βjεj)1/2

exp[2(βjεj)
1/2t] + λj exp[−2(βjεj)

1/2t]− (1 + λj)

exp[2(βjεj)1/2t]− λj exp[−2(βjεj)1/2t]
.

It is easily seen that µj(t) exists for all t ≥ 0 and that limt→∞ µj(t) = αj/[2(βjεj)
1/2].

Where 1 ≤ j ≤ n, the differential equations (25) have the form

%′j(t) =
[
fj(t)− κj

N∑
`=1

%`(t)
]
%j(t), (31)

where, using Eq. (26) to effect some further simplification, we find that

fj(t) = γj −
εj
vj(t)

− εjµj(t)2 (32)

is continuous on [0,∞). Picard’s Theorem on the unique solvability of the initial value problem for
first-order systems then guarantees the existence of solutions for all t ≥ 0. Having settled global
existence of %j(t), we turn to the issue of strict positivity of %j(t). We deduce from Eq. (31) that

%j(t) = %j(0) exp
{∫ t

0

[
fj(τ)− κj%(τ)

]
dτ
}
. (33)

The right-hand side is strictly positive and this precludes any of the strain populations %j(t) vanishing
in finite time. We have now established the asserted existence of the Gaussian phenotype solutions for
all time and the stated Gaussian value of limt→∞ cj(x, t)/%j(t), completing the proof of property (a) in
the statement of the theorem. It remains only to address the long-term fates of the strain populations
that we have listed as (b)–(d).

(b) From Lemma 3.1 we know that for some constant m we have 0 ≤ %(t) < m < ∞ for all t ≥ 0,
while from Eq. (32)

lim
t→∞

fj(t) = γj − (βjεj)
1/2 −

α2
j

4βj
= κjMj (34)

with the convergence being exponentially rapid, so that∫ t

0

[
fj(τ)− κj%(τ)

]
dτ = κj

∫ t

0

[
Mj − %(τ)

]
dτ +O(1) as t→∞. (35)
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If we denote lower and upper bounds on the O(1) term by κjAj and κjBj respectively, we know that
there are real constants Aj and Bj such that

exp
{
κj

∫ t

0

[
Mj − %(τ)

]
dτ + κjAj

}
≤ %j(t)

%j(0)
≤ exp

{
κj

∫ t

0

[
Mj − %(τ)

]
dτ + κjBj

}
. (36)

It follows immediately that limt→∞ %j(t) = 0 if Mj < 0.

(c) In the caseMj = 0, if lim inft→∞ %(t) = 0, then because %j(t) ≤ %(t), we find that lim inft→∞ %j(t) =
0, so we need only address the case in which ξ = lim inft→∞ %(t) > 0, so that for all sufficiently large
time, %(t) > ξ/2. It follows then from the inequalities (36) that %j(t) → 0 as t → ∞, which is a
stronger result than the result we set out to prove that lim inft→∞ %j(t) = 0

(d) It also follows from the inequalities (36) that

exp[(Mj −M`)t+Aj −B`] ≤
[%j(t)/%j(0)]1/κj

[%`(t)/%`(0)]1/κ`
≤ exp[(Mj −M`)t+Bj −A`]. (37)

We observe now that if Mj < M`, then %j(t)→ 0 as t→∞. The central expression in the inequalities
(37) cannot vanish from a divergence to infinity of the denominator, since %`(t) ≤ %(t) ≤ m, so the
numerator must decay to zero, and indeed will do so exponentially rapidly.

(e) Consider a strain j for which Mj = M∗. If it were the case that lim supt→∞ %(t) = ζ < M∗,
then for sufficiently large t we would have Mj − %(t) > (Mj − ζ)/2 and so

%j(t)

%j(0)
≥ Cj exp[(Mj − ζ)t/2] (38)

for some positive constant Cj , violating the boundedness of the total population (which requires
boundedness for every strain). Hence lim supt→∞ %(t) ≥M∗. Since all strains Mj that have Mj < M∗

die out as t → ∞ we see that only strains for which Mj = M∗ can contribute to lim supt→∞ %(t). If
there is more than one strain for which Mj = M∗, then applying the inequality (37) for all pairs of
such strains, we see that no such strain can have lim inft→∞ %j(t) = 0. �

For the single strain model, there is a pleasingly complete characterization of the long-term fate
for a Gaussian initial phenotype distribution.

Corollary 4.1. In the case when only a single strain is present, starting from a Gaussian initial phen-
otype distribution the total population is given by

%(t) =

%(0) exp
[ ∫ t

0

f(τ)dτ
]

1 + κ%(0)

∫ t

0

exp
[ ∫ ζ

0

f(τ)dτ
]
dζ

. (39)

As t→∞, we have %(t)→ 0 if M < 0, %(t)→M if M > 0, and %(t) ∼ %(0)/(κt) if M = 0.

Proof of Corollary 4.1. When only one strain is present, Eq. (33) reduces to

%(t) = %(0) exp
{∫ t

0

[
f(τ)− κ%(τ)

]
dτ
}
, (40)

where f(t)→ κM as t→∞. We can rewrite this equation as

d

dt
exp
[
κ

∫ t

0

%(τ)dτ
]

= κ%(0) exp
[ ∫ t

0

f(τ)dτ
]
. (41)

Integrating this equation from time 0 to an arbitrary positive time we find that

exp
[
κ

∫ t

0

%(τ)dτ
]

= 1 + κ%(0)

∫ t

0

exp
[ ∫ ζ

0

f(τ)dτ
]
dζ. (42)
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Taking logarithms and differentiating produces the explicit solution (39) for the total population.
Since we know that f(t) ∼ κM as t → ∞ (with f(t) − κM exponentially small), we know that for
some constant c, as t→∞ we have

exp
[ ∫ t

0

f(τ)dτ
]
∼ ceκMt and

∫ t

0

exp
[ ∫ ζ

0

f(τ)dτ
]
∼


constant if M < 0

ct, if M = 0
c

κM
eκMt if M > 0

and the asserted asymptotic behaviour of %(t) follows. �

4.2. General initial conditions

We now address the existence of solutions for arbitrary initial phenotype distributions. Our results are
rigorous for initial conditions that are of compact support, and we denote by Ω a closed real interval
that contains as proper subsets the support of each initial phenotype distribution. The analysis also
goes through for initial phenotype distributions supported by the full real line, subject to appropriate
restrictions on the spatial decay of the initial conditions, but we do not discuss this here. The proof
is constructive: we use a trial solution involving several functions and show how these functions can
be determined.

Theorem 4.2. If all initial strain distributions have compact support then the system of coupled in-
tegrodifferential equations for cj(x, t), %j(t) and %(t) has a solution for all t > 0 with the properties
that

(a) for all strains j with %j(0) > 0 we have %j(t) > 0 and cj(x, t) > 0 for all t > 0;
(b) if Mj < 0 then %j(t)→ 0 as t→∞.

Proof of Theorem 4.2. A special limiting case of the Gaussian solutions exhibited in Theorem 4.1
is obtained by taking the limiting initial conditions vj(0) → ∞, corresponding to a delta-function
initial condition for each strain, with the initial population of strain j all having phenotype µj(0).
The explicit solutions for the functions vj(t) and µj(t) introduced in Eq. (23) become

vj(t) =
( εj
βj

)1/2

coth[2(βjεj)
1/2t], µj(t) =

µj(0)

cosh[2(βjεj)1/2t]
+
αj tanh[2(βjεj)

1/2t]

2(βjεj)1/2
, (43)

and for these special vj(t) and µj(t), we write µj(0) = ξ and we seek a solution of the form

cj(x, t) =

∫
Ω

Rj(ξ, t)vj(t)
1/2

√
2π

exp
{
−1

2
vj(t)[x− µj(t)]2

}
dξ, (44)

so that Rj(x, 0) = cj(x, 0) for x ∈ Ω.

Inserting our trial solution (44) into Eq. (17), interchanging orders of integration and differenti-
ation, and recalling the ordinary differential equations satisfied by vj(t) and µj(t), we find after some
straightforward algebra that the trial solution works provided that

1

Rj(ξ, t)

∂Rj
∂t

= γj −
εj
vj(t)

− εjµj(t)2 − κj%(t). (45)

Recalling the explicit solutions (43) for vj(t) and µj(t) and the notation µj(0) = ξ we can integrate
the ordinary differential equation (45) and deduce that

log
[Rj(ξ, t)
Rj(ξ, 0)

]
=Mj(ξ, t)− κj

∫ t

0

%(τ)dτ, (46)
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where

Mj(ξ, t) =

∫ t

0

[
γj −

εj
vj(τ)

− εjµj(τ)2
]
dτ

= γjt−
1

2
log
{

cosh
[
2(βjεj)

1/2t
]}
− εjξ

2

2(βjεj)1/2
tanh[2(βjεj)

1/2t]

+
αjξ

2βj

{ 1

cosh[2(βjεj)1/2t]
− 1
}
−

α2
j

4βj

{
t− tanh[2(βjεj)

1/2t]

2(βjεj)1/2

}
. (47)

Recalling that Rj(x, 0) = cj(x, 0) and eliminating Rj(ξ, t) from Eq. (44) using Eq. (46) we now have
an integral solution for cj(x, t), though it involves the as yet undetermined total population %(t):

cj(x, t) =

∫
Ω

cj(ξ, 0)vj(t)
1/2

√
2π

exp
{
Mj(ξ, t)− κj

∫ t

0

%(τ)dτ − vj(t)

2
[x− µj(t)]2

}
dξ. (48)

If we now integrate with respect to x over (−∞,∞) and interchange orders of integration we find that

%j(t) =

∫
Ω

cj(ξ, 0) exp
[
Mj(ξ, t)

]
dξ exp

(
−κj

∫ t

0

%(τ)dτ
)
. (49)

It remains only to show how

r(t) =

∫ t

0

%(τ)dτ (50)

can be determined in order to complete our constructive proof of the existence of everywhere non-
negative solutions cj(x, t) for all t > 0 for the broad class of initial conditions that we have allowed in
this section. We have

r′(t) = %(t) =
∑
j

%j(t) =
∑
j

∫
Ω

cj(ξ, 0) exp
[
Mj(ξ, t)

]
dξ exp[−κjr(t)] (51)

and Picard’s Theorem on the existence and uniqueness of solutions of the initial value problem ensures
the existence of a solution r(t) for all t > 0. Since r′(t) > 0, we find that r(t) is strictly increasing,
and so %(t) cannot vanish for any finite value of t and it follows that %j(t) > 0 and cj(x, t) > 0 for all
t > 0.

Finally, to demonstrate that the solution we have constructed has the property that %j(t) → 0
as t→∞ for any strain j with Mj < 0 we need only note that

Mj(ξ, t) = κjMjt+
1

2
ln(2)− εjξ

2

2(βjεj)1/2
+
αjξ

2βj
+

α2
j

8βj(βjεj)1/2
+O(exp[−2(βjεj)

1/2t]) (52)

and that

0 < %j(t) ≤
∫

Ω

cj(ξ, 0) exp
[
Mj(ξ, t)

]
dξ (53)

from Eq. (49). �

Although we could probe further the asymptotic behaviour of the general solution that we have
constructed, our proof of existence has not resolved the question of uniqueness, so there is a small gap in
the logic if we wish to draw general conclusions about asymptotic behaviour. The Laplace transform
approach of Section 4.3 avoids this problem: it gives more complete conclusions on the long-time
behaviour of the system and also establishes uniqueness of bounded strictly positive solutions cj(x, t).
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4.3. Laplace transform analysis

Having established the existence of bounded strictly positive solutions to the system of coupled in-
tegrodifferential equations (17)–(18) for all t > 0, we show how informative results for such solutions
can be obtained using the Laplace transform. We write

cj(x, t) = uj(x, t) exp
[
−κj

∫ t

0

%(τ)dτ +
αjx

2βj

]
, (54)

where the new unknown functions uj(x, t) are to be strictly positive, remain bounded for x ∈ (−∞,∞),
and satisfy the partial differential equations

∂uj
∂t

= βj
∂2uj
∂x2

−
[ α2

j

4βj
− γj + εjx

2
]
uj . (55)

Using the Laplace transform defined in the usual way by [38]

f̂(s) = L{f(t); t→ s} =

∫ ∞
0

e−stf(t)dt, (56)

one obtains the differential equation

∂2

∂x2
ûj(x, s)−

[ s
βj

+
α2
j

4β2
j

− γj
βj

+
εjx

2

βj

]
ûj(x, s) = −uj(x, 0)

βj
, (57)

for which a Green function solution can be constructed in the standard way [39], leading to an explicit
solution in terms of integrals for the Laplace transform of uj(x, t), namely

ûj(x, s) =
1

βj

∫ ∞
−∞

Ĝj(x− ζ, s)uj(ζ, 0)dζ, (58)

where the Green function is the unique solution that decays as |x| → ∞ of the differential equation

∂2

∂x2
Ĝj(x, s)−

[ s
βj

+
α2
j

4β2
j

− γj
βj

+
εjx

2

βj

]
Ĝj(x, s) = −δ(x), (59)

which is closely related to Weber’s equation, which arose in the proof of Lemma 3.2.
We find that

Ĝj(x, s) =
1

2[−U ′(a, 0)]

( βj
4εj

)1/4

U
(
a,
(4εj
βj

)1/4

|x|
)
. (60)

In Eq. (60), the s-dependence all comes through

a =
( βj

4εj

)1/2( s
βj

+
α2
j

4β2
j

− γj
βj

)
=

s− κjMj

2(βjεj)1/2
− 1

2
. (61)

The parameter a depends on j, of course, but it will be notationally convenient to suppress this
dependence for the moment. The function U(a, z) is the parabolic cylinder function [40, 41] and
U ′(a, z) denotes its derivative with respect to its second argument. From Eqs (19.3.5) and (19.5.3) of
Miller [40] and the duplication formula for the gamma function, it is easily shown that

U(a, z)

2[−U ′(a, 0)]
=

exp(−z2/4)

2a/2+3/4Γ(a/2 + 3/4)

∫ ∞
0

exp
(
−zq − q2

2

)
qa−1/2dq. (62)

If we introduce the inverse Laplace transform

Gj(x, t) = L−1{Ĝj(x, s); s→ t}, (63)

of the Green function (60) then Eqs (54) and (58) give

uj(x, t) =
1

βj

∫ ∞
−∞

Gj(x− ζ, t)uj(ζ, 0)dζ, (64)

and

cj(x, t) =
1

βj
exp
[
−κj

∫ t

0

%(τ)dτ
] ∫ ∞
−∞

Gj(x− ζ, t) exp
[ αj

2βj
(x− ζ)

]
cj(ζ, 0)dζ. (65)
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If we integrate over x from −∞ to ∞, interchange orders of integration on the right and let η = x− ζ
in the inner integral, we find that

%j(t) =
%j(0)

βj
exp
[
−κj

∫ t

0

%(τ)dτ
]
gj(t), (66)

where

gj(t) =

∫ ∞
−∞

Gj(η, t) exp
[αjη

2βj

]
dη. (67)

The functions gj(t) do not depend on the initial conditions used, and from the solutions we have
obtained in Theorem 4.1 for Gaussian initial conditions we can deduce that gj(t) > 0 for all t ≥ 0.

By logarithmic differentiation of Eq. (66) we find that

%′j(t)

%j(t)
= −κj%(t) +

g′j(t)

gj(t)
. (68)

We can rewrite this as

−
%′j(t)gj(t)

%j(t)2
+
g′j(t)

%j(t)
=
κjgj(t)%(t)

%j(t)
≥ κjgj(t). (69)

Integrating, we find that
gj(t)

%j(t)
− gj(0)

%j(0)
≥ κj

∫ t

0

gj(τ)dτ, (70)

and it follows that

%j(t) ≤
gj(t)%j(0)

gj(0) + κj%j(0)
∫ t

0
gj(τ)dτ

. (71)

We now see that if gj(t) decays exponentially rapidly as t→∞, then so does %j(t), while if gj(t) has
a positive limit as t→∞, then %j(t) = O(t−1).

Remark 4.1. In the degenerate case in which there is only one strain initially present (so we may drop
the subscript j), the inequality (69) becomes an equality, and we have

%(t) =
g(t)%(0)

g(0) + κ%(0)
∫ t

0
g(τ)dτ

. (72)

It is clear from Eq. (72) that for %(t) to have a strictly positive limit as t→∞ we need g(t) ∼ A exp(λt)
as t→∞ with λ > 0 and if that is the case, then limt→∞ %(t) = λ/κ, independent of the value of the
initial population %(0). On the other hand, if g(t) has slower than exponential growth as t→∞, or if
it decays, then limt→∞ %(t) = 0.

Lemma 4.1. Where the constant ∆j is defined by ∆j =
√

2βj exp{α2
j/[8βj(βjεj)

1/2]},

gj(t) = ∆je
κjMjt

{
1−

[1

2
+

α2
j

4βj(βjεj)1/2

]
e−4(βjεj)1/2t +O(e−8(βjεj)1/2t)

}
as t→∞.

Proof of Lemma 4.1. To determine the large-t asymptotic behaviour of g(t), we need only determine
the location and nature of the relevant singularities of the Laplace transform of g(t). We take the
Laplace transform of Eq. (67), using Eqs (60) and (62), make the change of integration variable
z = (4εj/βj)

1/4η, and interchange orders of integration, finding that

ĝj(s) =
1

2a/2+3/4Γ(a/2 + 3/4)

( βj
4εj

)1/2

×
∫ ∞

0

exp
(
−q

2

2

)
qa−1/2

∫ ∞
−∞

exp
[
−z

2

4
+

αj
2βj

( βj
4εj

)1/4

z − |z|q
]
dz dq. (73)

If we can obtain an analytic continuation of ĝ(s) in the form

ĝj(s) =

N∑
n=0

cn
s− λn

+ function holomorphic in Re(s) ≥ λN (74)
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where λ0 > λ1 > λ2 · · · , then it will follow that as t→∞

gj(t) =

N∑
n=0

cne
λnt + o(eλN t). (75)

In view of the relation (61) between a and s, we simply need to expand the singular part of ĝj(s)
in terms of the parameter a to determine the asymptotic expansion for g(t). The inner integral in
Eq. (73) is a holomorphic function of q at the origin and its Taylor series is∫ ∞

−∞
exp
[
−z

2

4
+

αj
2βj

( βj
4εj

)1/4

z
]
dz − q

∫ ∞
−∞
|z| exp

[
−z

2

4
+

αj
2βj

( βj
4εj

)1/4

z
]

+
q2

2

∫ ∞
−∞

z2 exp
[
−z

2

4
+

αj
2βj

( βj
4εj

)1/4

z
]

+O(q3).

The first and third integrals over z can be evaluated by completing the square in the exponential and
making an appropriate linear change of variables, to produce relatively elementary integrals associated
with the Gaussian distribution (or alternatively, easily converted to gamma functions). The second
integral can be evaluated in terms of the error function, though we shall never need its actual value
and we introduce a constant B to account for it in the analysis that follows. We find that the inner
integral in Eq. (73) is

2
√
π exp

[ α2
j

8βj(βjεj)1/2

]{
1−Bq +

1

4

[
4 +

α2
j

βj(βjεj)1/2

]
q2 +O(q3)

}
.

All singularities of the double integral in Eq. (73) at finite points in the complex a plane are shared
in location and residue with those of∫ 1

0

exp
(
−q

2

2

)
qa−1/2

∫ ∞
−∞

exp
[
−z

2

4
+

αj
2βj

( βj
4εj

)1/4

z − |z|q
]
dz dq

= 2
√
π exp

[ α2
j

8βj(βjεj)1/2

] ∫ 1

0

[
1− q2

2
+O(q4)

]
qa−1/2

{
1−Bq +

1

4

[
4 +

α2
j

βj(βjεj)1/2

]
q2 +O(q3)

}
dq

= 2
√
π exp

[ α2
j

8βj(βjεj)1/2

]{ 1

a+ 1/2
− B

a+ 3/2
+

1

(a+ 5/2)

[1

2
+

α2
j

4βj(βjεj)1/2

]
+ F (a)

}
,

where F (a) is holomorphic in Re(a) > −7/2. Now the prefactor

1

2a/2+3/4Γ(a/2 + 3/4)

in Eq. (73) is everywhere holomorphic, with simple zeros at a = −3/2 − 2m (m = 0, 1, 2, . . .) due to
the gamma function, and it takes the values

1

21/2Γ(1/2)
=

1√
2π

and
1

2−1/2Γ(−1/2)
= − 1√

2π

at a = −1/2 and a = −5/2, respectively. If follows that

ĝj(s) =
1√
2

(βj
εj

)1/2

exp
[ α2

j

8βj(βjεj)1/2

]{ 1

a+ 1/2
− 1

(a+ 5/2)

[1

2
+

α2
j

4βj(βjεj)1/2

]
+ · · ·

}
,

with the rightmost pole not exhibited located at a = −9/2. Using Eq. (61) we find that

ĝj(s) =
√

2βj exp
[ α2

j

8βj(βjεj)1/2

]{ 1

s− κjMj
− 1

s− κjMj + 4(βjεj)1/2

[1

2
+

α2
j

4βj(βjεj)1/2

]
+ · · ·

}
,

with the rightmost pole not exhibited located at s = κjMj − 8(βjεj)
1/2. The asymptotic expansion

for g(t) asserted in the Lemma now follows immediately from the complex inversion formula for the
Laplace transform in the usual manner. �
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Corollary 4.2. For the multistrain problem,

(a) if Mj < 0, then for all initial phenotype distributions, strain j goes extinct asymptotically, with
%j(t) = O(eκjMjt) as t→∞;

(b) if Mj = 0 then for all initial phenotype distributions, strain j goes extinct asymptotically, with
%j(t) ≤ (κjt)

−1[1 + o(1)];
(c) if Mj > 0 then for all initial phenotype distributions, lim supt→∞ %j(t) ≤Mj.

Corollary 4.2 follows immediately from Lemma 4.1, the inequality (71) and the observation that as
t→∞ ∫ t

0

eκjMjτ [1 +O(e−4(βjεj)1/2τ ]dτ =


O(1) if Mj < 0,

t+O(1) if Mj = 0,

(κjMj)
−1eκjMjt[1 + o(1)] if Mj > 0.

(76)

Corollary 4.3. For the single strain problem,

(a) if M < 0, then for all initial phenotype distributions, %(t) = O(eκMt) as t→∞;
(b) if M = 0 then for all initial phenotype distributions, %(t) ≤ (κt)−1[1 + o(1)] as t→∞;
(c) if M > 0 then for all initial phenotype distributions, limt→∞ %(t) = M .

Proof of Corollary 4.3. This follows immediately from Lemma 4.1, Remark 4.1 and Eq. (76). �

Remark 4.2. By treating the corrections to the dominant asymptotic behaviour of g(t) in the single-
strain problem more carefully, we can address the rate of convergence of the total population to
equilibrium when M > 0. Integrating the asymptotic expansion we find that∫ t

0

g(τ)dτ =
√

2β exp
[ α2

8β(βε)1/2

]{exp(κMt)

κM
+ ∆(t)

}
, (77)

where

∆(t) =


O(exp{[κM − 4(βε)1/2]t}), κM > 4(βε)1/2,

O(t), κM = 4(βε)1/2,

O(1), κM < 4(βε)1/2.

(78)

After a little algebra, Lemma 4.1, the expansion (77) and the exact relation (72) lead to the conclusion
that

%(t) = M +O(e−4(βε)1/2t) +O(∆(t)e−κMt) =


M +O(e−4(βε)1/2t) κM > 4(βε)1/2,

M +O(te−4(βε)1/2t), κM = 4(βε)1/2,

M +O(e−κMt), κM < 4(βε)1/2.

(79)

Lemma 4.2. Suppose that M∗ = max1≤j≤N Mj > 0. Then

(a) lim sup
t→∞

%(t) ≥M∗;

(b) if lim inft→∞ %j(t) > 0 then lim
t→∞

1

t

∫ t

0

%(τ)dτ = Mj;

(c) if lim inft→∞ %j(t) > 0 and lim inft→∞ %k(t) > 0 then Mj = Mk.

Proof of Lemma 4.2. The proof of part (a) is by contradiction. Suppose that %(t) ≤ M∗ − δ for all
sufficiently large values of t (for t ≥ T , say). Then for any strain k for which Mk = M∗ we have [from
Eq. (66)]

log[%k(t)] = log[gk(t)]− κk
∫ t

0

%(τ)dτ + constant ≥ κkM∗t− κk(M∗ − δ)t+ o(t), (80)

so we see that log[%k(t)] → ∞ as t → ∞, so %k(t) → ∞, contradicting the result proved in Corollary
4.2 that lim supt→∞ %k(t) ≤Mk.
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For part (b) we note that

log[%j(t)] = κj

[
Mjt−

∫ t

0

%(τ)dτ
]

+O(1). (81)

To ensure that the right-hand side is bounded below (required to keep lim inft→∞ %j(t) > 0) and above
(required by Corollary 4.2), it must follow that

Mjt−
∫ t

0

%(τ)dτ = O(1) as t→∞ (82)

and the claim made in part (b) is proved. Part (c) follows immediately from part (b). �

With the required preliminary calculations out of the way, we can now deduce a complete char-
acterisation of the behaviour of a system in which there are N strains, all of which are initially present
[that is, %j(0) > 0 for 1 ≤ j ≤ N ].

Theorem 4.3. Let M∗ = max1≤j≤N Mj.

(a) If M∗ ≤ 0, then %(t)→ 0 as t→∞. Moreover, if Mj < 0, we have %j(t) = O(eκjMjt) as t→∞,
while if Mj = 0, we have %j(t) ≤ (κjt)

−1[1 + o(1)] as t→∞.
(b) For M∗ > 0,

(i) if Mj < M∗, then %j(t)→ 0 as t→∞, with %j(t) = O(e−κj(M∗−Mj)t);
(ii) if Mj = M∗, then 0 < lim inf

t→∞
%j(t) ≤ lim sup

t→∞
%j(t) ≤M∗;

(iii) lim
t→∞

1

t

∫ t

0

%(τ)dτ = M∗;

(iv) if there is a unique strain j for which Mj = M∗, then lim
t→∞

%j(t) = lim
t→∞

%(t) = M∗.

Proof of Theorem 4.3. Part (a) is a restatement of results from Corollary 4.2, so we need only address
the three results listed under part (b).

(i) From the proof of Lemma 4.2 we know that where j is any strain and ` is a surviving strain,
as t→∞ we must have

log[%j(t)] = κj

[
Mjt−

∫ t

0

%(τ)dτ
]

+O(1) and M`t−
∫ t

0

%(τ)dτ = O(1)

and so

log[%j(t)] = κj(Mj −M`)t+O(1).

We see that if M` < Mj , then %j(t) → ∞ as t → ∞, contradicting the known boundedness of %j(t).
Hence M` = M∗: only the strain or strains with the highest carrying capacity can survive, and the
result (i) follows.

(ii) For all strains for which Mj = M∗, we have from equations (81) and (82) that

log[%j(t)] = κj

[
M∗t−

∫ t

0

%(τ)dτ
]

+O(1) and M∗t−
∫ t

0

%(τ)dτ = O(1)

and so log[%j(t)] = O(1) as t → ∞, which rules out the possibility that lim inft→∞ log[%j(t)] = −∞
or lim supt→∞ log[%j(t)] =∞, and correspondingly rules out the possibility that lim inft→∞ %j(t) = 0
or that lim supt→∞ %j(t) = 0. So if several strains with the maximal positive carrying capacity are
initially present, none of them can go extinct in the t→∞ limit.

(iii) Since we now know that at least one strain does not go extinct in the case M∗ > 0, part
(iii) follows from part (b) of Lemma 4.2.

(iv) When we have a unique strain with maximal carrying capacity, we can use Corollary 4.2(c)
and Lemma 4.2(a) to deduce that

lim sup
t→∞

%(t) = lim sup
t→∞

%j(t) = M∗.
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strain name strain 1 strain 2 strain 3
epimutation rate descriptor slow intermediate fast
phenotype lattice spacing ∆ 0.01 0.01 0.01
time increment τ 0.001 0.001 0.001
initial number of agents N 250 250 250
epimutation bias parameter hj 0.6 0.6 0.6
related epimutation bias parameter αj −0.8108 −4.0541 −2.4324
epimutation rate P 0.1 0.2 0.3
related epimutation rate βj 0.005 0.01 0.015
maximum proliferation rate γj 100 100 100
fitness falloff parameter εj 100 100 100
death rate κj 9 9 9
mean phenotype at equilibrium xj 0.323 0.250 0.193
carrying capacity Mj 9617 9275 8940

Table 3. Parameters used for one agent-based simulation study of a three-strain sys-
tem. Italicised entries in the left column refer to parameters for the related continuum
model, matched to the agent-based system parameters using Eqs (7) or computed us-
ing Eqs (8) and (22) and rounded for display; all other entries are exact values.

The differentiability of %(t) and the limit proved as part (iii) exclude the possibility that

lim inf
t→∞

%(t) < M∗

and so part (iv) follows. �
We have arrived at the important conclusion that although Gaussian equilibrium solutions in the

multistrain problem are possible with any one strain j for which Mj > 0 being the only one present,
if we start with all strains initially present, then of those strains for which Mj > 0, only strains with
Mj = M∗ = max`M` have Gaussian equilibria that are attainable as the t → ∞ limits. If there is
a single strain j with Mj = M∗ > 0, then only that strain survives in the t → ∞ limit, and we
have limt→∞ %(t) = limt→∞ %j(t) = M∗. That is, the strain that would have the highest equilibrium
population if it were the only one present drives all other strains to extinction.

When there are several strains for which Mj = M∗ > 0, then we still have limt→∞ %(t) = M∗,
but it does not appear to be a simple matter to work out how the equilibrium population is partitioned
between these strains. However, indefinite coexistence of two or more strains can occur only under
very fortuitous circumstances that constitute a set of measure zero in the parameter space of the
problem.

We observe also that if βj is the only parameter of the model that is strain dependent and there
is no phenotypic drift for any strain (that is, αj = 0, γj = γ, κj = κ, εj = ε) then decreasing βj
increases Mj , so that the strain with the slowest phenotype diffusion is the only survivor. Thus the
continuum model exhibits for a broad parameter space the striking phenomenon for the agent-based
model illustrated in Figures 4 and 5.

5. The empirical correspondence of the stochastic and deterministic models

We have been able to present a rigorous discussion of the limiting behaviour of the integrodifferential
equation model. The connection between the stochastic agent-based model and the deterministic
integrodifferential equation model was exhibited by a plausible approximate analysis, rather than
being rigorously derived, but the integrodifferential equation model has shed light on the observed
behaviour of the agent-based model. For example, for the single-strain problem, the predictions of long-
term survival when M > 0 and extinction if M ≤ 0 are replicated reliably in simulations provided
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Figure 6. Numerical solutions of the continuum model for two competing strains
with equal uniform initial distributions and parameters corresponding to the agent-
based simulations for Parameter Set 1 in Table 2. For each strain, the fittest phenotype
corresponds to x∗ = 0.5 (white broken line), and the magenta broken line corresponds
to the predicted mean phenotype x = x∗+(αi/2)(εiβi)

−1/2 if only the strain depicted
were present. (a): (strain 1—“slower epimutations”): β1 = 0.005 and α1 = −0.25,
corresponding to x = 0.323 and M1 = 9617. (b): (strain 2—“faster epimutations”):
β2 = 0.01 and α1 = −0.5, corresponding to x = 0.250 and M2 = 9275.

Figure 7. Comparison of the total populations for each strain as a function of time
for a single agent-based simulation and the numerical solution of the corresponding
continuum model (using Parameter Set 1 in Table 2).

the initial agent population is not too small. In the multistrain case, simulations show either the
extinction of all strains, or the survival only of the strain with the highest carrying capacity, and
the integrodifferential equation model predicts such behaviour. The correspondence is not merely
qualitative, as we have demonstrated empirically that the long-time mean phenotype distributions of
the agent-based model agree with the the mean for the integrodifferential equation model’s equilibrium
solutions.

We have obtained numerical solutions of the integrodifferential equations for the two-strain and
the three-strain systems taking the relevant parameters from Parameter Set 1 in Table 2 and Table 3,
respectively. We describe here the procedure for constructing numerical solutions of the mathematical
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Figure 8. Total populations for each strain as a function of time for a single agent-
based simulation and parameters chosen so that 0 > M1 > M2 (using Parameter Set
2 in Table 2).

Figure 9. Total populations for each strain as a function of time for three competing
strains, with the same uniform initial condition for each strain and parameters chosen
so that M1 > M2 > M3 (using parameters in Table 3).

problem defined by endowing (17)–(18) and (20) with the initial conditions

cj(x, 0) = C0 1(−L;L)(x), C0 ∈ R+. (83)

We fix a time step ∆t and set tk = k∆t. The method is based on a time splitting scheme between
the conservative part and the reaction term, that is, the approximation ck+1

j of cj(tk+1) is computed

from the approximation ckj of cj(tk) in two steps:

c
k+1/2
j = ckj −∆t

(
αj
∂ckj
∂x
− βj

∂2ckj
∂x2

)
(84)

and
ck+1
j = c

k+1/2
j + ∆t c

k+1/2
j Rj

(
x, %k

)
, (85)

where
Rj
(
x, %k

)
:= γj − εj(x− x∗j )2 − κj%k, %k =

∑
j

%kj , (86)
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and %kj is the integral of ckj .
We next turn to the space discretisation and we use a uniform grid with N points on the interval

[−L,L], with ∆x = 2L/N the space step.

We approximate ckj (xi) and R
(
xi, ϕ

k, %k
)

by discrete values ck,ij and Rij
(
%k
)
, and we recover %kj

through numerical integration. To be consistent with assumptions (20), we set

ckj (−L) = ckj (L) = 0 and
∂

∂x
ckj (−L) =

∂

∂x
ckj (L) = 0 (87)

for all values of k and j.
We solve Eq. (84) by using a second-order upwind scheme for the advection term and a three-

point explicit scheme for the diffusion term. For the reaction term, we use an implicit-explicit finite

difference scheme [17,19], that is, we compute ck+1,i
j as

ck+1,i
j = c

k+1/2,i
j

1 + ∆t Rij
(
%k
)

+

1 + ∆t Rij
(
%k
)
−
. (88)

Numerical computations were performed in Matlab. We selected a uniform discretisation consisting
of 900 points on the interval [−L,L] with L = 1.5 as the spatial domain, and the interval [0, 5] as the
time domain (time step ∆t = 10−5).

Our numerical solutions are presented in Figure 6 and they reproduce very closely the behaviour
that we found in the agent-based model and showed in Figure 4. Thus the integrodifferential equation
model is informative not merely about mean values of the phenotype coordinate, but also gives useful
information about distributions.

Experience with the relation between agent-based models and related continuum models [24,25]
might have led us to hope for reasonable agreement between an average over many simulations and the
solution of the continuum equations. In this case, we have a good match between a single simulation
and the continuum solution. As a more precise test of the match between the agent-based simulations
and the continuum model, we show in Figures 7–9 the time evolution of the total population for the
agent-based simulations and the continuum model solutions. We have chosen representative examples
of a two-strain system in which one strain survives (Figure 7), a two-strain system in which both
strains become extinct in the long-time limit (Figure 8), and a three-strain system (Figure 9). The
match is excellent in each case.

For very small initial populations, or when any positive values of composite parameters Mj are
sufficiently small that the equilibrium carrying capacity of the system is small, an agent-based system
is to be preferred to the continuum model, so that the inevitable stochastic effects in small populations
can be modelled effectively. Both the discrete stochastic and deterministic continuum models may shed
light on the response of phenotypically dispersed populations introduced into a new environment and
on the difficulty of maintaining phenotypic diversity (which in our case corresponds to having several
long-surviving strains) under differential reproductive fitness, epigenetic drift and epigenetic evolution.

We conclude with a few remarks about some related work in other contexts and possible exten-
sions of the present work. The analysis of nonlinear reaction–diffusion systems by maximal exploitation
of relations to the ordinary diffusion equation has parallels in recent work of Alfaro and Carles [42]
on non-local reaction-diffusion equations, while the notion of interacting, evolving phenotype distri-
butions (in a genetic, rather than epigentic context, and with a somewhat different mathematical
formulation) was pursued by May and Nowak two decades ago [43–45]. The inclusion of variation
across physical space as well as across phenotype space or the incorporation of non-local couplings
with more structure than in our simple coupling via the total population could produce a richer class
of behaviours [46–55].

We note in particular that in our modelling framework the long-term coexistence of different
strains can occur only for a very limited range of parameter values, namely those cases in which
Mj = M` for some j 6= `. This is due to the fact that the effects of competition between individuals
in our model are described by a logistic term involving only the total number of individuals of all
strains, that is, the function %). Such a modelling choice is known to lead to competitive exclusion in
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the case of ODEs, and the same is true in our setting. It seems likely that if % were replaced by a whole
matrix of competition terms modelling the competition effect of each strain on another strain, then
(provided that those terms satisfy suitable assumptions, involving stronger intra-strain competition
than inter-strain competition) different strains could survive in the long run, so that coexistence would
arise, as in competitive Lotka–Volterra systems of ODEs.

In our agent-based modelling, movements in the phenotype space are restricted to nearest neigh-
bour sites only, which corresponds to the assumption that epimutations may only cause an incremental
change in gene expression. A possible extension of the model would be to allow movements to sites
farther away than nearest neighbours, or even to all sites, to incorporate the possibility that single
epimutations may lead to larger changes in fitness, as was considered recently in the context of genetic
instability in heterogeneous tumors by Asatryan and Komarova [56]. In passing to the continuum limit,
any extension of our lattice-based model that accommodates steps of more than one lattice spacing
would still lead to a classical diffusion mechanism so long as the mean-square displacement per step
is finite, as is well known in the theory of random walks [57]. Although it would not be biologically
plausible, a model on an infinite phenotype lattice with the probability of a jump of ` lattice sites
proportional to |`|−µ−1 with µ ∈ (0, 2) would lead to the diffusion operator β∇2 being replaced by
the infinitesimal generator for a stable Lévy distribution of order µ [57].
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