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Abstract

The importance of developing accurate modelling tools for the prediction of reaction

kinetics is well recognised. In this work, a thorough investigation of the suitability of

quantum mechanical (QM) calculations to predict the effect of temperature on the rate
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constant of the reaction between ethane and hydroxyl radical is presented. Further, hy-

brid models that combine a limited number of QM calculations and experimental data

are developed in order to increase the model reliability. The activation energy barrier of

the reaction is computed using various computational methods, such as B3LYP, M05-

2X, M06-2X, MP2 and PMP2, CBS-QB3 and W1BD, with a selection of basis sets. A

broad range of values is obtained, including negative barriers for all of the calculations

with B3LYP. The rate constants are also obtained for each method, using conventional

transition state theory, and are compared with available experimental values at 298 K.

The best agreement is achieved with the M05-2X functional with cc-pV5Z basis set.

Rate constants calculated at this level of theory are also found to be in good agree-

ment with experimental values at different temperatures, resulting in a mean absolute

error of the logarithm (MAEln) of the calculated values of 0.213 over a temperature

range of 200-1250 K and 0.108 over a temperature range of 300-499 K. Tunnelling

and vibrational anharmonicities are identified as important sources of discrepancies at

low and high temperatures, respectively. Hybrid models are proposed and found to

provide good correlated rate-constant values and to be competitive with conventional

kinetic models, i.e., the Arrhenius and the three-parameter Arrhenius models. This

combination of QM-calculated and experimental data sources is proved particularly

beneficial when fitting to scarce experimental data. In this case, the model built on

the hybrid strategy has parameters with significantly reduced uncertainty (reflected in

the much narrower 95% confidence intervals) compared with the conventional kinetic

models while also capturing well the experimental reaction rates with a MAEln of the

rate constant of 0.118. This provides a useful strategy for kinetic model development.

Introduction

Understanding and modelling reaction kinetics are integral parts of process development. In

areas such as combustion1 and atmospheric chemistry2 hydrogen abstraction reactions be-

tween hydroxyl radical and hydrocarbons are of specific interest. The modelling of chemical
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kinetics in these areas requires the specification of a large number of rate constants over

broad temperature ranges. In addition to their technological and scientific importance, hy-

drogen abstraction reactions have a simple mechanism that allows for detailed studies, and

hence this class of reactions is very well-documented.3,4

Reliable sources of data may be found in databases reviewing experimental studies for the

gas-phase rate constants for the reactions of hydroxyl radical with alkanes and cycloalkanes

spanning temperature ranges from approximately 180 to 2000 K.5–11 It is common practice to

fit the experimental values to an empirical model, usually the Arrhenius equation,12 to obtain

kinetic parameters. The Arrhenius model contains two parameters: the pre-exponential

factor and the activation energy, which are strictly applicable within the temperature interval

used in the fitting. According to the Arrhenius equation, the logarithm of a reaction’s rate

constant is expected to be linear in the absolute inverse temperature. In kinetic studies

where the rate constant is measured over a narrow temperature range (less than 100 K), this

condition is usually verified. If the measured rate constants do not follow linearity, then one

usually resorts to an expanded version of the Arrhenius equation13 that includes one extra

parameter to fit the data. (The reader is referred to reference (14) for a detailed review.)

Experimentally-deduced parameters in such empirical models are subject to uncertainty

arising from measurement errors as well as limitations of the models. These limitations

concern mainly empirical aspects, such as the nature of some formulas to be more linear

than others (e.g., logarithmic plots tend to be more linear) and the number of parameters

involved in the equations. Increasing the number of parameters usually results in a better fit

to the experimental data, for example in the case of the generalized version of the Arrhenius

equation; yet the quality of fit is not a sufficient argument for selecting a certain model over

another and parametric uncertainty and predictive capabilities, as well as interpretability,

must also be taken into account. The Arrhenius equation is a characteristic example of

an empirical model that has historically prevailed over models with similar, or even better,

fitting agreement because it contains parameters (e.g. the activation energy) that are mean-
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ingfully linked to the occurring chemical reaction. However, empirical models cannot be used

to determine all chemical phenomena occurring during a reaction. For example, particularly

for the class of hydrogen abstraction reactions, phenomena such as tunnelling or the strong

temperature-dependence of vibrational partition functions in the presence of low-frequency

bending modes15 are not captured by any empirical parameter.

Quantum-mechanical (QM) methods provide a promising alternative and may in principle

be used to determine kinetic quantities such as rate constants, tunnelling and the temper-

ature variation of partition functions. Since they do not depend on experimental data and

may in theory provide a physically meaningful analysis of the kinetics, they are frequently

used to undertake systematic kinetic studies of reacting systems. A number of comprehen-

sive benchmark computational studies exists, in which the electronic activation barrier for

diverse reaction types is calculated.16,17 The activation barrier value is theoretically linked

to the activation energy parameter of the Arrhenius equation.18 In general, QM methods

are computationally demanding, thus their use in large-scale engineering applications, such

as for example in drug design where large biomolecules are of interest or furnace design

where thousands of reactions take place, is prohibitive. Nevertheless, their use in small-size

molecular systems of a few tens of atoms is affordable.

For the hydrogen abstraction reactions between the hydroxyl radical and alkanes, a num-

ber of computational studies has been presented in the literature19–30 ranging from the

basic framework of Hartree-Fock (HF) theory to very expensive compound methods, such

as the popular G2 method,31 and the coupled-cluster method with triple-excitation terms,

CCSD(T).32,33 Despite the large variety of computational methods tested, there is no clear

consensus on which one is the most appropriate method to study the energetics for this class

of reactions, as contradictory examples of their performance may be found. For example,

the HF methods have been known to overestimate barrier heights due to the dynamical elec-

tron correlation energy change as the reaction proceeds from the reactants to the transition

state.34 Pure density functional theory (DFT) methods tend to underestimate the energy
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barrier due to self-interaction errors which are prominent for non-equilibrium structures (such

as transition states).35–37 However, hybrid DFT methods, in which the exact HF exchange

energy term varies, may appear to perform better for the computation of activation barriers

due to significant error cancellations.37,38 Compound methods, such as G2 or CBS-QB3,

occasionally encounter performance issues due to problems with the ground-state zero-order

HF description and possibly due to differences in the transition state geometry, which is

usually computed at lower level of theory than the transition state energy.39 In conjunction

to the choice of method, the size and complexity of the basis set have a significant impact on

the calculated activation energy value. As a result, the accuracy that may be expected from

different QM levels of theory is open to critical evaluation, and hence, finding a universal

level of theory that captures best the energetics of hydrogen abstraction reactions remains

a challenge.

Here we present a systematic study of the reaction between ethane and hydroxyl radical

C2H6 + ·OH 
 [C2H5...H...OH]‡ → ·C2H5 + H2O, Scheme 1

with a detailed investigation of temperature effects and the development of hybrid QM cor-

relative models. We first calculate QM values for the activation energy barrier and the

corresponding rate constant of this reaction using different levels of theory. Kinetic calcula-

tions are performed using conventional transition state theory (CTST)40,41 with the Wigner

tunnelling correction factor.42 We then identify the level of theory that provides the most

accurate value of the reaction rate constant at 298 K by comparison to experimental data

and we report structural parameters and frequencies for the optimized structures. We find

the hybrid DFT functional M05-2X with the cc-pV5Z basis set to be the most accurate level

of theory, and proceed to use it to calculate reaction rates over a range of temperatures,

from 200 to 1250 K. In the second part of this work we investigate the development of hy-

brid kinetic models that combine a small number of experimental reaction rate data with
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QM-calculated activation energy values and reaction rate constants to estimate the parame-

ters of the Arrhenius equation and its generalized version. Such correlative expressions may

be used in large-scale process modelling due to their low computational cost. The level of

accuracy to which we obtain parameters for the Arrhenius equation and its generalized ver-

sion determines the predictive capability of the kinetic models derived. We therefore focus

on identifying reliable modelling strategies for the prediction of reaction rate constants over

broad temperature ranges based on accurately determined kinetic parameters for Scheme 1.

Computational details

QM calculations

All electronic structure calculations are performed using the software Gaussian 09 (release

C.01).43 Various levels of theory are considered for the calculation of the activation energy

barrier of the reaction. In particular, the DFT functionals B3LYP,44–47 M05-2X48 and

M06-2X,49 the second-order Møller-Plesset perturbation theory MP250 and the equivalent

spin projection method PMP251,52 are selectively combined with the following basis sets:

3-21G, 6-21G, 6-31G, 6-31G(d), 6-31G(d,p), 6-31+G(d,p), 6-311++G(d,p), 6-311G(2d,d,p),

6-311+G(2d,p), cc-pVTZ, aug-cc-pVTZ, cc-pVQZ, aug-cc-pVQZ, cc-pV5Z and CBSB7. In

addition, the composite methods CBS-QB353,54 and W1BD55,56 are considered; no basis

set specification is required in these cases. The adj2-cc-pVTZ basis set, first adjusted by

Melissas and Truhlar19 to data for the reaction of interest, is also tested with the MP2

and PMP2 theories in the present work. All vibrational modes are calculated under the

harmonic approximation. For B3LYP and MP2, the vibrational frequencies as well as the

zero-point energies are scaled, by factors 0.9614 and 0.9427 respectively, to compensate for

the inaccuracy of the functionals.57

Special techniques are available to describe systems involving radicals with unpaired spin

electrons. Either an unrestricted approach or a restricted open-shell approach is usually
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followed (for an example, see reference (58)), depending on whether electrons of opposite

spin are allowed or not to occupy different spatial orbitals. The unrestricted approach gives

values greater than 0.75 for the total spin-squared operator <S2>, although 0.75 is the

default value for a doublet state, due to spin contamination from higher energy states. The

method allows however for more variational freedom, as the spatial restriction of opposite

spin-electrons is removed, and as a result it leads to lower total energies. Lower energies are

usually an indication of more stable conformations for a given molecular structure, but in

this case this lowering may correspond to a more stable configuration or may be an artifact

created by the unrestricted approach. On the other hand, the restricted open-shell approach

results in a spin-contamination-free wave function and reasonable total energies; however, the

singly occupied orbitals are not uniquely defined and the associated energies do not strictly

obey Koopmans’ theorem,59 and are hence subject to physical misinterpretation. Additional

schemes are also available for “projecting out” or “annihilating” the contaminant part of the

unrestricted approach once the wave function has been obtained.60 This comes at the price

of an increase in the CPU time requirements.

Previous studies of reactions involving radicals have emphasized the need to take into ac-

count spin contamination for the accurate estimation of the activation energy barrier.19,23–26,61

In our calculations, we adopt the unrestricted approach and the spin-projection approach.

The value of <S2> is monitored to ensure the impact of spin contamination is minimal.

The acceptable range is indicated by the empirical rule, presented by Young,62 according to

which the effect of spin contamination is not significant if there is less than 10% difference

between the values of <S2> and S(S+1).

Rate-constant calculations

Considering a bimolecular gas-phase reaction, given as

νAA + νBB
K ‡c−⇀↽− νAB‡AB‡

k‡−→ products, Scheme 2
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the ideal-gas reaction rate constant kIG may be computed using conventional transition state

theory40,41,63 (CTST) following

kIG = κ
kBT

h

∏
i=A,B,AB‡

(
RT

p◦

)−νi
exp

(
−∆‡G◦,IG

RT

)
, (1)

where κ is the transmission coefficient to correct for tunnelling effects, kB the Boltzmann

constant, T the absolute temperature, h the Planck constant, R the ideal gas constant, p◦ the

standard-state pressure (1 atm) and νi the stoichiometric coefficient of species i for i = A,B

(reactants) and AB‡ (transition state) for Scheme 2. G◦,IG is the ideal-gas molar Gibbs

free energy and ∆‡ stands for the difference between the transition state and the reactants,

weighted by the values of the stoichiometric coefficients, so that

∆‡G◦,IG = νAB‡G
◦,IG
AB‡

+ νAG
◦,IG
A + νBG

◦,IG
B , (2)

where in Scheme 2 νA and νB are negative.

Equation (1) may also be formulated in terms of the corresponding partition functions

of the different species as

kIG = κ
kBT

h

∏
i=A,B,AB‡

(
RT

p◦

)−νi ∏
i=A,B,AB‡

(
q
′,IG
i (T )

)νi
exp

(
−∆‡Eel,IG

RT

)
, (3)

where the ideal-gas molar Gibbs free energy term has been replaced by the product of the

ideal-gas molecular partition function of each species i at temperature T , q
′,IG
i (T ), and the

ideal-gas electronic energy Eel,IG.64

Tunnelling effects may be described quantitatively following one-dimensional methods

such as those of Wigner,42 Skodje and Truhlar65 and Eckart,66 where the reaction path and

the tunnelling path coincide. These approaches result in simple analytic expressions for the

transmission coefficient and this makes them attractive in kinetic applications because of
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their low computational cost. Here we use the Wigner correction factor42

κ = 1 +
1

24

(
hν‡

kBT

)2

, (4)

where ν‡ is the magnitude of the imaginary frequency of the transition state structure in

cm−1. In general, Wigner’s approach predicts a larger tunnelling effect for reactions having

thin barriers (large ν‡) than wide barriers (small ν‡).15 In hydrogen-transfer reactions tun-

nelling may be important;39,67–69 in this study the effectiveness of the Wigner expression is

assessed. Although more advanced methods have been developed to address tunnelling, i.e.

small curvature tunnelling70,71 (SCT) or large curvature tunnelling72 (LCT) methods, these

are not considered here.

Computational investigation of the reaction kinetics

Activation energy barrier

The value for the activation energy at 298 K for Scheme 1 has been reported by Atkinson10

as 9.11 kJ mol−1 (uncertainty range 8.99-9.22 kJ mol−1) deduced from experimental kinetic

data. Our calculated electronic activation energy barriers at 0 K, including the zero-point

vibrational energy corrections, for 37 selected combinations of methods and basis sets (levels

of theory) are presented in Table 1.

As may be seen in Table 1, a broad range of values is obtained, including negative values

for the case of the B3LYP family of functionals. Negative values for the electronic activation

energy barrier of Scheme 1 were also reported by Hu et al.,30 who find a value of -4.18

kJ mol−1, close to the one reported here (-4.01 kJ mol−1), using B3LYP/6-311++G(d,p).

Kobayashi et al.61 reported a negative barrier height of -13.4 kJ mol−1 using B3LYP/cc-

pVTZ for Scheme 1. Hybrid DFT methods have been noted to underestimate systematically

the barrier heights of hydrogen abstraction reactions20,73–76 (sometimes by tens of kJ mol−1).
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In particular, relating to B3LYP, Chandra and Uchimaru77 have suggested this method is

unreliable for calculations of this class of reactions. Lynch and Truhlar38 investigated a test

set of 22 reactions (including Scheme 1) and concluded that B3LYP is one of the least effective

electronic structure methods for determining barrier heights. Through careful examination

of DFT methods it has been suggested that the Hartree-Fock exchange part of the calculation

is responsible for this discrepancy.78 An empirical localized orbital correction model has been

proposed by Hall et al.79 to redress this shortcoming of DFT methods. When applied to

the B3LYP functional particularly, this empirical scheme resulted in a mean unsigned error

value reduced by 8 kJ mol−1 compared with the uncorrected B3LYP calculations for a large

dataset of 105 barriers heights.

The M05-2X and M06-2X functionals give positive activation barriers, which is encour-

aging, although it may also be appreciated from the table that a broad range of values is

obtained for different basis sets. For the family of basis sets developed by Ditchfield et al.,88

the value of the electronic activation energy barrier found using the modest 6-31G(d) ba-

sis set is 15.26 kJ mol−1. As we augment this basis set by adding polarization and diffuse

functions the value of the electronic activation energy barrier decreases to 8.69 kJ mol−1

for M05-2X with the 6-311+G(2d,p) basis set and to 9.32 kJ mol−1 for M06-2X with the 6-

311++G(d,p) basis set. By using Dunning’s89,90 correlation-consistent basis sets (cc-pVTZ,

cc-pVQZ, cc-pV5Z) and their augmented (aug-) forms with diffuse functions, the lowering

of the reaction barrier height is even more pronounced. Particularly for M05-2X we gener-

ate activation barriers that are amongst the lowest positive values computed in our work,

ranging from the lowest overall value found with cc-pV5Z at 6.65 kJ mol−1 up to 7.12 kJ

mol−1 with cc-pVQZ basis set. We also test the CBSB753 basis set which constitutes one

of the multiple steps of the CBS-QB3 method. For M05-2X and M06-2X with this basis set

the values of the activation barrier are 8.79 kJ mol−1 and 8.29 kJ mol−1, respectively.

Scheme 1 has been included in the HTBH38/4 database16,91 as part of the test set for

assessing the performance of the M05-2X and M06-2X functionals from Zhao et al.48,49
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Table 1: Electronic activation energy barriers ∆‡Eel,IG, corrected for the zero-point vibrational
energy, calculated for various electronic structure QM methods. Rate constants kIG are calculated
using CTST (Equation (3)) at 298 K and compared with available experimental values kExpt. at
298 K from the literature. The uncertainty for the experimental values kExpt. at 298 K is given
within the parenthesis.

∆‡Eel,IG/kJ mol−1 kIG ×10−8/dm3 mol−1 s−1

Level of theory This work Previous studies Ref. This work

B3LYP/3-21G −9.84 1661
B3LYP/6-21G −3.18 118.9
B3LYP/6-31G −2.04 56.53
B3LYP/6-31G(d) −2.01 60.71
B3LYP/6-31+G(d,p) −4.35 185.2
B3LYP/6-311++G(d,p) −4.01 -4.18 [30] 74.53
B3LYP/6-311G(2d,d,p) −6.03 179.5
M05-2X/6-31G(d) 15.26 0.0706
M05-2X/6-31+G(d,p) 9.02 0.4140
M05-2X/6-311++G(d,p) 9.23 0.3601
M05-2X/6-311+G(2d,p) 8.69 0.4775
M05-2X/CBSB7 8.79 0.3855
M05-2X/aug-cc-pVTZ 6.82 1.133
M05-2X/cc-pVQZ 7.12 0.9734
M05-2X/aug-cc-pVQZ 6.98 1.094
M05-2X/cc-pV5Z 6.65 1.556
M06-2X/6-31G(d) 13.27 0.1817
M06-2X/6-31+G(d,p) 9.01 0.3870
M06-2X/6-311++G(d,p) 9.32 0.2463
M06-2X/CBSB7 8.29 0.4685
M06-2X/aug-cc-pVTZ 7.91 0.7162
MP2/6-31G(d) 39.46 0.000008127
MP2/6-31+G(d,p) 27.74 0.0005691
MP2/6-311++G(d,p) 25.04 25.53 [30] 0.001290
MP2/6-311+G(2d,p) 23.54 5.76a/22.33b [21] 0.002588
MP2/cc-pVTZ 20.50 17.20c [27] 0.01163
MP2/adj2-cc-pVTZ 19.98 17.33 [19] 0.01827
MP2/cc-pVQZ 19.10 0.01978
PMP2/6-31G(d) 29.59 0.0004355
PMP2/6-31+G(d,p) 19.91 0.01337
PMP2/6-311++G(d,p) 17.06 17.53 [30] 0.03221
PMP2/6-311+G(2d,p) 15.87 -8.00a/13.06b [21] 0.05705
PMP2/cc-pVTZ 12.80 0.2597
PMP2/adj2-cc-pVTZ 12.30 9.75d [19] 0.4048
PMP2/cc-pVQZ 11.81 0.3732
CBS-QB3 9.45 0.3202
W1BD 11.49 0.1492

Experimental studies kExpt. ×10−8/dm3 mol−1 s−1 Ref.

Greiner (1970) 2.048 (0.060) [80]
Leu (1979) 1.566 (0.241) [81]
Jeong et al. (1984) 1.843 (0.126) [82]
Schiffman et al. (1991) 1.463 (0.072) [83]
Dóbé et al. (1991,1992) 1.650 (0.241) [84,85]
Sharkey and Smith (1993) 1.777 (0.084) [86]
Finlayson-Pitts et al. (1993) 1.662 (0.042) [87]

1.626 (0.070) [87]
Atkinson (2003)e 1.496 (0.300) [10]
a Single-point energy calculation for geometries optimized at the HF/6-31G(d,p) level of theory.
b Single-point energy calculation for geometries optimized at the MP2/6-31G(d,p) level of theory
c Optimized at the MP2/aug-cc-pVDZ level of theory.
d Single-point energy calculation for geometries optimized at the MP2/adj2-cc-pVTZ level of theory.
e Recommended expression based on experimental data, evaluated at 298 K.
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In this database the value reported for the barrier height of Scheme 1 is 14.2 kJ mol−1.

Comparing this value with single-point energy calculations performed with the MG3S basis

set gives a mean unsigned error (MUE) of 5.61 kJ mol−1 for the M05-2X functional and of

4.73 kJ mol−1 for the M06-2X functional. To the best of our knowledge, Scheme 1 has not

been studied elsewhere using the M05-2X and M06-2X functionals, despite the existence of

several studies that have highlighted the suitability of these functionals for the computation

of barrier heights and their broad applicability to similar chemical systems.48,75,92

The performance of the MP2 and PMP2 methods is tested using the same selection

of basis sets. The choice of basis set is found to alter the energy barrier significantly: as

expected, the more extensive the basis set used, the lower the barrier height obtained. For

example, when the relatively small 6-31G(d) basis set is used, the activation energy barrier

is calculated to be 39.46 kJ mol−1. The value decreases by half when using the much more

extensive cc-pVQZ basis set, resulting in a value of 19.10 kJ mol−1. Similarly for the PMP2

method, the energy found decreases from 29.59 kJ mol−1 for the 6-31G basis set to 11.81 kJ

mol−1 for the cc-pVQZ basis set. In comparison with MP2, the barrier heights calculated

with PMP2 are on average 8.00 kJ mol−1 lower. This difference may be ascribed to the

use of the projected method to treat spin-contamination effects embedded in PMP2. The

spin-contamination treatment of the projected method is distinctly reflected in the value

of the activation barrier. Several studies may be found in the literature in which MP2 or

PMP2 methods are used for calculating the energetics of Scheme 1. Sekusak et al.21 report

a single-point energy value at the MP2/6-311+G(2d,p) level of theory (with the geometries

optimized at the HF/6-31G(d,p) level of theory) of 5.76 kJ mol−1 and a single-point energy

value at the PMP2/6-311+G(2d,p) level of theory (with the geometries optimized at the

HF/6-31G(d,p) level of theory) of -8.00 kJ mol−1. In the same study, when optimizing the

geometries at the MP2/6-31G(d,p) level of theory the corresponding energy values reported

are significantly different: 22.33 kJ mol−1 for a single-point energy calculation at the MP2/6-

311+G(2d,p) level of theory and 13.06 kJ mol−1 for a single-point energy calculation at the
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PMP2/6-311+G(2d,p) level of theory. For more complex basis sets Hashimoto and Iwata27

performed calculations at the MP2/aug-cc-pVDZ level of theory resulting in an activation

energy barrier of 17.20 kJ mol−1. Our value using the cc-pVTZ basis set devoid of diffuse

functions at the MP2 level is 20.50 kJ mol−1. An interesting basis set, employed here in

conjunction with the MP2 and PMP2 methods, is the adj2-cc-pVTZ, basis set created by

Melissas and Truhlar19 using Gaussian 92. It has a modified f-shell function for the oxygen

atom, in order to equate the scaling factors of the formation of the O−H bond and the

breaking of the C−H bond occurring during Scheme 1. We reproduce this basis set following

the same modification procedure. For the MP2 and the PMP2 methods our values of 19.98

kJ mol−1 and 12.30 kJ mol−1, respectively, are on average 2.60 kJ mol−1 higher than their

single-point energy values (17.33 kJ mol−1 and 9.75 kJ mol−1, respectively). The change of

version of the software package used may reasonably explain these energy variations.

The composite CBS-QB3 and W1BD methods are also evaluated here. These are com-

putational methods which include a number of pre-defined QM calculations and they are

expected to be highly reliable. Usually, one achieves a good description of reaction ener-

getics using these methods and although they are computationally more demanding than

DFT and MP2 methods, the small molecules treated here render them affordable to use. We

compute barrier heights of 9.45 kJ mol−1 for CBS-QB3 and 11.49 kJ mol−1 for W1BD. These

values are lower than any of those found with the MP2 and PMP2 levels of theory and than

those found with M05-2X and M06-2X levels of theory together with the 6-31G(d) basis set.

The value of 9.45 kJ mol−1 obtained with CBS-QB3 is in good agreement with the values

calculated with M05-2X/6-311++G(d,p) (9.23 kJ mol−1) and with M06-2X/6-311++G(d,p)

(9.32 kJ mol−1). The slightly higher value of 11.49 kJ mol−1 with W1BD agrees best with

the values derived from PMP2/cc-pVQZ (11.81 kJ mol−1) and from PMP2/adj2-cc-pVTZ

(12.30 kJ mol−1).

As may be appreciated by inspecting Table 1, the range of values for the energetics

obtained from the different electronic-structure methods is remarkably broad. The values
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for the activation energy barrier cover a range of almost 50 kJ mol−1 (including negative

values). Some general trends are also noticeable in our calculations, in particular, lower

values of activation energy barriers are obtained with larger basis sets and with a better

treatment of spin contamination. The activation energy barrier is the determining factor

in the calculation of the rate constant (cf. Equation (3)), and hence this broad variability

concomitantly leads to rate constant values spanning over eight orders of magnitude. This

large variation may be rationalized on the basis of the approximations and assumptions

attributed to each computational method as well as the size of the basis set used in any case.

The combination of the method and basis set dramatically influences the electronic energy

barrier values.

Reaction rate constant at 298 K

The rate constant value for Scheme 1 at 298 K recommended by Atkinson10 is as 1.496×108

dm3 mol−1 s−1. This value is derived from the evaluation of a three-parameter Arrhenius-

type expression fitted to a large number of experimental data points over a temperature

range from 180 to 1230 K.

Using our calculated activation barriers, the rate constant of Scheme 1 at 298 K is

computed using CTST (Equation (3)) for each of the levels of theory presented. The values

are given in Table 1 and plotted in Figure 1.

The exponential term in the CTST expression plays a dominant role in determining the

rate constant value. Therefore, as expected given the calculated barrier heights, the rate of

the reaction is considerably overestimated with the B3LYP functional, by up to three orders

of magnitude. In the case of the M05-2X and M06-2X theories the corresponding rate con-

stants vary from the same order of magnitude as the experimental value to an underestimate

of two orders of magnitude depending on the basis set used. The rate constants predicted

from the energy barriers calculated at the MP2 and PMP2 levels approach the experimental

value gradually as the size and the complexity of the basis set increase. However, PMP2 val-
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Figure 1: Rate constants of Scheme 1, calculated using Equation (3) at 298 K for various
electronic structure levels of theory. Columns of the same colour correspond to the same
method. For each method, the basis sets assessed are ordered from left to right in increasing
order of size and complexity. The QM-calculated rate constant values at 298 K are compared
with the experimental value obtained by evaluating the recommended expression given by
Atkinson10 at the same temperature. The black dashed line indicates the experimental
reaction rate value so it may easily be compared to computed values.

ues only come within one order of magnitude of the experimental value (two orders for MP2),

even with the use of very extended basis sets, such as aug-cc-pVTZ. The values computed

with the CBS-QB3 and W1BD composite methods achieve a similar level of agreement. Our

best match with the experimental value at 298 K is achieved with M05-2X/cc-pV5Z. In the

following section, geometry and frequency calculations are reported using this level of theory.
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Geometry and frequency calculations

The structural parameters for the reactant species C2H6 and ·OH, optimized using M05-

2X/cc-pV5Z, are summarized in Table 2. We compare our calculated values with available

equilibrium parameters estimated based on experimental data measured with spectroscopic

techniques93,94 (infrared, Raman, microwave and electronic spectroscopy in the ultraviolet

and visible region) and the electron diffraction method.93

As may be seen in Table 2, using the M05-2X/cc-pV5Z level of theory we find bond

lengths in good agreement with experimental values. For C2H6 our values agree best with

the spectroscopic data, although for the C-C bond length our calculated value is in better

agreement with the value estimated based on the electron diffraction method.

Table 2: Optimized bond lengths (r) and bond angles (∠) between various atoms, calcu-
lated at the M05-2X/cc-pV5Z level of theory, for reactants C2H6 and ·OH in comparison
with experimental values from the literature. QM=Quantum mechanics, SP=Spectroscopic
techniques, ED=Diffraction Method.

C2H6 ·OH

Method rC-C /Å rC-H /Å ∠HCH/o Ref. r/Å Ref.

QM 1.5239 1.0864 107.76 This work 0.9683 This work

SP 1.5280 1.0877 107.31 [93] 0.9697 [94]

ED 1.5240 1.0890 106.90 [93]

Following the geometry optimizations, frequency calculations are carried out for the re-

actants. The calculated vibrational frequencies, shown in Table 3, are in agreement with

the harmonic frequencies observed experimentally by Hansen,95 Miller96 and Chase.97 The

maximum discrepancy observed is 53 cm−1 for the first mode for both C2H6 and ·OH. We

note that larger differences, with a maximum of 199 cm−1 for C2H6 (fifth mode) and 218

cm−1 for ·OH (first mode), are observed when comparing with the fundamental frequencies

reported by Shimanouchi;98 since the calculated vibrational frequencies are obtained under

the harmonic regime, such deviations are expected.

In Table 4 the geometrical parameters for the transition state structure calculated at
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Table 3: Vibrational frequencies ν for the equilibrium optimized structures for the reactants
C2H6 and ·OH at the M05-2X/cc-pV5Z level of theory and from experimental studies.

ν/cm−1

Species Mode This work Expt. Harmonic Ref. Expt. Fundamental Ref.

C2H6

1 3096 3043 [95,96] 2954 [98]
2 1441 1449 [95,96] 1388 [98]
3 1021 1016 [95,96] 995 [98]
4 303 303 [95,96] 289 [98]
5 3095 3061 [95,96] 2896 [98]
6 1424 1438 [95,96] 1379 [98]
7 3142 3175 [95,96] 2969 [98]
8 1525 1552 [95,96] 1468 [98]
9 1235 1246 [95,96] 1190 [98]
10 3168 3140 [95,96] 2985 [98]
11 1528 1526 [95,96] 1469 [98]
12 829 822 [95,96] 822 [98]

·OH 1 3788 3735 [97] 3570 [97]
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e 

Figure 2: Optimized transition state structure at the M05-2X/cc-pV5Z level of theory. The
optimized values for the bond lengths, bond angles and dihedral angles are reported in
Table 4.
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Table 4: Optimized structure of the transition state at the M05-2X/cc-pV5Z level of theory.
The bond lengths between various atoms are represented by r, the bond angles are as specified
in Figure 2, τ1 is the H(2)-C(1)-C(2)-H(1) dihedral angle, τ2 is the H(1)-C(2)-C(1)-H(3) dihedral
angle, φ is the H(4)-C(2)-C(1)-H(1) dihedral angle, χ1 is the H(5)-C(2)-C(1)-H(4) dihedral angle,
χ2 is the H(4)-C(1)-C(2)-H(6) dihedral angle, ψ is the O(1)-H(4)-C(2)-C(1) dihedral angle and ω
is the H(7)-O(1)-H(4)-C(2) dihedral angle.

Bond length/Å Bond angle/◦ Dihedral angle/◦

rC(1)−C(2)
1.5125 a 110.52 τ1 −119.84

rC(1)−H(1)
1.0885 b 111.04 τ2 119.79

rC(1)−H(2)
1.0855 c 111.05 φ −179.30

rC(1)−H(3)
1.0854 d 107.89 χ1 −117.63

rC(2)−H(4)
1.1587 e 113.25 χ2 −115.73

rC(2)−H(5)
1.0847 f 113.61 ψ −95.38

rC(1)−H(6)
1.0848 g 171.15 ω −40.57

rO(1)−H(7)
0.9661 h 96.66

rO(1)−H(4)
1.4380

the M05-2X/cc-pV5Z level of theory are reported. The transition state has a staggered

conformation, shown in Figure 2. The breaking bond C(2)-H(4) is only 0.072 Å longer than

the equivalent bond in the reactant C2H6 suggesting that the transition state presented here

exhibits a reactant-like character. Vibrational frequency analysis of the transition state struc-

ture reveals a unique imaginary frequency (negative eigenvalue) with a value of -848 cm−1.

Rate constants at different temperatures

Using the same level of theory (M05-2X/cc-pV5Z) we carry out frequency calculations for

Scheme 1 at temperatures from 200 to 1250 K. To facilitate comparison with other meth-

ods, we denote these calculations as CTST/W where W refers to the Wigner transmission

coefficient. Temperature-dependent experimental kinetic data are found in abundance in

the literature10,11 for this reaction. The necessary thermochemical quantities, i.e., partition

functions, are recalculated at the M05-2X/cc-pV5Z level for 30 different temperature points.

Our choice to employ M05-2X/cc-pV5Z is based on the close agreement achieved with the

experimental rate constant at 298 K, together with the good agreement observed between
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computationally and experimentally derived bond lengths and angles of the reactants..
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Figure 3: Rate constants of Scheme 1 as a function of inverse temperature in the range 200-
1250 K. The red squares (�) correspond to the kIG values calculated in this work (CTST/W),
the green triangles (4) to the values computed by Hashimoto and Iwata27 using CTST-ZCT,
and the blue circles (�) to the values calculated by Melissas and Truhlar19 using CVT/SCT.
The black curve ( ) represents the rate expression recommended by Atkinson.10 The black
diamonds (♦) indicate the experimental values99–107 at the specific temperatures for which
QM calculations are performed.

The calculated rate-constant values, obtained evaluating Equation (3) at 30 different

temperatures within the range 200-1250 K, are reported in Table 5. Of the earlier compu-

tational studies that have been dedicated to this reaction, here we select and present the

findings of two studies and compare them to our results. Hashimoto and Iwata27 also em-

ployed the CTST theory but with the zero-order interpolated approximation embedded in

the zero-curvature tunnelling (ZCT) method. Their calculations cover a range of low tem-

peratures from 200 to 310 K. Melissas and Truhlar19 employed the more advanced canonical
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variational transition state theory (CVT) with small-curvature tunnelling (SCT) corrections

considering a more extended temperature range from 200 K to 3000 K. Experimental data

from the literature are also listed in Table 5 for comparison. The experimental values are

obtained using a three-parameter expression recommended by Atkinson10 evaluated at each

of the temperatures of interest. The logarithmic values of calculated and experimental re-

action rates are presented as a function of inverse temperature in an Arrhenius-like plot in

Figure 3. Clear deviations from linearity are noticeable for both the experimental and the

calculated values, especially for temperatures above 500 K.

Large differences are observed between our calculations and those of Hashimoto and

Iwata27 considering that both studies employ CTST. It may be seen in Table 5 that, for the

temperature range considered by Hashimoto and Iwata (200-310 K), we calculate significantly

lower rate-constant values with an order of magnitude difference from their values. The

difference is unexpected as Hashimoto and Iwata obtained an activation energy barrier value

of 8.45 kJ mol−1 using the CCSD(T)/aug-cc-pVDZ level of theory which is higher compared

with our value of 6.65 kJ mol−1 at the M05-2X/cc-pV5Z level of theory (cf. Table 1). The

use of frequencies and zero-point energies optimized at a lower level of theory (MP2/aug-

cc-pVDZ) in their study and the use of the zero-curvature correction for tunnelling effects

could be the main contributing factors to this difference. Interestingly, despite our use of

the more approximate CTST, our estimated rate constants appear to be in line, if slightly

overestimated with the predictions obtained by Melissas and Truhlar19 using CVT, excepting

the three lowest temperature points for which we have calculations in common, 200, 210

and 225 K. Compared with experiments, our predictions are in good agreement with the

correlated values given by Atkinson10 as well as with the individual experiments99–107 over

the entire temperature range.

In order to be able to compare quantitatively our calculations with the experimental data
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Table 5: Rate constants for the kinetics of Scheme 1 obtained from different computational and
experimental studies. CTST/W refers to the calculations of this work obtained at the M05-2X/cc-
PV5Z level of theory using the CTST (Equation (3)) with the Wigner tunnelling factor (Equa-
tion (4)). CTST/SCT refers to the rate-constant values of Hashimoto and Iwata27 obtained using
the CTST with zero-curvature tunnelling (ZCT) correction method for the geometries and frequen-
cies optimized at the MP2/aug-cc-pVDZ level of theory and the barrier heights obtained at the
CCSD(T)/aug-cc-pVDZ level of theory. CVT/SCT refers to the rate-constant values of Melissas
and Truhlar19 obtained using the canonical-variational theory (CVT) with small-curvature tun-
nelling (SCT) correction method for optimized structures at the PMP2//MP2/adj2-cc-pVTZ level
of theory. Atkinson’s recommended expression10 for the rate constant evaluated at the various
temperatures and individual experimental values80–87,99–107 (with the uncertainty given within the
parenthesis) from the literature are also reported.

kIG ×10−8/dm3 mol−1 s−1 kExpt. ×10−8/dm3 mol−1 s−1

T/K CTST/W CTST/ZCT27 CVT/SCT19 Expt.10 Expt. Ref.

200 0.474 1.855 0.564 0.296 0.273 (0.015) [100]
210 0.556 2.090 0.620 0.367 -
213 0.581 - - 0.391 0.392 (0.004) [100]
220 0.643 2.337 - 0.449 -
225 0.690 - 0.716 0.494 0.486 (0.007) [100]
230 0.737 2.608 - 0.542 0.531 (0.014) [101]
240 0.838 2.897 0.825 0.646 0.632 (0.024) [99]
250 0.945 3.210 0.897 0.762 0.753 (0.008) [100]
270 1.180 3.896 1.072 1.030 -
273 1.217 - 1.102 1.075 1.071 (0.026) [101]
280 1.307 4.276 - 1.184 1.253 (0.010) [100]
298 1.556 - 1.380 1.496 1.704 (0.117)a [80–87]
299 1.569 - - 1.512 1.482 (0.019) [101]
300 1.583 5.095 1.403 1.530 1.560 (0.048) [102]
310 1.732 5.540 - 1.724 1.778 (0.030) [100]
325 1.970 - 1.704 2.041 2.086 (0.022) [100]
327 2.002 - - 2.086 2.035 (0.022) [101]
355 2.498 - - 2.773 2.764 (0.030) [101]
396 3.342 - - 3.991 3.920 (0.163) [104]
400 3.432 - 2.910 4.124 4.643 (0.458) [103]
499 6.184 - - 8.219 9.515 (0.602) [103]
500 6.217 - 5.336 8.269 -
595 9.946 - - 13.732 13.791 (1.566) [105]
600 10.176 - 8.913 14.062 -
705 15.875 - - 21.975 20.957 (0.867) [104]
800 22.639 - 20.716 30.777 30.532 (2.047) [103]
974 39.743 - - 50.998 50.405 [106]

1000 42.888 - 40.469 54.478 -
1225 77.462 - - 89.599 92.741 (14.453) [107]
1250 82.186 - 78.890 94.056b -
a Average value of experimental data at 298 K reported in Table 1. The recommended value is not included.
b Evaluated using Atkinson’s expression10 although it is outside the recommended temperature range (180-1230 K).
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of Table 5, we calculate the mean absolute percentage error (MAPE)

MAPE =
1

N

N∑
j=1

∣∣∣∣kIG(Tj)− kExpt.(Tj)

kExpt.(Tj)

∣∣∣∣× 100, (5)

where kIG(Tj) is a computed and kExpt.(Tj) an experimental rate-constant value at a given

temperature Tj. We also calculate the scale-dependent mean absolute error (MAEln) for

comparisons between the logarithmic values of the rate constants, given as

MAEln =
1

N

N∑
j=1

∣∣ln kIG(Tj)− ln kExpt.(Tj)
∣∣ . (6)

Atkinson’s recommended expression provides a very accurate description of the experi-

mental kinetic data with a MAEln of 0.036. Henceforth comparisons are carried out with

these correlated rate-constant values instead of the individual experimental data.

The overall agreement with the experimental rate constants over the whole temperature

range 180-1250 K is very good with a MAEln of 0.213. In order to elucidate the dominant

effects that impact the rate-constant calculations at different temperatures, we split the tem-

perature range into three domains: from 200 to 299 K, from 300 to 499 K and from 500 to

1250 K; we report the MAEln in each domain in Table 6. In the low temperature range the

QM-calculated values consistently overestimate the experimental values and the resulting

value for the MAEln is 0.245. These deviations are most likely caused by tunnelling, which

is prominent at lower temperatures. Assuming the error in these conditions arises entirely

from the transmission coefficient, this would suggest that the Wigner approach overestimates

the transmission coefficient in this region by a factor of 0.80 on average. In the temperature

range between 300 and 499 K our computational model captures the experimental values

most accurately. The calculated MAEln is 0.108. This agreement confirms the validity of

the approximations (the use of the Wigner tunnelling correction factor and the harmonic

oscillator approximation for calculating the vibrational partition functions) in this temper-
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ature range. At temperatures beyond 500 K and up to 1250 K the computed rate constants

systematically underestimate the experimental values, resulting in a MAEln value of 0.259.

The discrepancy originates from the harmonic oscillator approximation adopted in this work

which is no longer valid at such high temperatures; appropriate corrections should be con-

sidered to obtain more accurate predictions in this temperature range.64,108 Melissas and

Truhlar19 recognised in their study the existence of hindered rotors in the transition-state

structure and quantified their influence; they reported correction factors for hindered versus

harmonic approximations for temperatures between 250 to 3000 K. We note that tunnelling

effects contribute little, or not at all, to the error value in this area as they are almost

negligible in this temperature range.

Table 6: MAPE (Equation (5)) and MAEln (Equation (6)) of QM-calculated rate-constant
values with CTST/W for Scheme 1 compared with the correlated values given by Atkinson’s
expression10 over temperature ranges 200-299 K, 300-499 K and 500-1250 K.

T/K MAPE (%) MAEln

200-1250 22.04 0.213

200-299 29.10 0.245
300-499 9.89 0.108
500-1250 22.64 0.259

Hybrid correlative models

Quantum mechanical methods may provide accurate predictions of the rate of the reaction of

interest, as shown, but they are inherently difficult to validate in the absence of experimental

data and they are also subject to theoretical limitations that arise from assumptions (see

large deviations at high temperatures due to the harmonic approximation). Furthermore, it

is not always practical to resort to such computationally demanding techniques, especially

in large-scale mechanisms. On the other hand, experimental measurements may also be

difficult, expensive and time-consuming. Correlative techniques, which may be very accurate

and computationally fast, are often preferred.
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With this in mind we consider now the combination of QM calculations with experimen-

tal kinetic data to develop correlative models of the reaction kinetics. We consider first the

accuracy of commonly used Arrhenius-type12,13 models when fitted to measured or compu-

tationally obtained rate constant data over specified temperature ranges. The estimation

of reliable, statistically significant values of the Arrhenius parameters may be challenging.

Large numbers of data points are usually required due to the high degree of correlation be-

tween the activation energy and the pre-exponential factor.109,110 Here we develop a hybrid

strategy for building Arrhenius-type models whose parameters are derived from both exper-

iments and QM calculations. Through this hybrid approach we aim to improve accuracy

of the model in predicting the reaction rate constant while decreasing the parametric un-

certainty. The effectiveness of the proposed hybrid approaches for building reliable models

using very few experimental data points is of special interest.

Methodology

The Arrhenius equation12 has been extensively used in studies of the changes of reaction rate

constants with temperature due to its simplicity and its broad applicability when narrow

temperature ranges are considered. Though empirical when first formulated, the equation of

Arrhenius may be related theoretically to the frequency of collisions introduced from collision

theory111,112 and the height of an energy barrier for a reaction. The combination of the two

terms gives the number of successful collisions that lead to a reaction.18

Arrhenius-type models may be derived by defining the activation energy Ea(T ) at any

temperature as18

d ln k

dT
=
Ea(T )

RT 2
. (7)

If the activation energy is assumed to be equal to a value Ẽa independent of temperature,

so that

Ea(T ) = Ẽa, (8)
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after integration Equation (7) reduces to the well-known equation

k1 = A1 exp

(
− Ẽa
RT

)
, (9)

or, in logarithmic form, to

ln k1 = lnA1 −
Ẽa
RT

, (10)

where A1 is the so-called pre-exponential factor. Subscript “1” is used hereafter to refer

to quantities obtained when assuming the activation energy is temperature-independent.

Experimentally measured or predicted rate-constant values may be used to determine A1

and Ẽa in a very straightforward manner. The assumption of a temperature-independent

activation energy leads to a linear dependency of ln k1 on 1/T which is well known to be an

oversimplification (cf. the data and results in the previous section). Alternatively, if a linear

dependence is used for Ea(T ), the following expression is often postulated:113

Ea(T ) = E?
a +mRT, (11)

where E?
a and m are temperature-independent parameters. In this case the rate constant is

obtained from Equation (7) as

k2 = A2T
m exp

(
− E

?
a

RT

)
, (12)

where an additional temperature dependence appears in the pre-exponential factor through

parameter m and the pre-exponential factor A2 is temperature-independent as before. In

logarithmic form the expression is given as

ln k2 = lnA2 +m lnT − E?
a

RT
. (13)

This expression is usually referred to as the generalized Arrhenius (GA) equation.13 Subscript
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“2” hereafter refers to quantities obtained when assuming the activation energy is linearly

dependent on temperature (Equation (11)). For a given reaction, parameter E?
a should not

typically be expected to be the same as the activation energy Ẽa appearing in the original

Arrhenius equation.

The GA expression is usually applied when data show significant deviations from linearity

- either due to large experimental uncertainty, or, more often, due to extended temperature

ranges being considered. For cases when the kinetic data fail to comply to the linearity

dictated by the Arrhenius equation, satisfactory results are found when analysing those data

in terms of the GA expression.10,114,115 It is important, however, to note that even in the

case of highly accurate experimental kinetic data, there might exist several widely different

parameter sets that may fit almost equally well the data when using Equation (12); in other

words, the inherent uncertainty of estimating the GA parameters is significant.

In the context of our work it is useful to relate the activation energies resulting from the

Arrhenius and GA models to quantities computed via electronic structure (QM) methods.

At a given temperature the Gibbs free energy of a reaction may be written in terms of its

enthalpic and entropic contributions as

∆‡G◦,IG(T ) = ∆‡H◦,IG(T )− T∆‡S◦,IG(T ), (14)

where ∆‡H◦,IG(T ) is the ideal-gas enthalpy of activation and ∆‡S◦,IG(T ) is the ideal-gas

entropy of activation. Substituting Equation (14) in Equation (1) results in

kIG = κ
kBT

h

∏
i=A,B,AB‡

(
RT

p◦

)−νi
exp

(
∆‡S◦,IG(T )

R

)
exp

(
−∆‡H◦,IG(T )

RT

)
, (15)

which may be written in a more concise form as

kIG = C(T ) exp

(
−∆‡H◦,IG(T )

RT

)
, (16)
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or, in logarithmic form, as

ln kIG = lnC(T )− ∆‡H◦,IG(T )

RT
, (17)

where the pre-exponential temperature-dependent term takes the form

C(T ) = κ
kBT

h

∏
i=A,B,AB‡

(
RT

p◦

)−νi
exp

(
∆‡S◦,IG(T )

R

)
, (18)

or

lnC(T ) = ln

(
κ
kBT

h

)
−

∑
i=A,B,AB‡

νi ln

(
RT

p◦

)
+

∆‡S◦,IG(T )

R
. (19)

Equating Equations (13) and (17) and differentiating them with respect to temperature,

neglecting the temperature dependence of entropy results in an expression that links param-

eters E?
a and m to the activation enthalpy:18

E?
a = ∆‡H◦,IG(T ) + (1−m−

∑
i=A,B,AB‡

νi)RT. (20)

The activation enthalpy term is related to the electronic energy barrier, ∆‡Eel,IG, obtained

from QM calculations as

∆‡H◦,IG(T ) = ∆‡Eel,IG + ∆‡Etherm(T ) +
∑

i=A,B,AB‡

νiRT, (21)

where ∆‡Etherm(T ) is a correction term for the internal thermal activation energy accounting

for the effects of molecular translation, rotation and vibration. Substituting Equation (21)

in Equation (20) results in

E?
a = ∆‡Eel,IG + ∆‡Etherm(T ) + (1−m)RT, (22)
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which may be further inserted into Equation (13) to give

k2 = A2T
m exp

(
−∆‡Eel,IG + ∆‡Etherm(T )

RT
− (1−m)

)
, (23)

or

ln k2 = lnA2 +m lnT − ∆‡Eel,IG + ∆‡Etherm(T )

RT
− (1−m). (24)

In Equation (24) quantities ∆‡Eel,IG and ∆‡Etherm are obtained from QM calculations and

the remaining parameters A2 and m may be obtained by fitting to available experimental

reaction rate data. We refer to this as a hybrid approach since we employ both experimental

and computed data to estimate the reaction rate constant.

Arrhenius-type hybrid models

In this section, different combinations of experimental and computational data are used,

sometimes for the entire temperature range studied and sometimes for just a few temperature

points, with the aim to derive the parameters of Equations (10), (13) and (24) such that they

reproduce the known experimental reaction rate data and such that the values of the derived

parameters are statistically significant and specifically their confidence intervals are as small

as possible. In Table 7 the different models developed in this work are presented. For each

model the equation on which the model is based is given. Whether experimental data or

QM-calculated data or a combination of both are used for fitting a model’s parameters is

indicated by descriptors such as ‘Expt.’, which refers to the use of experimental reaction

rate constants, and ‘QM’, which refers to QM-calculated rate constants with CTST/W

or activation energy values at the M05-2X/cc-pV5Z level of theory obtained in this work.

Within the parenthesis following the descriptors the temperature range over which data are

taken is indicated (either the entire temperature range from 200 to 1250 K or a specific

number of temperature points, in which case the points are explicitly written).

We first develop model “Arrhenius”, which refers to the use of the Arrhenius equa-
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Table 7: Data sets used to estimate the parameters of the various Arrhenius-type models developed in this
study for the kinetics of Scheme 1. Parameters A1 and Ẽa refer to Equation (10). Parameters A2, m and E?

a

refer to Equation (13). Descriptor “Expt.” refers to experimental reaction rate data. Descriptor “QM” refers
to QM-calculated reaction rate data obtained with CTST/W or activation energy values at the M05-2X/cc-
pV5Z level of theory. Within the parenthesis following the descriptors , the range or the specific point(s) of
temperature at which data are fitted is given. Regarding the experimental data, for the entire temperature
range the equation of Atkinson10 is used while for the specific temperature points the experimental values
of Talukdar et al.101 are used. HM=Hybrid Model.

Model Equation No. A1 m Ẽa

Arrhenius (10) Expt.(200-1250) - Expt.(200-1250)

Model Equation No. A2 m E?
a

GA (13) Expt.(200-1250) Expt.(200-1250) Expt.(200-1250)
GAQM (13) QM(200-1250) QM(200-1250) QM(200-1250)
HM A (24) Expt.(200-1250) Expt.(200-1250) Expt.(200-1250), QM(298)a

GA4T (13) Expt.(273, 299, 327, 355) Expt.(273, 299, 327, 355) Expt.(273, 299, 327, 355)
HM A4T (24) Expt.(273, 299, 327, 355) Expt.(273, 299, 327, 355) Expt.(273, 299, 327, 355), QM(298)a

a Calculated using Equation (22) at 298 K.

tion (Equation (10)), and model GA, which refers to the generalized-Arrhenius equation

(Equation (13)), by fitting both of them to the experimental reaction rate data of Atkinson

over the temperature range from 200 to 1250 K.10 Model GAQM refers to the use of the

generalized-Arrhenius equation (Equation (13)) fitted to QM-calculated reaction rate con-

stants as computed using CTST/W. It should be noted that model GAQM is purely predictive

as it is based entirely on QM calculations. A hybrid strategy is then considered in the case

of model HM A, which refers to a hybrid model based on the understanding that parameter

E?
a has the largest impact on the calculation of reaction kinetics as it is directly linked to the

activation barrier height of the reaction. In this model E?
a is given by Equation (22), with

quantities ∆‡Eel,IG and ∆‡Etherm obtained from QM calculations at the M05-2X/cc-pV5Z

level of theory, and parameters A2 and m obtained by fitting to experimental reaction rate

data in the range from 200 to 1250 K. In developing model HM A we take full advantage of

the information provided by available experimental reaction rate data while performing only

the minimum number of QM calculations possible: a fixed value for the thermal correction

activation energy term at 298 K is assumed instead of recalculating this quantity at each

individual temperature assessed. This assumption significantly reduces the time required to

develop the hybrid model.
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Models GA4T and HM A4T are of particular interest here. In these, instead of using the

entire temperature range, only four temperature points, taken over a narrow temperature

range, are considered. By reducing the number of data points, we significantly reduce the

amount of information that is needed to compute the reaction rate constants. This reduction

in data increases the intrinsic uncertainty of the parameters in the models but it is a relevant

scenario in many reactions for which only a few experimental data points are available or for

which only a few QM computations may be performed. In the development of models GA4T

and HM A4T, m and A2 are determined by fitting to experimental reaction rate constants at

273, 299, 327 and 355 K; in addition, in model HM A4T, E?
a is obtained from Equation (22)

by carrying out QM calculations at the M05-2X/cc-pV5Z level of theory to obtain ∆‡Eel,IG

and ∆‡Etherm, as in model HM A. Rate constants at the four temperature points (273, 299,

327, 355 K), are those reported by Talukdar et al.101 We choose this set of values as they

are sufficiently spread above and below the 298 K temperature and are evenly distributed.

Results

Performance of the models

A model’s accuracy in capturing a certain data set is often not enough to render the model

successful for application; the statistical significance of the parameters constituting the model

is also important. In Table 8 the parameters for the various models and their 95% confidence

intervals are listed. The corresponding MAEln values calculated by comparison with the

experimental reaction rate data of Atkinson10 using the entire temperature range (200-1250

K) are also reported in Table 8. In Figure 4 the various models developed in this study

are presented and compared with the experimental reaction rate data fitted by Atkinson’s

expression.10

Inspecting Table 8 and Figure 4, it may be seen that all the models perform well and cap-

ture the experimental reaction rate data. The GA model (Figure 4a) performs best, fitting

the experimental reaction rate data over the entire temperature range studied with a MAEln
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Table 8: Comparison of parameters and their 95% confidence intervals (CI) for the various
Arrhenius-type models developed for the kinetics of Scheme 1. Parameters A1 and A2 are
given in dm3 mol−1 s−1 and parameters Ẽa and E?

a are given in kJ mol−1. The MAEln

(Equation (5)) is also reported, comparing with the experimental reaction rate data for
Scheme 1, as shown in Table 5 for the range 200-1250 K. HM=Hybrid Model.

Model A1 95% CI m 95% CI Ẽa 95% CI MAEln

Arrhenius 1.54×1010 1.21×1010-1.96×1010 - - 11.07 10.43-11.70 0.220

Model A2 95% CI m 95% CI E?
a 95% CI MAEln

GA 9.00×103 8.92×103-9.08×103 2.00 1.99-2.01 4.15 4.14-4.16 0.002
GAQM 1.04×104 0.00-3.50×104 1.91 1.58-2.24 3.00 1.83-4.17 0.195
HM A 5.20×105 2.98×105-7.41×105 1.39 1.32-1.45 5.43a 5.28-5.58 0.069
GA4T 1.08×104 0.00-2.33×106 1.97 0.00-33.69 4.19 0.00-85.97 0.021
HM A4T 2.45×106 0.00-8.97×106 1.15 0.75-1.54 6.02a 5.05-7.00 0.118

a Calculated using Equation (20) at 298 K.

value of 0.002. The negligible error value of this approach is not surprising as the model

exploits the entire set of experimental reaction rate data available and its three-parameter

form allows for temperature effects to be taken into account. Use of the Arrhenius model

leads to the largest error (MAEln=0.220) due to the lack of temperature dependence in the

pre-exponential factor which, given the broad temperature range studied in this work, is

an unrealistic assumption. It is interesting to consider model GAQM now, which leads to

a MAEln of 0.195. As shown in Figure 4b, this model results in larger deviations from the

experimental reaction rate data at low (overestimating) and high (underestimating) tem-

perature regions while it performs better in the intermediate temperature range. However,

acknowledging that model GAQM is purely predictive, the agreement with experimental reac-

tion rate data for the entire temperature range from 200 to 1250 K may be considered good.

Model GAQM was developed using exclusively QM-calculated reaction rate data, hence when

comparison is made with those QM-calculated values for the entire temperature range (200

to 1250 K) (cf. Table 5) the corresponding error value, denoted as MAEQM
ln , is low (0.090).

Hybrid model HM A is in good agreement with the experimental rate constants; the calcu-

lated MAEln is 0.069. In contrast to the QM-based model GAQM, in which no experimental

information is used, we find that using experimental reaction rate data to fit two of the three
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parameters (m and A2) lowers the corresponding error value considerably and enhances the

model’s range of applicability as shown in Figure 4b. The fact that hybrid model HM A

performs better than the classical Arrhenius model, with a MAEln value much lower than

0.220 (cf. Table 8), is also encouraging.

The models using the reduced data101 developed in this study (GM A4T and HM A4T)

may be considered especially successful; they lead to comparatively low MAEln values across

the entire temperature range even though only four experimental data points are needed over

a narrow range. In model GA4T the level of accuracy achieved is very good (cf. Figure 4c).

The experimental reaction rate data of Atkinson10 are reproduced with a MAEln value

of 0.021 (the second lowest error of this study). For hybrid model HM A4T the agreement

achieved with experimental reaction rate data is also very good, with a MAEln value of 0.118,

a much lower value than those of the GAQM model and the classical Arrhenius model. These

results highlight the benefits of combining experimental and QM-calculated information in

the development of these models.

Model parameters and statistical significance

The classical Arrhenius model relies on two parameters (A1 and Ẽa) compared with all

the other models considered in this work, which contains three parameters (A2, m and

E?
a). As a result, distinctly different values are obtained for parameters A1 and A2, and

Ẽa and E?
a (cf. Table 8) and thus, comparisons regarding parameter values are made only

between the three-parameter models. Nevertheless, it is interesting to note that although

there is a difference of six orders of magnitude between parameters A1 and A2, this has a

relatively small impact on the predicted rate constants indicating the smaller influence that

the pre-exponential factor has on the value of the rate constant. Parameters A1 and A2 are

inherently difficult to estimate, as is perceivable from the large confidence intervals obtained

for these parameters in all the models derived here, even in cases where an extensive set of

reaction rate data (experimental or QM-calculated) is used. Conversely, parameter Ẽa in
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Figure 4: Arrhenius plots of the various models developed in this work compared with
experimental reaction rate data reported by Atkinson10 for Scheme 1 over a temperature
range from 200 to 1250 K, as shown in Table 5, illustrated here by black diamonds (♦). (a)
GA model ( ) and Arrhenius model (· · · ). (b) GAQM model ( ) and HM A model (· · · ).
(c) GA4T model ( ) and HM A4T model (· · · ).
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the Arrhenius model is well characterized with a comparatively narrow confidence interval,

lying in a range of ±0.63 kJ mol−1 of the central value.

Of the three-parameter models considered, the GA model is the one resulting in the

tightest 95% confidence intervals for its three parameters. This observation is in line with the

expectation of obtaining statistically reliable parameters when an abundance of experimental

data is available. In this model, the values we obtain for parameters m and E?
a, with narrow

95% confidence intervals of ±0.01 of the central value in each case, are identical to the

values reported by Atkinson in his recommended reaction rate expression.10 Also, evaluating

Equation (11) at 298 K, using the GA model parameter values, results in a value of 9.11

kJ mol−1 for the Ea(298) parameter, which is comparable with the value of 11.07 kJ mol−1

found for Ẽa in the classical Arrhenius model. Interestingly, the values estimated for all

three parameters A2, m and E?
a of the GA model are included within the 95% confidence

intervals of models GAQM and GA4T. They are not in the 95% confidence intervals of either

of the hybrid models (HM A or HM A4T), with the exception of A2 in the GA model which

is included in the 95% confidence interval of A2 in the HM A4T model.

Reducing the number of experimental values used for the fitting of the reaction rate data

drastically increases the uncertainty in the estimated parameters A2, m and E?
a and as a

consequence, the corresponding 95% confidence intervals broaden. This is clearly noticeable

in models GA4T and HM A4T and more so in model GA4T because only experimental sources

of information are used in developing this model and so it effectively has one more fitted

parameters than model HM A4T. The values for the fitted parameters for model GA4T are

very similar to the parameter values found for the GA model and lie just outside the 95%

confidence intervals. However, the 95% confidence intervals of all three parameters A2, m

and E?
a of model GA4T are larger by a factor of 104 (or more) than the 95% confidence

intervals of model GA. In summary, the large value of the 95% confidence intervals of model

GA4T suggests that this model consists of statistically unreliable parameters. By comparison,

in model HM A4T, reducing the number of experimental data points has a smaller impact
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on the 95% confidence intervals of the parameters. We obtain the confidence interval of

parameter E?
a in the hybrid models by evaluation of Equation (20) for the low and high

bound values of the 95% confidence interval of parameter m. The use of the QM-calculated

activation energy values in parameter E?
a together with the experimental data selected results

in tighter confidence intervals. This is the key advantage of our proposition of hybrid models.

Discussion

Based on the preceding analysis, a number of recommendations may be made for the use of

each of the models proposed in this work considering their suitability in terms of the level

of accuracy that may be needed to capture the reaction rate data, the amount of available

reaction rate data (experimental or QM-calculated) and the intrinsic uncertainty carried by

the estimated parameters.

When an abundance of experimentally measured reaction rate data is available, speaking

strictly in terms of accuracy, the empirical model GA leads to the best agreement with the

experimental data. Our proposed hybrid model HM A appears as an appealing alternative,

capturing the gas-phase kinetics of Scheme 1 very well, in particular far better than the

empirical Arrhenius model, which is conventionally used in many kinetic studies. As part of

the hybrid strategy to build model HM A, performing one extra QM calculation and obtaining

information relevant to parameter E?
a has the advantage of reducing the MAEln of the rate-

constant value by 0.150 compared with the conventional Arrhenius model’s MAEln value. In

addition, more reliable estimates for parameters A2, m and E?
a with narrower 95% confidence

intervals are obtained; this is a key advantage of the hybrid model. The importance of the

hybrid strategy is particularly highlighted when few data are available. In the scenario

of considering only four experimental reaction data points at different temperatures, again

speaking strictly in terms of accuracy, the GA4T model provides the best agreement with the

experimental data; however, its estimated parameters in this case are, to a very large extent,

statistically meaningless. By comparison, our hybrid model HM A4T, seems quite robust,
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with one of the two parameters estimated (m) especially well-defined, when fitted to four

temperature points (273, 299, 327, 355 K), and very good overall agreement (MAEln=0.118)

achieved, including extrapolation to a large range of temperatures (180-1250 K).

Conclusions

The effect of temperature on the kinetics of a hydrogen abstraction reaction has been stud-

ied computationally. We have identified the best quantum-mechanical (QM) method for

describing accurately the kinetics of this reaction and we have further developed a novel

hybrid approach to build better correlative models by combining QM calculations with ex-

perimental data.

For the calculation of the activation energy barrier of the reaction, a thorough screening

of various levels of theory was carried out. Accounting for spin-contamination effects was

found to improve the accuracy of the calculated activation barrier for the reaction; thus,

unrestricted and spin-projected methods were used. Our calculations indicated that B3LYP

fails to produce reasonable results, giving negative values for the activation barrier. The use

of M05-2X and M06-2X results in positive activation barriers, in agreement with experiments,

with lower values for more complex basis sets. Predicted activation barriers lie between

6.65 and 15.26 kJ mol−1 for M05-2X and between 7.91 and 13.27 kJ mol−1 for M06-2X for

different basis sets. A similar pattern was observed for MP2 and PMP2, which gave gradually

decreasing values of the activation barrier for increasingly complex basis sets. The lowest

overall activation barrier was calculated at the M05-2X/cc-pV5Z level. For each of the levels

of theory tested, the corresponding rate constants were calculated at 298 K. Conventional

transition state theory, with the Wigner42 correction factor accounting for tunnelling effects,

was used. The M05-2X/cc-pV5Z level of theory gave a rate constant value of 1.556 ×108 dm3

mol−1 s−1 which is in remarkably good agreement with the experimental value 1.496×108 dm3

mol−1 s−1 obtained using a three-parameter Generalized Arrhenius-type formula10 reported
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by Atkinson.10 Optimized structures and vibrational frequencies for the reactants at 298 K,

calculated at the same level of theory, also agreed well with experimental measurements.

The temperature dependence of the reaction rate constant was studied in a broad tem-

perature range between 200 and 1250 K. Good agreement with experimental reaction rate

constants, obtained by evaluation of Atkinson’s expression,10 was achieved at the M05-2X/cc-

pV5Z level. An overall MAEln of 0.213 was found comparing with experimental data for the

whole temperature range studied. A MAEln value of 0.108 was found comparing with the

experimental rate constants over an intermediate temperature range (300-499 K), in which

the validity of our assumptions concerning the tunnelling effect and the harmonic approxi-

mation is guaranteed. Our findings are also in line with the results of Melissas and Truhlar19

who used variational transition state theory to calculate the reaction rate constants of the

same reaction. The good agreement observed with their calculations indicates that CTST

may be used to describe the kinetics of the reaction of interest when combined with a highly

accurate computational method, such as the M05-2X/cc-pV5Z level of theory, without the

need for the more advanced variational transition state theory.

New hybrid correlative models, based on a generalized Arrhenius form, have been pro-

posed to predict reaction rates combining QM-calculated reaction rate data and activation

energy values with experimental reaction rate data. We find that these hybrid models offer

the best balance between model accuracy and precision of the estimated parameters (narrow

confidence intervals). Particularly, hybrid model HM A4T, where only four experimental

reaction rate data points at four different temperatures are considered and in which one QM

calculation is performed at 298 K to obtain information pertinent to parameter E?
a, proved

a good alternative to the empirical GA4T model. The MAEln value for the HM A4T model

was 0.118, compared with the corresponding value of 0.021 for the GA4T model. Moreover,

two of the three parameters (m and E?
a) included in the HM A4T model were found to be

well characterized with tight confidence intervals (approximately ±0.4 and ±0.98 kJ mol−1

of the central values, respectively) compared with the ill-defined parameters found for the
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GA4T model. Due to its pre-exponential nature parameter A2 is intrinsically difficult to

characterize accurately in either model.

Overall the hybrid models proposed in this work constitute a useful predictive approach

that may be easily extended to other reactions. These hybrid models offer the advantage

of incorporating valuable information from experiments in their parameters, while achieving

good reliability (statistical significance). They require less experimental effort to develop

than fully empirical models and they may prove a particularly useful tool when studying

reactions for which a limited number of experimental reaction rate data exist.
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Chemical and Conventional TST Calculations of Rate Constants for the OH+Alkane

Reaction. Chem. Phys. 2005, 310, 213–223.

(30) Hu, X. P.; Wang, B. X.; Gao, Y.; Yang, B. Theoretical Investigation of Mechanism for

the Gas-Phase Reaction of OH Radical and Ethane. J. At. Mol. Sci. 2011, 2, 225–233.

(31) Curtiss, L. A.; Raghavachari, K.; Trucks, G. W.; Pople, J. A. Gaussian-2 theory

for molecular energies of first-and second-row compounds. J. Chem. Phys. 1991, 94,

7221–7230.

(32) Pople, J. A.; Head-Gordon, M.; Raghavachari, K. Quadratic configuration interaction.

A general technique for determining electron correlation energies. J. Chem. Phys.

1987, 87, 5968–5975.
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