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Signatures of many-body localization in the dynamics of two-site entanglement
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We are able to detect clear signatures of dephasing—a distinct trait of many-body localization (MBL)—via
the dynamics of two-site entanglement, quantified through the concurrence. Using the protocol implemented by
M. Schreiber et al. [Science 349, 842 (2015)], we show that in the MBL phase the average two-site entanglement
decays in time as a power law, while in the Anderson localized phase it tends to a plateau. The power-law
exponent is not universal and displays a clear dependence on the interaction strength. This behavior is also
qualitatively different from the ergodic phase, where the two-site entanglement decays exponentially. All the
results are obtained by means of time-dependent density matrix renormalization-group simulations and further
corroborated by analytical calculations on an effective model. Two-site entanglement has been measured in cold
atoms: our analysis paves the way for the first direct experimental test of many-body dephasing in the MBL
phase.
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I. INTRODUCTION

The phenomenon of many-body localization [1–3] (MBL)
refers to the breakdown of ergodicity in generic disordered
many-body systems, due to quantum effects. This is a striking
counterexample to the fundamental assumptions of statistical
mechanics about the thermalization of an isolated system. For
any nonintegrable classical many-body Hamiltonian system,
the dynamics is ergodic in phase space, eventually leading
to thermalization. This occurs even for systems close to
integrability via Arnold diffusion, a phenomenon strictly
related to the celebrated KAM theorem [4,5]. In quantum
systems there is a striking exception: destructive interference
between matter waves forbids a system in the MBL phase to
thermalize. Quantum effects make the system nonergodic: no
part of it acts as a reservoir for the rest of the system.

At first glance, the existence of MBL is astonishing: due
to the presence of interactions, one expects the quantum
system to be nonintegrable and to display ergodicity and
thermalisation [6]. This behavior is, however, only apparently
strange: indeed a system in the MBL phase can be mapped
into an integrable system with an extensive number of local
integrals of motion [7–10]. Traditionally, integrable systems
are isolated points in the space of Hamiltonians, from both a
classical [4] and a quantum [11] perspective; on the contrary,
in MBL, integrability and nonergodicity do not require any
fine-tuning. Remarkably, MBL has been recently conjectured
to occur even in systems without disorder [12,13]: the contrast
with the behavior of classical systems is even more striking.

In some sense, the MBL phase is the continuation of
the Anderson localized (AL) phase [14,15] of noninteracting
particles, when interactions are turned on: the two phases
share several properties, mainly the absence of transport of any
physical quantity. At the same time MBL has distinct features
that make it qualitatively different from Anderson localization.
On one hand, while transport is frozen, correlations can still
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propagate in the MBL phase. This gives rise to a nontrivial
dynamics of entanglement which is absent in the AL phase
and which we discuss later. On the other hand, the transition to
the MBL phase does not emerge in thermodynamic quantities
but, rather, in transport and time-correlation functions. This
is indeed a dynamical transition, which requires appropriate
observables in order to be identified. These very special
properties have been recognized thanks to a constantly
growing theoretical activity, whose aims are elucidating the
distinguishing features of MBL and finding ways to detect
them in experiments.

Several works have characterized the MBL phase by the
absence of transport of charge, spin, mass [1,16–18], or
energy [19]; the emergent robust integrability [7–10,20]; the
logarithmically slow but unbounded growth of entanglement
[21–23]; the peculiarly sparse structure of eigenfunctions
[24,25]; the behavior of observables after a quantum quench
[26,27]; the persistence of the area law for entanglement up to
arbitrary temperatures and for eigenstates of arbitrary energy
in the spectrum [3,16,28,29]; and the ability to protect discrete
symmetries [30] even at infinite temperature. A comprehensive
description of this activity can be found in the reviews [3]
and [31]. At the same time several proposals have been put
forward in order to experimentally detect MBL. We quote,
for example, the interferometric probe based on coherent spin
manipulations [32], the search for revivals of magnetization
[33], and the temporal fluctuations around stationary values of
local observables [27].

The intense theoretical efforts of the last decade stimulated
an exciting race towards its experimental verification. Last
year the first beautiful experiments providing evidence of MBL
appeared in cold atomic systems [34,35] and trapped ions [36].
However, it is still debatable whether or not unique features
of MBL, which are not present in AL systems, have been
observed: experiments have focused on the propagation of
particles which are frozen in both phases. It would be highly
desirable to have a direct experimental test discriminating
between these two cases, in order to probe the MBL dephasing
mechanism. From a theoretical perspective, several different
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observables and protocols have been proposed toward this aim
(see above), but in many cases, they are difficult to implement
experimentally. The purpose of this paper is to overcome these
difficulties: we analyze in detail a probe of MBL, which is able
to discriminate it from the AL phase and is experimentally
accessible within the existing technology. We are going to
show that this probe is the two-site entanglement.

The dynamics of two-site entanglement has recently been
measured in optical lattices and in trapped ions, respectively,
in Refs. [37] and [38]. The experiment of Fukuhara et al. [37]
considers a system of atoms governed by a Bose-Hubbard
Hamiltonian. The spins of atoms are initially in a ferromagnetic
phase: after flipping a spin at a given site (local quench
protocol), the entanglement between neighboring spins is
measured as a function of time. As we discuss in detail, we
consider a slight modification of this quench protocol, namely,
the one implemented in Ref. [34]. Using this approach, and
measuring both the imbalance and the two-site entanglement,
we are able to extract the key properties of the MBL phase.
In particular, we can highlight clear differences from the AL
phase in the measure of the two-site entanglement.

Entanglement plays an important role in MBL. While
transport (of energy, spin, mass, or other macroscopically
conserved quantities) is frozen both in the MBL and in the AL
phases, quantum correlations can still propagate in the MBL
phase, giving rise to entanglement between distant sites of
the system. In this context, the mapping of any MBL system
to an integrable system with an extensive number of local
integrals of motion is crucial. Thanks to this mapping, even
in the absence of transport, when populations at every site
are stationary, it can be shown that coherences of distant sites
evolve in a nontrivial way (more details are given in Sec. V).
This phenomenon is defined as many-body dephasing: it is
ultimately responsible for the unbounded (but slow) growth
of the entanglement entropy. The situation in the AL phase is
very different. In this case, the propagation of correlations and
the entanglement growth stop after a while.

Several studies (see, e.g., Refs. [21–23] and [39–43])
have analyzed the evolution of the entanglement entropy of
large blocks in disordered spin chains. Its logarithmic growth
[21–23], intimately related to the existence of an extensive
number of local integrals of motions, has been identified as a
unique trait of MBL. However, despite recent very interesting
progress [44], the entanglement block entropy is very hard
to measure in a many-body context (virtually impossible
upon increasing the block size). On the opposite, the two-site
entanglement we are considering here is directly accessible in
cold-atom experiments.

This paper is organized as follows. In the next section
we introduce the model and the quench protocol we are
going to simulate. Both are chosen to be essentially identical
to those implemented in the experiment in Ref. [34]. The
two-site entanglement is quantified through the concurrence
defined in Sec. III. Section IV reports the results of our
density matrix renormalization-group simulations. They show
that the MBL phase is characterized by a typical power-law
decay of the concurrence. This behavior strongly contrasts
with AL, where the concurrence reaches a nonvanishing
stationary value; it is also very different from the ergodic
phase, where the concurrence abruptly vanishes after a short

transient. We are able to study how the AL phase is reached
as a vanishing-interaction limit of the MBL: the power-law
decay of the concurrence starts after a stationary, metastable,
plateau whose extension in time diverges as a power law
when the interaction vanishes. In Sec. V, we show that this
power-law behavior is reproduced by a phenomenological
integrable model of interacting qubits (the so-called “�-bit
model”): this agrees with the fact that our MBL system can
be mapped into an integrable system. In Sec. VI, we discuss a
number of additional effects (the role of number fluctuations,
finite temperature, control of laser pulses) that may arise when
measuring entanglement from experimental data. We also
provide a (more easily measurable) bound to the concurrence,
which gives very accurate results and faithfully reproduces the
essential phenomenology. Finally, Sec. VII is devoted to our
conclusions and perspectives for future work.

II. THE MODEL

We consider a generalization of the Aubry-André model
[45], which can be realized by means of a two-species
Bose-Hubbard model in the presence of a periodic potential
incommensurate with the lattice spacing. This kind of potential
is also defined as quasiperiodic, pseudorandom, or the Aubry-
André potential. In the limit in which the on-site interaction is
dominant with respect to hopping, fluctuations in the number
of particles at each site are frozen. It is then possible to derive an
effective Hamiltonian in the subspace where the occupation is
fixed at one particle per site. Here the dynamics is governed by
a spin-1/2 XXZ Hamiltonian [46,47] where the two eigenstates
of Ŝz

j represent the occupation of the j th site by one of the

two species (here Ŝα
j ≡ σ̂ α

j /2, where σ̂ α
j are the usual Pauli

matrices at site j , with α = x,y,z). In the presence of an
Aubry-André potential, the effective spin model also includes
an inhomogeneous magnetic field, leading to the Hamiltonian

Ĥ = −
∑

j

[
J (Ŝ+

j Ŝ−
j+1 + H.c.) + V Ŝz

j Ŝ
z
i+1

]

+�
∑

j

[
cos(2πβj + φ)Ŝz

j

]
, (1)

where Ŝ±
j = Ŝx

j ± iŜ
y

j are the raising and lowering operators.
The third term in Eq. (1) is due to the external quasiperiodic on-
site potential: the coupling strength appears as the parameter
�, the inverse of the incommensurate wavelength as the
irrational number β, and φ is a phase. In the following, we
consider a one-dimensional optical lattice with L sites and
open boundary conditions.

Equation (1) can be mapped, via a Jordan-Wigner trans-
formation, onto a spinless fermionic Hubbard model with a
quasiperiodic Aubry-André chemical potential:

Ĥ = −
∑

j

[J (â†
j âj+1 + H.c.) + V n̂j n̂j+1]

+�
∑

j

[cos(2πβj + φ)n̂j ], (2)

where â
(†)
j is the annihilation (creation) fermion operator,

n̂j = â
†
j aj the local number operator, J the tunneling matrix
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element between neighboring sites, and V the nearest-neighbor
interaction. The existence of an MBL phase in this model was
rigorously established in Ref. [48].

In the noninteracting case (V = 0), when the amplitude �

of the quasiperiodic potential overcomes the threshold �c = 2,
the system undergoes a transition from an ergodic to an AL
phase [45]. This transition was recently observed in a cold-
atom experiment [49]. The interacting case (V �= 0) presents
three distinct phases, depending on the choice of the coupling
constants: the ergodic, MBL, and AL phases. Although an
accurate analysis of the phase diagram is not the aim of this
work, we identified the parameters leading to the different
phases, without, however, dwelling on the precise location
of the phase boundaries. The resulting (approximate) phase
diagram in the �-V plane is reported in Appendix A.

In order to detect signatures of MBL in the two-site
entanglement, we study its time dependence after a quantum
quench. The protocol we consider is the same as in Ref. [34].
We initialize the system in the Néel state

|ψ(t = 0)〉 =|↑ , ↓ , . . . , ↑ , ↓〉. (3)

Then we follow the time evolution governed by Hamiltonian
(1), working in the subspace with total conserved spin Sz

tot ≡∑
j 〈Ŝz

j 〉 = 0. We average the quantities of interest over many
realizations of pseudodisorder, through a random sampling of
phase φ in the on-site potential. Henceforth, we fix the inverse
wavelength of the quasirandom potential to β = 532/738. We
make this choice because this is the best approximation to an
irrational number that can be done in experiments (it is the one
used in Ref. [34]). We further set J = 1 and � = 1.

III. TWO-SITE ENTANGLEMENT AND CONCURRENCE

In the model of Eq. (1), the entanglement between two sites
can be quantified through the concurrence [50]. Let us consider
two sites, i and j , and define ρi,j as the reduced density
matrix describing the subsystem formed by these two sites.
The concurrence Ci,j measures the entanglement between the
two spins located at i and j , minimized over all the possible
decompositions of the matrix

ρi,j =
4∑

a=1

pa|ψa〉〈ψa|, (4)

with arbitrary states |ψa〉 and
∑

a pa = 1 (with pa � 0). With
this definition, it can be shown that [50] Ci,j = max{0,λ(1) −
λ(2) − λ(3) − λ(4)}, where λ(α) are the square roots of the
eigenvalues of the product matrix R = ρi,j ρ̃i,j , taken in
descending order. The spin-flipped matrix ρ̃ is defined as
ρ̃ ≡ (σy ⊗ σy)ρ∗(σy ⊗ σy), where the complex conjugate
is taken in the standard basis. If Ci,j = 0, then there is a
decomposition of the reduced density matrix ρi,j in which all
states |ψa〉 are separable. The concurrence has been employed
several times to analyze many-body systems (see Ref. [51] for
a review). Here we show that its dynamics is able to distinguish
between ergodic, MBL, and AL phases.

In the case we are considering, the total magnetization Sz
tot

along the z axis is conserved: if we express ρi,j in the z basis,

we find a particularly simple block-diagonal form

ρi,j =

⎛
⎜⎜⎝

P↑↑ 0 0 0
0 P↑↓ ρ↑↓ 0
0 ρ∗

↑↓ P↓↑ 0
0 0 0 P↓↓

⎞
⎟⎟⎠, (5)

where

P↑↑ = 〈(
1
2 + Ŝz

i

)(
1
2 + Ŝz

j

)〉
,

P↑↓ = 〈(
1
2 + Ŝz

i

)(
1
2 − Ŝz

j

)〉
,

P↓↑ = 〈(
1
2 − Ŝz

i

)(
1
2 + Ŝz

j

)〉
,

P↓↓ = 〈(
1
2 − Ŝz

i

)(
1
2 − Ŝz

j

)〉
,

ρ↑↓ = 〈
Ŝx

i Ŝx
j + Ŝ

y

i Ŝ
y

j + i
[
Ŝ

y

i Ŝx
j − Ŝx

j Ŝ
y

j

]〉
(analogous expressions can be written in the fermionic
representation). The concurrence can be analytically computed
in this case,

Ci,j = 2 max[0,|ρ↑↓| − √
P↑↑P↓↓], (6)

thus reducing to a very simple form that only contains zz

expectation values and a term |ρ↑↓| which is proportional to
the local spin current (and vanishes in the long-time limit,
due to localization). It is important to keep this observation in
mind, in view of the analysis presented in Sec. VI.

Because of the incommensurate potential, the concurrence
(as well as other observables) will be site dependent. To
overcome this difficulty, we choose to analyze a single
expression containing information on all the pairs of sites;
namely, the square of the quasidisorder average concurrence
summed over the sites:

C(t) =
∑

i,j∈bulk

[Ci,j (t)]2. (7)

The bar indicates the quasidisorder average, which is per-
formed over different realizations of φ; in order to avoid
finite-size effects due to the edges, we restrict the summation
over i and j to the bulk. Precisely, we consider L/3 � i,j �
2L/3. The quantity defined in Eq. (7) allows us to discuss
in a succinct way the results for the two-site entanglement.
Moreover, (together with the 1-tangle) it allows us to extract
information on the residual multipartite entanglement of the
two selected sites [52,53]. The behavior of C(t) also reflects
the so-called monogamy properties of entanglement: A given
spin cannot be highly entangled with more than one other spin
in the system. We see that monogamy is useful to understand
the results of this paper. For simplicity, in the rest of the article
we refer to the quantity C(t) in Eq. (7) as the concurrence.

The two-site entanglement is contained in the reduced den-
sity matrix ρi,j and, consequently, can be expressed through
the different spin-spin correlations [see Eqs. (6). Temporal
fluctuations around the stationary values of local, as well as
two-spin, observables have been shown to decay as power
laws [27]. Despite providing good insight into the dynamics, a
direct relation between the behavior of the fluctuations and the
concurrence cannot be drawn because entanglement results in
a complicate function of the correlators. In general, it has been
shown that, in most cases, the two-site entanglement is not
directly related to the properties of correlation functions [51].
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Complementary to the entanglement analysis, we also study
the time evolution of the imbalance in the occupation between
even (e) and odd (o) sites [34]. In the particle representation,
this is the difference in the occupation of even versus odd
sites I = (Ne − No)/(Ne + No); in the spin representation it
is defined as

I =
〈
Sz

e

〉 − 〈
Sz

o

〉
1 + 〈

Sz
e

〉 + 〈
Sz

o

〉 . (8)

The imbalance has been measured experimentally [34,35]: it
has been observed that it tends asymptotically to a nonvanish-
ing stationary value, in both the MBL and the AL phases. As
we show, by analyzing the time dependence of I and of C, we
can distinguish the three phases. More importantly, we are also
able to capture the subtle dephasing mechanisms occurring in
the MBL phase.

IV. RESULTS

This section is entirely devoted to the discussion of the
outcomes of our simulations, concerning the dynamics of the
concurrence and the imbalance. In all the cases discussed here,
we initially prepare the system in the state |ψ(t = 0)〉 [see
Eq. (3) and we study its subsequent evolution. We choose
Eq. (3) as it is most relevant for an experimental verification
of our results. The choice of a different initial state should not
present qualitative changes in the dynamics of our observables
in the localized phase, as will become clear from the analysis
of a phenomenological model in Sec. V. In order to have
a better comparison with the existing results on the relation
between many-body dephasing and growth of entanglement,
we also compare our results with the behavior of the entropy.
The message we would like to convey is that signatures of
MBL that emerge in the entanglement entropy are evident also
in the two-site entanglement, but the latter has the important
advantage of being easier to access in experiments.

The dynamics of model (1) has been simulated using the
time-evolving block decimation strategy on matrix product
states [54,55]. We used a time step �t � 0.1 (depending on
the model parameters), a maximum bond dimension m = 200,
and a Trotter order equal to 4, leading to negligible error
thresholds for all the observables under analysis. In the specific
case of noninteracting systems, however, we have evolved
the state in time using the covariance matrix (to make use
of the simplifications arising for quadratic Hamiltonians).
We have also considered systems of different sizes, ranging
from L = 12 to L = 30 for the interacting model (V �= 0)
and up to L = 240 for the noninteracting model (V = 0). We
carefully verified that all the data presented below are robust
with L (provided L � 20), and thus our claims do not suffer
appreciable finite-size corrections. Further details on this issue
are provided in Appendix D.

Since the definition of Eq. (7) involves a summation over
many lattice points, it is useful to understand whether there are
dominant contributions to the sum. This analysis is reported in
Fig. 1, where the concurrence is plotted as a function of time for
nearest-neighbor and next-nearest-neighbor lattice sites. The
coupling constants are chosen so as to be in the AL (bottom) or
MBL (top) phase. We did not plot similar curves for the ergodic
phase, as the next-nearest-neighbor concurrence could not be
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FIG. 1. Time evolution for the concurrence at distinct r =
|i − j | distances, in a system with L = 24 sites, averaged over
16 pseudodisorder realisations. We consider sites at the center
of the lattice, precisely, r = 1 ↔ (i = L/2,j = L/2 + 1) and r =
2 ↔ (i = L/2 − 1,j = L/2 + 1). The top panel refers to the MBL
phase; the bottom panel, to the AL phase. In the ergodic phase the
concurrence for r = 2 is several orders of magnitude smaller than
Cr=1 and could not be distinguished from 0 on the scale of the plot.
The results are qualitatively similar if we consider different sites in
the bulk. The parameters are � = 3, V = 1 in the top panel and
� = 4, V = 0 in the bottom panel.

distinguished from 0 on the scale of the plot. In all phases,
the concurrence between sites more distant than two lattice
constants is essentially negligible or vanishing. We believe that
this behavior could be indirectly linked to the properties of the
eigenstates of Hamiltonian (1), which display an exponential
decay of the concurrence with the distance between sites [56].
Therefore, although we use the definition in Eq. (7), it is useful
to keep in mind that the results we present in the rest of the
section essentially reflect the behavior of the nearest-neighbor
concurrence. We also remark that our results are robust with
respect to pseudodisorder averages, in the sense that the error
induced by such averaging is barely visible on the scale of
the various figures and does not affect our conclusions (see
Appendix D for a more detailed discussion).

In the following subsections we discuss in detail the
dynamics of our system in the AL, MBL, and ergodic phases.

A. Anderson localized phase

We first consider the case with V = 0. In the absence of
interactions, the Hamiltonian reduces to a quadratic fermion
model: its dynamics can be easily studied through evaluation
of the corresponding two-point correlation functions. In Fig. 2,
the concurrence and the imbalance are plotted as a function
of time for different disorder strengths. We only present the
case L = 24, in order to be consistent with the numerical
simulations of the interacting systems: we simulated even
larger lattice lengths without seeing appreciable differences
(see Appendix D). After a nontrivial transient, which is
discussed later, both the concurrence and the imbalance
saturate oscillating around a stationary condition that depends
on the value of �. A key observation is that both of them
saturate at roughly the same time: in the Anderson insulator
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FIG. 2. Time evolution for the concurrence (top) and the imbal-
ance (bottom) in the AL phase (values of � are chosen accordingly).
The system has L = 24 sites, and results have been averaged over 102

realizations of the pseudodisorder. The color code in the two panels
is the same.

the entanglement does not evolve in time, in the regime where
the spin dynamics is frozen. We see that in the MBL phase the
behavior is qualitatively different.

In analogy with the stationary value of the imbalance [34],
the corresponding two-site entanglement is also larger upon
increasing � and moving deeper into the localized phase. This
behavior can be qualitatively understood as follows. Starting
from the factorized state of Eq. (3), the short-time (t � 1)
increase in entanglement is almost independent of � and is
essentially due to the exchange coupling terms (hopping in
fermion language) in Eq. (1). Due to the many-body dynamics,
the two-site entanglement then starts to decrease until a time t�,
after which its subsequent dynamics is frozen. We find that t�

decreases with � (Fig. 2, top panel): the larger is � (that is, the
deeper the system is into the localized phase), the earlier the
concurrence will freeze, indeed attaining a larger stationary
value. The time at which the dynamics is frozen t� should
diverge when � → 2 as a power law, i.e., t� ∼ (� − 2)−ν . We
did not perform a detailed analysis, as this aspect is tangential
to the core of the work.

We have observed that, after the initial dynamics (t ∼ 1),
the concurrence exhibits a small decay until its saturation. For
later comparison with the MBL case, it is useful to take a
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FIG. 3. Top: Decay of the concurrence to its long-time stationary
value for t � 1. In this regime, we observe a power law with an
exponent independent of �. The concurrence has been averaged over
small time bins in order to clarify the decay. Bottom: Half-chain
entanglement entropy in the AL phase as a function of time. In the
regime in which the concurrence decays to its stationary value, the
entanglement entropy and the imbalance (Fig. 2, bottom) also evolve
in time; later everything saturates to a stationary value. Numerical
values and color code are the same as in Fig. 2.

closer look at this intermediate regime. Toward this aim we
plot both the two-site entanglement (Fig. 2, top panel) and
the block entropy (Fig. 3, bottom panel). Moreover, to better
analyze the decay of the concurrence, we subtract its long-time
value (Fig. 3, top panel). In this intermediate regime, both the
entropy and the concurrence, as well as the imbalance, evolve
in time: the system has not yet frozen. On the contrary, we
see in the MBL phase that the two-site entanglement shows
a power-law decay only in the long-time limit, and not in
the intermediate regime. Moreover, in this asymptotic regime,
the spin dynamics is frozen and MBL dephasing takes place.
Therefore, the two power-law decays in the AL phase and
in the MBL phase are different phenomena, which have to
be distinguished from each other: the first one is a transient
effect occurring before the entanglement and spin dynamics
freeze; the second one is an asymptotic phenomenon occurring
when the spin dynamics has already frozen. Another clear
difference from the MBL phase emerges also in the decay of
the concurrence to its long-time limit: apparently the exponent
of the power law does not depend on the disorder strength
(Fig. 3, top panel); we see that the power-law decay in the
MBL phase behaves very differently.
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B. Many-body localized phase

Equipped with the results for the AL phase, we now discuss
what happens in the presence of interactions. We first consider
parameters for which the system is in the MBL phase (see the
phase diagram in Appendix A). As outlined in Sec. I, the spin
dynamics in the MBL phase is frozen but correlations evolve
in time due to many-body dephasing, which is connected to
the existence of an extensive number of local integrals of
motion. Such dephasing peculiarly affects the behavior of the
entanglement: a signature of this phenomenon can be seen in
the evolution of the half-system entanglement entropy, which
increases logarithmically in time only in the MBL phase. We
are going to show that signatures of these effects can also be
seen in the two-site entanglement, which shows a very special
long-time behavior unique to the MBL phase.

In Fig. 4, we show the dynamical behavior of the con-
currence (top panel) and the imbalance (bottom panel) in the
MBL phase. As discussed for the AL phase, also here the
initial dynamics, up to t � 1, is independent of � and V : in
this time regime, the only relevant terms of the Hamiltonian in
Eq. (1) are those containing the exchange couplings.

The interesting regime occurs for longer times, t � 1. In
a region where the imbalance is already frozen, we clearly
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FIG. 4. Time evolution for the concurrence (top) and imbalance
(bottom) in the MBL phase. The plot for the concurrence is set
on a log-log scale in order to highlight the power-law decay. The
system has L = 24 sites, and different strengths of the pseudorandom
potential amplitude � are considered. Data are averaged over 30
realizations of pseudodisorder.

see a power-law decay for the concurrence with an exponent
that depends on both V and �. This decay has to be
contrasted with the saturation observed in the AL phase.
Indeed we found that, in the presence of interactions, there
is a regime where transport is absent but still the two-site
entanglement evolves with time. It is important to stress that
the dephasing mechanism which leads to the power-law decay
of the two-site entanglement is the same as the one giving rise
to the logarithmic growth of the entanglement entropy. We
discuss this mechanism in detail in Sec. V. The important new
ingredient is that the two-site entanglement is “easy” to be
measured. Comparison of Fig. 2 and Fig. 4 shows that, while
the imbalance saturates in both the AL and the MBL phases,
the concurrence behaves qualitatively differently in the two
cases.

The differences between AL and MBL can be further
highlighted in the weakly interacting limit V � 1. In this case,
two regimes appear in the dynamics of concurrence. After the
common transient, the concurrence reaches a plateau typical of
the AL phase. The plateau occurs for times 1 � t � tint ∼ 1/V

(for weak interactions it is possible to separate this time scale).
Only at later times, t � tint ∼ 1/V , do interactions set in and
the concurrence start to decay as a power law. A detailed
analysis of this regime, together with the determination of tint

as a function of the interaction V , is presented in Appendix B.
One final comment is in order. The results presented here are

for the average two-site entanglement; its statistics is expected
to be very interesting as well. From perturbative constructions
of the integrals of motion [8], it is known that the mechanism
for delocalization (and in general for mixing distant spins with
a local spin) is to construct long nonlocal operators which, at
variance with the AL case, are not simply bilinear in the raising
and lowering operators. Therefore the dynamics of one spin
gets mixed with a line of spins of length ξMBL, that is, the MBL
localization length. In this way, the statistics of recurrences of
the concurrence (the times at which Ci,j returns to be nonzero)
is less regular than in the AL case: after averaging, this leads
to the power-law decay.

C. Ergodic phase

We conclude this section by analyzing the concurrence in
the ergodic phase. In this case we consider interactions V � 1.
In this regime, time-evolving block decimation simulations
are more demanding, and we are able to follow the dynamics
reliably only up to t ∼ 10. In Fig. 5 (bottom panel) we show
the imbalance as a function of time. In the ergodic phase it
should go to 0 in the long-time limit. As we can see, times
t > 10 are needed for a full equilibration. However the data
clearly show that the imbalance is still decaying towards its
stationary value.

The behavior of the concurrence (Fig. 5, top panel)
qualitatively differs from that in the previous cases: here it
vanishes abruptly. The data seem to indicate an exponential
decay (especially visible for � = 0). Due to the very fast
decay, it is hard to unambiguously distinguish between an
exponential and a high-order power-law decay. The ergodic
phase is further characterized by large revivals with a typical
period of the inverse of the exchange coupling. In the long-time
(stationary) limit, the concurrence is expected to vanish. The
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FIG. 5. Time evolution for the concurrence (top) and the imbal-
ance (bottom) in the ergodic phase. The system has L = 24 sites for
� = 3, V = 1.5, while it is slightly larger, with L = 48 sites, for
� = 0, V = 2. Our results are averaged over ∼30 realizations of the
pseudodisorder. Dashed black lines in the top panel are a guide for
the eye, to indicate the exponential decay.

system will equilibrate to an effective temperature which is
related to the energy initially injected into the system. This
effective temperature is much higher than the one (in units of
J ) for the choice of our initial states. At this temperature, any
trace of thermal entanglement has already disappeared [51].

The different time dependence in the decay of two-site
entanglement is intimately connected to the monogamy of
entanglement. Because of the much faster propagation of
excitations in the ergodic phase, entanglement will spread
faster. Consequently two-site entanglement will decay rapidly,
that is, exponentially, as observed in the simulations. The
spread, and related decay in the concurrence, is slower in the
MBL phase.

V. CONCURRENCE IN THE �-BIT MODEL

In order to corroborate our numerical results, we show that
the above discussed phenomenology can be obtained by means
of an effective model expressed in terms of the local integrals
of motion. Within this effective model it is possible to obtain
semianalytical results and, most importantly, it is natural to link
the behavior of the two-site entanglement to the dephasing that
is typical of the MBL phase.

As mentioned in Sec. I, a key feature of the MBL phase
is that it possesses an extensive number of local integrals
of motion. This notion of integrability leads to a very
insightful description of the system in terms of an effective
phenomenological �-bit model [3,7]:

Ĥ =
∑

j

hj τ̂
z
j +

∑
j �=l

Jj l τ̂
z
j τ̂ z

l + . . . . (9)

Here, {τ̂ x
j ,τ̂

y

j ,τ̂ z
j } are the localized spin-1/2 operators asso-

ciated with the local integrals of motions (in this context,
they are also called the �-bit operators: “�” stands for
localized). In the previous definition, hj are random fields,
and Jj l = Wj l e

−α|j−l| are the interaction terms, with Wj l

assumed to be a random variable uniformly distributed in
the range [−W,W ] [57]. Further terms in the Hamiltonian
include n-body interactions, with n > 2, which, for simplicity,
we do not consider here and are irrelevant for our purposes
(see later). The spins τ̂ i are local functions of the physical
spins: the precise form of this mapping is not important for
the present work. In an Anderson insulator, the couplings Jj l

are vanishing, and a set of independent noninteracting spins is
sufficient for an effective description of the dynamics over a
distance larger than the localization length.

The analysis of the model in Eq. (9) gives us the possibility
to see from a different perspective, and to clearly understand,
the difference in the behavior of the two-site entanglement
between the AL and the MBL phases. On one hand, the
Hamiltonian of an Anderson insulator will lead only to
single-bit rotations (that do not modify the entanglement). On
the other hand, in the MBL phase, the second term in Eq. (9)
is responsible for two-qubit gates (controlled phase shifts) that
lead to a time dependence of the entanglement. These terms are
the ones leading to the logarithmic growth of entropy [21–23]
(higher-order contributions to the Hamiltonian do not change
the picture). We show that they also lead to the power-law
decay of the concurrence.

The dynamics generated by the phenomenological �-bit
model gives a meaningful comparison with the exact dynamics
of Hamiltonian (1) for times t > 1. In this time regime,
the interactions and the quasiperiodic Aubry-André potential
become relevant (in the initial transient we saw that only the
exchange terms affect the concurrence dynamics).

The dynamical protocol we consider goes as follows. The
system is initially prepared in a generic separable state given
by

|ψ0〉 = ⊗L
j=1[cos(φj )|↑〉 + eiθj sin(φj )|↓〉],

where {|↑〉,|↓〉} are the eigenstates of the τ̂ z
j operator and φj ,

θj are randomly chosen parameters. The time evolution of the
�-bit operators can be easily computed (see Appendix C) and
the concurrence can be determined as a function of time. In
our analysis, we average over distinct initial states (different
realizations of {θj }, {φj }), local disorder terms “hj ” (even
though they have absolutely no effect on the concurrence),
and interacting terms “Wj l”.

As mentioned, when we are in the AL phase, Hamiltonian
(9) induces a local dynamics: it cannot lead to any change in
the entanglement. For the MBL phase the situation is much
more intriguing, because of the coupling between the �-bit

214206-7



FERNANDO IEMINI et al. PHYSICAL REVIEW B 94, 214206 (2016)

10
−1

10
0

10
1

10
2

10
3

10
410

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

t

C(
t)

α = 2, W = 1
α = 2, W = 2
α = 1, W = 1
α = 1, W = 2

FIG. 6. Time evolution for the concurrence in the �-bit model,
(9). The log-log scale highlights the power-law decay. We consider a
system with L = 72 sites and average over 102 simulations, where the
initial state and the couplings in Hamiltonian (9) are chosen randomly.

operators. Figure 6 displays the concurrence as a function of
time, averaged over random realizations of the external fields,
couplings, and initial preparation of the state. We see that the
concurrence decays as a power law, fully confirming the fact
that this form of two-site entanglement behavior is a typical
feature of MBL.

VI. EXPERIMENTAL ISSUES AND A BOUND
FOR THE CONCURRENCE

Experimentally, the detection of concurrence for unknown
two-site reduced density matrices might face some imperfec-
tions, such as the lack of complete experimental control in
the measurements, on-site number fluctuations, and thermal
smearing. For better comparison with the experiments, it is
important to consider all these issues.

The spin model of Eq. (1) does not include number
fluctuations, which are present in the native two-species Bose-
Hubbard Hamiltonian. A detailed analysis of these effects
has been performed in Ref. [58]. As long as the on-site
repulsion between bosons is much larger than their hopping (in
practice, a factor of 5 for this ratio is enough) the predictions
of the effective spin models are reliable. As far as thermal
fluctuations are concerned, the analysis in Ref. [58] confirms
that, as expected, our model is reliable for experiments if the
temperature is of the order of a few percent of the on-site
interaction.

Here it is of particular importance to address the lack
of control in the pulses that are needed to measure the
entanglement: this fact leads to the detection of smaller
correlation values. In connection with this issue, below we
provide a very useful lower bound for the concurrence. For the
present model, the qualitative behavior of this bound agrees
with the actual concurrence dynamics with a high fidelity. For
longer times the agreement becomes even quantitative, since
the bound becomes tighter with increasing time.

A full two-site reduced density matrix can be obtained by
measuring all its spin-spin correlation functions. In principle,
such measurements could be performed in a cold-atom setup
by first applying pulses at each individual spin site and
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FIG. 7. Time evolution for the concurrence (color) and its
experimental bound (gray) based on measurements performed with
global pulses at both sites (see text), in the three distinct phases: AL
(a1 and a2), MBL (b), and ergodic (c).

then allowing it to freely rotate. After the appropriate time
interval has elapsed, the measurement is performed in a fixed
basis (e.g., in the z-eigenstate basis {|↑〉,|↓〉}). However, in
cold-atom implementations of Hubbard models, pulses at
individual spin sites are not yet implemented. In this case, only
a global pulse at both spin sites is allowed, and consequently
only measurements of spin-spin correlations along the same
direction are performed. In this case, the reduced density
matrix element ρ↑↓ is approximated by

ρ̃↑↓ = 〈
Ŝx

i Ŝx
j + Ŝ

y

i Ŝ
y

j

〉 = �(ρ↑↓). (10)
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Recalling the expression for the concurrence, (6), since
|ρ̃↑↓| � |ρ↑↓|, we obtain the lower bound

C̃i,j ≡ 2 max[0,|ρ̃↑↓| − √
P↑↑P↓↓] � Ci,j . (11)

Since the concurrence is generated essentially only between
nearest-neighbor sites, let us focus on this case. Here, ρ↑↓
has a particularly simple form, ρ↑↓ = 〈â†

j âj+1〉, and a clear
physical interpretation. As we can see in Eq. (10), the bound
C̃i,j for the concurrence does not involve the imaginary parts
of the hopping terms, which physically correspond to the spin
current between the neighboring sites ∝ �(〈â†

j âj+1〉). Since
in the localized phase we should asymptotically expect no
current (despite still having a flow of information/correlations),
the above bound should become tighter with increasing time.
Precisely, ρ̃↑↓ ∼ ρ↑↓ for t � 1, and consequently, C̃i,j ∼ Ci,j .

Figure 7 compares the dynamics of the concurrence
(in color) with its bound (gray) for the three phases: AL
[Figs. 7(a1) and 7(a2)], MBL [Fig. 7(b), and ergodic [Fig. 7(c).
It is evident that, except for the initial transient, the bound
faithfully reproduces the behavior of the two-site entangle-
ment, thus making experimental detection easier.

VII. CONCLUSIONS

The aim of this paper is to show that distinct features of
the many-body localized phase can be detected through a
measure of two-site entanglement. The time dependence of
the concurrence, the measure we use to quantify two-site
entanglement, can clearly distinguish the MBL, AL, and
ergodic phases. In order to highlight this different behavior, we
studied the dynamics of two-site entanglement in a quantum
quench, as experimentally implemented by Schreiber et al.
in Ref. [34]. We stress the importance of the choice of
the quantum correlation quantifier as well as in the initial
state, since different choices could lead to distinct long-time
behaviors [59].

Here we consider a two-species Bose-Hubbard model in
an optical lattice, undergoing a quasiperiodic Aubry-André
potential. Ignoring number fluctuations, this system reduces to
the XXZ model studied here. Our results were based on time-
dependent density matrix renormalization-‘group simulations
complemented by semi-analytical calculations on an effective
model. After an initial transient, dominated by the kinetic
term in the Hamiltonian, the concurrence dynamics in the
different phases shows a strikingly different behavior. The
two-site entanglement saturates to a nonvanishing constant in
the AL phase, while it decays as a power law in the MBL phase
and exponentially rapidly in the ergodic one.

In order to corroborate the claim that the power-law decay
is a characteristic trait of the MBL phase, we analyze the same
problem using an integrable phenomenological �-bit model
[3,7], which is known to capture the essence of the MBL phase.
This is a consequence of the unitary equivalence of any MBL
system to an integrable one with localized integrals of motion.
Exploiting the integrability of the phenomenological model,
we compute the two-site entanglement in a semianalytical way,
highlighting the same power-law decay occurring in the MBL
phase of our system.

The main advantage of our proposal relies on the fact
that experimental protocols to measure two-site concurrence
have already been implemented, thus our analysis can be
tested in the laboratory. In order to make closer contact with
the experiment, we also compute a useful bound for the
concurrence that can be more easily measured. In the relevant
time regime, this bound turns out to be very close to the actual
value of the entanglement.

It is important to stress that all the results obtained in this
work hold for averaged quantities. Single-disorder realizations
have very different aspects and the power-law decay itself of
C comes from single realizations of disorder in which Ci,j

is mostly 0, except for occasional “revivals”. It would be of
great interest to analyze the full statistics of entanglement,
something that is also experimentally accessible. In fact, it
is possible that multifractal properties of the eigenstates in
the MBL phase [24,60,61] are reflected in the full counting
statistics of these revivals and higher moments of Ci,j .

A further perspective of future work will be to understand
the power-law behavior when the transition to the ergodic
phase is approached. Other interesting questions concern
the behavior of the concurrence when a local quench is
performed, especially in connection with the phenomenon of
the logarithmic light-cone propagation of correlations [40].

Note added. After the completion of the manuscript, we
became aware of a related work [62] discussing the dynamics
of the two-site quantum mutual information in the MBL phase.
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APPENDIX A: PHASE DIAGRAM

Depending on the value of its coupling constants, the
model studied in this work [Eq. (2) presents three distinct
phases: the ergodic, MBL, and AL phases. Although several
exact results [48] on the ground state and the phase diagram
along the noninteracting line [45] are known, the location
of the phase boundaries has not been worked out so far. A
detailed analysis of the phase boundaries and of their properties
lies beyond the purpose of the present work. Here we only
need a reliable analysis that enables us to unambiguously
choose the couplings in order to be in one of the three
phases. Therefore, our aim is an (approximate) phase diagram
for Hamiltonian (2). We obtain it by combining different
approaches. More precisely, we study: (i) the time dependence
of the entanglement block entropy for a bipartition of half the
system size [21–23] and (ii) the level-spacing statistics (LSS)
of the Hamiltonian [2]. A detailed discussion of the way these
quantities can discriminate the different phases can be found
in the cited references.
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FIG. 8. Phase diagram for the fermionic model, (2), at half-
filling [corresponding to the spin model, (1), at total spin Sz

tot = 0].
Points have been studied using time-evolving block decimation
simulations, for systems up to L = 24 sites, where the half-system
entanglement entropy dynamics has also been analyzed. The color
filling corresponds to the average level statistics 〈rn〉 [see Eq. (A2)
for a system with L = 12 sites. Only in correspondence to the points
can we reliably say that the system is in one of the three phases.

The entanglement entropy SA(t) of a block with A sites is
defined as

SA = −Tr[ρA log(ρA)], (A1)

where ρA = Tr �=A[ρ] is the reduced state for the corresponding
block sites. The increase in time of SA(t) behaves differently
in the three phases. We expect a ballistic growth in the ergodic
phase, in contrast to a logarithmic dependence in the MBL
phase and a saturation in the AL phase [21–23].

The rationale behind the spectral statistics approach [2]
relies on the fact that the LSS follows a Wigner-Dyson
distribution in an ergodic system and a Poisson law in an
integrable system. As we have extensively discussed, MBL
is a special case of the integrable system (the reader can
find more details on the spectral statistics in Refs. [4] and
[2,62–65]). In order to distinguish the various phases, instead
of considering the whole LSS, we can restrict ourselves to a
quantity whose average takes markedly different values in the
two distributions. Having defined the gaps between adjacent
many-body levels {En} as δn = En+1 − En � 0, we define the
ratio

0 � rn = min{δn,δn+1}/ max{δn,δn+1} � 1. (A2)

The different phases are characterized by a different value
of the average 〈rn〉 over the level spacing distribution. From
the results in Ref. [2], we expect to have 〈rn〉 � 0.386 in
the localized phase (Poissonian LSS distribution) and 〈rn〉 �
0.5295 in the ergodic phase (Wigner-Dyson LSS distribution).

The color code in Fig. 8 shows how this analysis can
discriminate between the ergodic and the localized phase.
In addition, for the points in the phase diagram marked
by a symbol, we also studied the time dependence of the
entanglement entropy. Our analysis is too simplified to draw
the phase boundary (it is not important for the present paper).
We are, however, able to discriminate the three phases at the

selected points indicated by the symbols in Fig. 8. These values
of the couplings have been used for the analysis of the two-site
entanglement.

APPENDIX B: WEAK-INTERACTION LIMIT

In the regime in which the interaction V in Eq. (1) is finite
but small, typically of the order of 10−2 to 10−1, we can
clearly separate two different time scales. On the first one (t�;
introduced in Sec. IV), the two-site entanglement saturates into
a plateau, as in the AL phase. After the second one (defined by
tint), the power-law decay typical of the MBL phase begins. In
this way we can set a clear distinction between the AL and the
MBL regimes in the same time window. We expect the effect
of MBL dynamics to appear at times of the order of tint ∼ 1/V ;
for small interactions this scale can be much larger than the
typical time scale associated with saturation in the AL phase:
tint � t�.

Our expectations are confirmed by the results shown in
Fig. 9. As shown in the top panel, for very small values of V
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FIG. 9. Top: Difference |CV �=0(t) − CV =0(t)| as a function of time.
The system has L = 24 sites and fixed disorder strength � = 3, and
results are averaged over ∼30 disorder realizations. The difference
remains negligible up to a characteristic time tint, when interactions
become relevant. This time can be extrapolated by analyzing when
the curves start to increase. Bottom: Dependence of tint on V . Inset:
δtint ≡ tint(V,�) − tint(V � 1,�), where tint(V � 1,�) � 0.7.
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the concurrence presents a “plateau” after the initial dynamics,
where it is indistinguishable from the noninteracting case.
Only after some finite time tint do the effects of interactions
play a relevant role in the dynamics and the concurrence start
to decay. Since it is strictly related to the effect of interactions,
we dub tint the interaction time.

We can give an estimate of tint by extracting it from the
time evolution of the concurrence. In order to do that, we
start giving a more quantitative definition of tint. To this end
it is illuminating to plot, at a fixed pseudodisorder strength
�, the difference |CV (t) − CV =0(t)| (Fig. 9, top panel). The
interaction time tint is defined as the time at which the
concurrence with V > 0 starts to differ from the noninteracting
one (V = 0) more than a given threshold ε. We choose ε =
0.025 in such a way as to capture the effect of the interactions,
and not just small oscillations around the noninteracting
dynamics. The results, however, are qualitatively similar for
slightly different values of ε.

The result of this analysis is reported in the bottom panel
in Fig. 9. For the case shown in the figure, with disorder
strength � = 3, this interaction time corresponds to tint(V ) ∝
V −a + b, with a ≈ 1.6 and b = 0.7 (see the inset). Therefore,
our expectation of a tint diverging as a power law for V → 0 is
confirmed, but the power-law exponent is different from what
we expected.

APPENDIX C: CORRELATIONS IN THE �-BIT MODEL

This Appendix summarizes the derivation of the time-
dependent spin-spin correlation functions in the effective �-bit
model, (9): these correlations are necessary to determine
the two-spin reduced density matrix and then the two-site
entanglement (see also Ref. [27]). According to the �-bit phe-
nomenological model, the physical spin operators {Ŝα

j }α=I,x,y,z

j=1, ..., L

of Hamiltonian (1) are, in principle, “locally” related to the
�-bit operators {τ̂ α

m}α=I,x,y,z

m=1, ..., L as

Ŝα
j =

∑
m

∑
α′

�
α,α′
j,m τ̂ α′

m , (C1)

where �
α,α′
j,m is localized, in the sense that it is nonvanishing

only in a finite range around m. The precise form of �
α,α′
j,m is

generally nontrivial to obtain, but this is not important for us.
The main message is that we expect the properties of the �-bit
operators and those of the physical spins to be similar. This
is confirmed by the results shown in Sec. V: the concurrence
obtained from the correlations of the �-bit operators shows
the same polynomial decay as the one numerically computed
for the physical spins in Sec. IV. In this Appendix we discuss
in detail the computation of the dynamics of concurrence for
pairs of �-bit sites, which is considered in Sec. V.

For this task we first need to compute the reduced density
matrix ρm,n(t) for two sites n �= m, which can be obtained
from the correlations of its �-bit operators:

ρm,n(t) =
∑

α,α′=I,x,y,z

〈
τ̂ α
m(t) τ̂ α′

n (t)
〉
τ̂ α
m(0) τ̂ α′

n (0). (C2)

It is important to stress that all the analytical formulas we
find are valid for n �= m. Let us consider the general initial

uncorrelated states

|ψ(0)〉 = ⊗L
m=1|χm(φm,θm)〉,

|χm(φm,θm)〉 = cos(φm)|↑〉 + eiθm sin(φm)|↓〉,
where {|↑〉,|↓〉} are the eigenstates of the τ̂ z

m operator. In
this way, the correlators of any �-bit operators can be easily
handled: evaluating the expectations over the initial state, we
find 〈

τ̂ α
mτ̂ α′

n

〉 = 〈
τ̂ α
m

〉〈
τ̂ α′
n

〉
, (C3)

due to the separability of this state. Exploiting this relation and
using the Heisenberg representation, all the correlators at any
times can be analytically computed, as we show below.

Since all the operators in the �-bit model commute, it is
possible to analytically compute the time evolution of any
operator in the Heisenberg picture. Since we extensively use
them in our analysis, let us just briefly recall the commutation
relation between the Pauli matrices,[

τ̂ α
j ,τ̂

β

j

] = 2i εαβγ τ̂
γ

j ,

εαβγ being the Levi-Civita coefficient. The �-bit operators
evolve in the Heisenberg picture as

d

dt
τ̂ α
m = i

[
Ĥ ,τ̂ α

m

]
.

Since τ̂ z
m commute with the Hamiltonian Ĥ of Eq. (9), they are

time independent. Let us focus on the α �= z cases. Applying
the commutation relations in the Heisenberg equations, we
obtain

d

dt
τ̂ α
m = εzαᾱ τ̂ ᾱ

m Âm, (C4)

with ᾱ = y(x) for α = x(y), and

Âm = −2

(
hmI + 2

∑
j �=m

Jmj τ̂
z
j

)
.

The solution can be cast in the form

τ̂ α
m(t) = Ĉα,−

m eiÂmt + Ĉα,+
m e−iÂmt , (C5)

where

Ĉα,±
m = 1

2

[
τ̂ α
m(0) ± i εzαᾱ τ̂ ᾱ

m(0)
]
.

Given the above expressions, we can explicitly compute the
expectation values for all local and two-point correlations. We
xtensively use the identity

eiÂmt = e−2ihmI t e−4iJmnτ̂
z
n t

⎛
⎝ ∏

j �=m,n

e−4iJmj τ̂
z
j t

⎞
⎠, (C6)

with n being an arbitrary site index.

1. Local averages

For the z-spin terms we have〈
τ z
m(t)

〉 = 〈
τ z
m(0)

〉 = cos2(φm) − sin2(φm). (C7)

For the x-spin terms we obtain〈
τ x
m(t)

〉 = sin(φm) cos(φm)[e−iθme−2ihmtKm,m(t) + H.c.],
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with

Km,n(t) =
∏
j �=m

(e−4iJnj t cos2(φj ) + e4iJnj t sin2(φj )).

An analogous expression holds for the y component.

2. Two-point correlations

For the zz correlations we have〈
τ̂ z
m(t)τ̂ z

n (t)
〉 = 〈

τ̂ z
m(0)τ̂ z

n (0)
〉 = 〈

τ̂ z
m(0)

〉〈
τ̂ z
n (0)

〉
.

As for the zx-spin terms we obtain〈
τ̂ z
m(t)τ̂ x

n (t)
〉 = [e−4iJnmt cos2(φm) − e4iJnmt sin2(φm)]

× e−iθn sin(φn) cos(φn)e−2ihntKm,n(t) + H.c.,

(C8)

where we have used the fact that〈
τ̂ z
me−4iJnmτ̂ z

mt
〉 = e−4iJnmt cos2(φm) − e4iJnmt sin2(φm).

For the zy-spin terms we have〈
τ̂ z
m(t)τ̂ y

n (t)
〉 = i[e−4iJnmt cos2(φm) − e4iJnmt sin2(φm)]

× e−iθn sin(φn) cos(φn)e−2ihntKm,n(t) + H.c.

(C9)

Finally, we compute the last correlation terms 〈τ̂ α
m(t) τ̂ α′

n (t)〉
(with α,α′ = x,y), which can be written as

τ̂ α
m(t)τ̂ α′

n (t) =
∑

bm,bn=−1,1

X̂(α,bm)(α′,bn)
m,n , (C10)

with

X̂(α,bm)(α′,bn)
m,n = Ĉα,−bm

m ebmiÂmt Ĉα′,−bn

n ebniÂnt

= Ĉα,−bm

m e−2i(bmhmI+bn2Jnmτ̂ z
m)t︸ ︷︷ ︸

m site

e−2i(bnhnI+bm2Jmnτ̂
z
n )t Ĉα′,−bn

n︸ ︷︷ ︸
n site

( ∏
j �=m,n

e−4i(bmJmj +bnJnj )τ̂ z
j t

)
︸ ︷︷ ︸

rest

.

The expectation value 〈X̂(α,bm)(α′,bn)
m,n 〉 is thus given by

〈
X̂(α,bm)(α′,bn)

m,n

〉 = e−2i(bmhm+bnhn)tGα
t (m,n,bm,bn)

× Gα′
t (n,m, − bn, − bm)∗ Ft (m,n,bm,bn),

(C11)
where

Ft (m,n,bm,bn) ≡
∏

j �=m,n

[e−4i(bmJmj +bnJnj )t cos2(φj )

+ e4i(bmJmj +bnJnj )t sin2(φj )]
and

Gx
t (m,n, − 1,bn) = e4ibnJnmt eiθm sin(φm) cos(φm),

Gx
t (m,n, + 1,bn) = e−4ibnJnmt e−iθm sin(φm) cos(φm),

G
y
t (m,n, − 1,bn) = −i

〈
Ĉx,+

m e−4ibnJnmτ̂ z
mt

〉
,

G
y
t (m,n, + 1,bn) = i

〈
Ĉx,−

m e−4ibnJnmτ̂ z
mt

〉
.

Using Eqs. (C10) and (C11), it is possible to compute
〈τ̂ α=x,y

m (t)τ̂ α′=x,y
n (t)〉.

APPENDIX D: FINITE-SIZE CORRECTIONS AND
ERRORS DUE TO STATISTICAL AVERAGES

We first discuss the influence that finite-size effects may
have during the relaxation dynamics of model (2). Due to
the presence of disorder, which is responsible for many-body
dephasing, we expect that deep in the localized phase the
relaxation process will not be very sensitive to the size of
the simulated systems, up to the time scales we are able to
reach. This is what we observe in Fig. 10, when monitoring
the time evolution of the concurrence C. Finite-size effects in

the MBL phase start to be visible for L = 12 sites at t � 10,
while they are are virtually absent on the same time scale for
L � 18 (top panel). In the ergodic phase, due to the absence
of localization, one would expect a more pronounced size
dependence. Anyway, in view of the very small time scales
we are able to reach (t � 10), in all our simulations finite-size
corrections are safely under control for L � 18 (bottom panel).
We point out that, in order to avoid any unwanted dependence
on the matrix truncation of our MPS simulations, we fixed the
bond link at m = 200 for all data sets. For this value of m,
we carefully checked that our results had reached the conver-
gence for the times plotted in the figures.

We conclude this section by discussing the variance of our
quantities of interest, which is induced by the averages over
different disorder realizations. Let us focus on the average
concurrence defined in Eq. (7) and calculate its variance by
propagating the error according to

Var(C(t)) =
∑

i,j∈bulk

∣∣∣∣∂C(t)

∂Cij

∣∣∣∣Var(Cij (t))

=
∑

i,j∈bulk

2 C(t) Var(Cij (t)), (D1)

where Var(Cij (t)) is the variance of the two-site concurrence.
The data in Fig. 11 display three representative cases, where it
emerges that the relative error induced by the pseudodisorder
averages (top panel) decreases with V . The averages have
been performed over the same number of pseudodisorder
realizations as the data presented in Sec. IV. Apart from the
quasi-AL phase (where we were, however, able to substantially
increase the statistics, due to the integrability of the model),
we note that it also decreases with time, in such a way that our
description of the concurrence long-time dynamics is basically
unaffected (bottom panel). A similar result can be found for
the imbalance I of Eq. (8) (data not shown here).
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FIG. 10. Time evolution for the concurrence in the MBL phase
(top panel; � = 3, V = 1) and in the ergodic phase (bottom panel;
� = 3, V = 1.5). The various data sets are for different system sizes,
according to the legend.
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FIG. 11. Top: Relative variance of the concurrence as a function
of time, as quantified by Eq. (D1). Data refer to three emblematic cases
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and very close to the AL phase (V = 0.01). Bottom: Concurrence as
a function of time, for the same cases as before. Error bars quantify
the variance with respect to the disorder average. Results shown are
averaged over 30 pseudodisorder realizations.
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