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## ABSTRACT

In this thesis, new artificial neural network methods that compute all eigenpairs of a matrix with real eigenvalues are introduced and evaluated. The basic learning rule presented is used to find eigenpairs associated with both positive and negative eigenvalues. The above rule is extended to finding all eigenpairs employing as much parallelism as possible. The algorithms presented are: Serial Deflation, Serial-pipelined deflation and Parallel-pipeline, The three algorithms extract all eigenpairs in order, and Parallel pipeline performs better than the other two. It computes results faster and has the highest degree of parallelism.
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## CHAPTER ONE Introduction

Computing the eigenvalues and associated eigenvectors of a given real matrix is necessary in many scientific disciplines. This computation is important for scientific and engineering problems such as signal processing, control theory, and geophysics [21]. The general solutions of differential equation systems often require knowledge of the spectral quantities, i.e. the eigenvectors and eigenvalues. Also, the meaning of the covariance matrix in statistics is most clear when the eigenpairs are known. Besides the standard methods for computing eigenvalues and their eigenvectors, there is a great interest in computing eigenpairs using neural techniques [9]-[10], [17]-[21]. The word eigenvalue derives from the German word eigenwert; eigen means peculiar, characteristic and wert means value. An eigenvalue is one of those special values of a parameter in a particular equation for which the equation has a solution. Specifically, the nontrivial solutions of the equation $\mathbf{A x}=\lambda \mathbf{x}$ were introduced by Lagrance in 1762 to solve systems of differential equations with constant coefficients. The nonzero solutions are the eigenvalues, and the term was introduced by Hilbert in 1904
to denote a property of integral equations. Later on, eigenvalues became attached to matrices [11]. In the case of a differential equation, a single-valued, finite, and continuous solution is found only for particular values of a parameter and these are the proper-values or eigenvalues of the differential equation. Detailed mathematical definitions are given in section 1.1 .

### 1.1 Computing eigenpairs: background

Finding the eigenvalues of a square matrix is a difficult problem that arises in a wide variety of scientific applications. The solution of many physical problems requires the calculation, or at least estimation of the eigenvalues and corresponding eigenvectors of a matrix associated with a linear system of equations. A few definitions are necessary to better understand the problem.

Definition 1 A nonzero vector $\mathbf{x} \in \mathfrak{R}^{n}$ is an eigenvector (or characteristic vector) of a square matrix $\mathbf{A} \in \mathfrak{R}^{n \times n}$ if there exists a scalar $\lambda$ such that $\mathbf{A} \mathbf{x}=\lambda \mathbf{x}$. Then $\lambda$ is an eigenvalue (or characteristic value) of $\mathbf{A}$ [1].

In other words, a number $\lambda$ is an eigenvalue of the $\mathrm{n} \times \mathrm{n}$ matrix $\mathbf{A}$ if and oniy if the homogeneous system

$$
(\mathbf{A}-\lambda I) \mathbf{x}=0
$$

has nontrivial solutions. Furthermore, the nontrivial solutions of the above equation are the eigenvectors of $\mathbf{A}$ associated with eigenvalue $\lambda$. So, in order to compute the eigenvalues and eigenvectors of a given $n \times n$ matrix $A$, we must solve the system $\mathbf{A x}-\lambda \mathbf{x}=\mathbf{0}$. The matrix form of this equation is in Definition 1 .

Definition 2 If $A$ is a real $n \times n$ matrix, the polynomial defined by

$$
p(\lambda)=\operatorname{det}(\mathbf{A}-\lambda \mathbf{I})
$$

is called the characteristic polynomial of $\mathbf{A}$ [8].
Definition 3 If $\mathbf{A}$ is a real $n \times n$ matrix, the equation defined by

$$
\operatorname{det}(\lambda \mathbf{I}-\mathbf{A})=0
$$

is called the characteristic equation of $\mathbf{A}$ [3].
It is known that $p$ is an nth-degree polynomial with real coefficients and, consequently, has at most $n$ distinct roots; some of these roots may be complex [8].

Definition 4 An eigenvalue $\lambda_{i}$ and the associated nonzero eigenvector $v_{1}=\left[v_{i 1}, v_{i 1}, \ldots, v_{\text {in }}\right]$ are referred to as an eigenpair.

Definition 5 The magnitude of a vector
$\mathbf{v}=\left[\mathrm{v}_{1}, \mathrm{v}_{2}, \ldots, \mathrm{v}_{\mathrm{n}}\right] i \mathrm{~s}\|\mathbf{v}\|=\sqrt{\mathbf{v} \cdot \mathbf{v}}=\sqrt{\left(\mathrm{v}_{1}^{2}+\mathrm{v}_{2}^{2}+\ldots+\mathrm{v}_{\mathrm{n}}^{2}\right.}$.
It is also called the norm or length of a vector, where denotes the inner product operator.

Definition 6 The distance between vectors $\mathbf{u}$ and $\mathbf{v}$ is defined to be

$$
d(\mathbf{u}, \mathbf{v})=\|\mathbf{u}-\mathbf{v}\|=\sqrt{\left(\mathbf{u}_{1}-v_{1}\right)^{2}+\left(\mathbf{u}_{2}-\mathrm{v}_{2}\right)^{2}+\cdot \cdot+\left(\mathrm{u}_{\mathrm{n}}-\mathrm{v}_{\mathrm{n}}\right)^{2}}
$$

The distance will be used as an error measure between the computed eigenvector and the ldeal eigenvector.

Definition 7 The largest in magnitude eigenvalue of a matrix $\mathbf{A}$ is called the dominant eigenvalue [8].

Definition 8 For two vectors $\mathbf{x}$ and $\mathbf{Y}$, the cosine of the angle between them is defined as
$\cos (\theta)=\frac{\mathbf{x} \bullet \mathbf{y}}{\|\mathbf{x}\|\|\mathbf{y}\|}=\frac{\sum_{i=1}^{n} x_{i} y_{j}}{\sqrt{\sum_{i=1}^{n} x_{i}^{2}} \sqrt{\sum_{i=1}^{n} y_{i}^{2}}}$.

If $\cos (\theta)$ is close to 1, then $x$ and $y$ are close to having the same direction. If cos $(\theta)$ is close to -1 , then $\mathbf{x}$ is approximately $\mathbf{y}$.

Example 1 Find the eigenvalues and eigenvectors of

$$
\mathbf{A}=\left[\begin{array}{ll}
3 & 1 \\
1 & 3
\end{array}\right]
$$

Solution.

$$
\mathbf{A}-\lambda \mathbf{I}=\left[\begin{array}{ll}
3 & 1 \\
1 & 3
\end{array}\right]-\left[\begin{array}{ll}
\lambda & 0 \\
0 & \lambda
\end{array}\right]=\left[\begin{array}{ccc}
3 & -\lambda & 1 \\
1 & 3- & \lambda
\end{array}\right]
$$

and $\operatorname{det}(\mathbf{A}-\lambda I)=(3-\lambda)(3-\lambda)-1$. Setting det $(\mathbf{A}-\lambda I)=0$ and solving for $\lambda$ gives $\lambda=4$ and $\lambda=2$. To find the elgenvalue for $\lambda=4$ we must find a nonzero solution to

$$
\begin{aligned}
& (3-4) x+y=0 \\
& x+(3-4) y=0
\end{aligned}
$$

This system just demands that $y=x$. So an eigenvector for the eigenvalue 4 is the vector $[1,1]$ or any nonzero multiple of it.

Similarly, to find an eigenvector for $\lambda, 2$ we solve

$$
\begin{aligned}
& x+y=0 \\
& x+y=0
\end{aligned}
$$

This gives the relation $y=-x$ which in turn shows that $[1-1]^{\mathrm{T}}$ is an eigenvector for $\lambda=2$.

We can summarize our findings by writing that $\mathbf{A}=\mathbf{C D C}^{-1}$

$$
\mathbf{D}=\left[\begin{array}{ll}
4 & 0 \\
0 & 2
\end{array}\right], \quad \mathbf{C}=\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

where the diagonal entries of $\mathbf{D}$ are the eigenvalues of $\mathbf{A}$, and the column vectors of $\mathbf{C}$ are their corresponding eigenvectors. This example was taken from [8].

The three types of matrices are mentioned or used in this thesis are symmetric, positive-definite, and positive semidefinite.

Definition 9: A square matrix is said to be symmetric if its elements are symmetric about the diagonal. That is to say $A_{i j}=A_{j i}$ for all $i$ and $j$.

Definition 10: A matrix $A$ is positive definite if
$(\mathbf{A v}) \bullet \mathbf{v}>0$
for all vectors $\mathbf{v} \neq 0$. All Eigenvalues of a positive definite matrix are positive.

Definition 11: A matrix A is positive semidefinite if
$(\mathbf{A v}) \cdot \mathbf{v} \geq 0$
for all $\mathbf{v} \neq 0$.

The eigenvalues from these three kinds of matrices are real numbers.

### 1.2 Using neural networks to compute eigenpairs

Artificial neural networks (ANN) are a growing part of the study of artificial intelligence and are intended to be a link to true biological machines [16]. In order to build intelligent machines, the naturally occurring model is the human brain. For that purpose, one of the first things that comes to mind is simulating the function of the brain directly on a computer. Computers today have remarkable abilities including the ability to store vast quantities of information and perform extensive arithmetic calculations without error. Their circuits operate very fast, and humans cannot approach such capabilities [16]. On the other hand, computers cannot efficiently perform simple everyday tasks like walking, talking, natural language processing, and common sense reasoning. Current artificial intelligence systems cannot do any of these tasks better than humans.

The need for a processor that has the functionality of the human brain and the speed of a computer attracted and still attracts many researchers to ANNs [19]. An artificial neural network is a machine or algorithm modeled after the design and function of the brain. For the most part, neural network architectures are not meant to duplicate the operation of the human brain, but to receive inspiration from known facts about how the brain works [16].

Figure 1. Simple feedforward neural network
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In general, a network consists of many simple processors, also known as nodes or neurons, that are linked together in layers. There are input and output layers, each containing any number of nodes. As illustrated in Figure 1, there can be a number of hidden layers separating the input from the output, also containing an arbitrary number of nodes. Each node contains some small amount of data and each link between the nodes has a value (weight) associated with it, as shown in Figure 1. The concept of the biological machine stems from the idea that the input nodes are equivalent to neurons, and the links are equivalent to the synapses plus axons.

The network is trained in a way that the weights are modified until the ANN, for a given input, produces the correct or most correct output. This training can be done using either supervised or unsupervised learning. An ANN undergoes supervised learning when the input vectors and the corresponding output vectors are used. In a way, there is a teacher to guide the network to the correct output. Learning in supervised networks is often times achieved by a method called back propagation. The difference between the desired and actual network outputs is observed, then the network is modified, and the
procedure repeats until correct results are obtained. So, the neural network minimizes an error function of the output. Unfortunately, back propagation has problems. First it is slow, secondly it is difficult to analyze the actions of the hidden layers, and finally results are not always produced due to weaknesses of the gradient descent method, (i.e. local minima can distract from gradient descent) [10].

In unsupervised learning there is no teacher; father, the neural network incorporates local information and internal rules to associate the different inputs with the different outputs. This makes it more similar to the workings of the brain, which does not have an internal teacher. Unsupervised learning is best suited for situations where there is a great deal of redundancy in the input. By repetition, the network organizes itself to distinguish patterns or features in the data $[20]$.

It is interesting to research and study how parallel structures, like neural networks, can solve problems like the computation of eigenvalues and their corresponding eigenvectors. According to many researchers, neural computing defined by dynamic systems is a very promising
approach for solving real time computational problems [9][21].

### 1.3 Review of previous work

In unsupervised learning, a neural network must discover for itself patterns, regularities, features, correlations, or categories of the input data and code for them in the output [10]. While discovering these, the network changes its parameters, a process called selforganization [10].

Assuming we have an input vector with components $\xi_{i}$, and each component has a weight $w_{i}$ associated with it. If we consider the simplest case of a single linear unit, its scalar output V is

$$
\begin{equation*}
V=\sum_{i} w_{i} \xi_{i}=\mathbf{w}^{T} \xi=\xi^{T} \mathbf{w} \tag{1}
\end{equation*}
$$

where w is the weight vector. The network architecture is shown in Figure 2. Hebbian learning, a fundamental learning mechanism [10], is represented by this learning rule:

$$
\begin{equation*}
\Delta w_{i}=\eta V \xi_{i} \tag{2}
\end{equation*}
$$

where $\eta$ is the learning rate, a small positive constant. The product $V \xi_{i}$ is the standard Hebb rule and is present one form or another in many learning rules, including the one presented in this thesis (section 2.1).

Figure 2. Architecture for simple hebbian learning


The problem here is that the weights keep on growing without bound and learning never stops [10]. To avoid this, Oja [13] added weight decay proportional to the square of the output $v^{2}$ to the plain Hebbian rule

$$
\begin{equation*}
\Delta w_{i}=\eta V\left(\xi_{i}-V w_{i}\right) . \tag{3}
\end{equation*}
$$

oja's rule above causes its weight vector to converge to the eigenvector that corresponds to the largest elgenvalue $\lambda_{\text {max }}$ of matrix $C$, the covariance matrix of the data set [13].

Several researchers have extended Oja's rule to multineuron networks that extract all eigenvectors of the covariance matrix C of a given input set of vectors [10], [18]-[19]. Sanger's rule [18], for example, projects the outputs of an input vector $\xi$ onto the space of the first M principal components. The updated rule 1 s

$$
\begin{equation*}
\Delta W_{i j}=\eta V_{i}\left(\xi_{i}-\sum_{k=1}^{i} V_{k} W_{k j}\right) \tag{4}
\end{equation*}
$$

This rule is most often used in applications since it is robust and also extracts the principal components individually in order [10].

Georgiou and Tsai approached the problem of finding the eigenvectors of a symmetric positive definite matrix (with neural networks) in a novel way [9]. Data having approximately a specific covariance matrix (the given matrix) is randomly generated, and then the APEX [12] neural architecture and algorithm is used to extract the eigenvectors [20].

In the above studies, learning rules are applied to the covariance matrix of the data (input) vectors, and the eigenvalues and eigenvectors extracted are those of the
covariance matrix. In this thesis, the direct problem is investigated: given a matrix $\mathbf{A}$, find all eigenvalues and associated eigenvectors of $\mathbf{A}$.

In [17], a dynamical method that produces estimates of real eigenvectors and eigenvalues was presented. The technique proposed is applied to estimate eigenspectra of real n -dimensional k -forms. Their approach was based on a spectral splicing property of the line manifolds often found in solutions of polynomial differential equations [17].

In [21], a dynamical system for computing the eigenvectors associated with the $\lambda_{\max }$ of a positive definite matrix $\mathbf{A}$ is described. They used the rule:

$$
\begin{equation*}
\frac{d \mathbf{x}}{d t}=\mathbf{A} \mathbf{x}-f(\mathbf{x}) \mathbf{x} \tag{5}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in \mathfrak{R}^{n}$ and function $f(\mathbf{x})$ satisfies certain assumptions [21]. As it is mentioned in the same paper, the first term on the right-hand side in equation 5 can be considered as the standard Hebb rule term (equation 1), and the second term acts to bound the length of vector x [21].

Also, in [21] is mentioned that researchers have looked at the cases where $f(\mathbf{x})=\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}$ and $f(\mathbf{x})=\mathbf{x}^{\mathrm{T}}$, using positive definite matrices as input.

Samardizija and Waterland in [17] propose sign reversal to obtain negative eigenvalues: use $\frac{d \mathbf{x}}{d t}=\mathbf{A x}-\left(\mathbf{x}^{\mathrm{T}} \mathbf{x}\right) \mathbf{x}$ for positive eigenvalues and $\frac{d \mathbf{x}}{d t}=-\mathbf{A x}-\left(\mathbf{x}^{\mathrm{T}} \mathbf{x}\right) \mathbf{x}$ for negative.

In this thesis, we find negative eigenvalues and their associated eigenvectors without sign reversal.

Statement of the problem: Use a new neural network algorithm to compute all eigenpairs of a symmetric matrix (i.e., with real eigenvalues).

1. Introduce a new learning rule to find eigenpairs associated with both positive and negative eigenvalues.
2. Introduce algorithms that extend the new rule above to be able to find all eigenpairs employing as much parallelism as possible. The algorithms to be explored are:
a. Serial Deflation
b. Serial-pipelined deflation

## c. Parallel-pipeline

### 1.4 Thesis preview

Chapter Two of the thesispresents the theory of the new rules and the new neural algorithms that solve the eigenvalue-eigenvector problem given a matrix. A. The mathematical foundations, theorems, and proofs are presented and discussed.

To be more specific, equation (5) is used in [21] to compute the eigenvector corresponding to the largest eigenvalue of a positive definite matrix A, i.e. all eigenvalues of $A$ are positive. In this thesis, equation (5) is modified to compute eigenpairs of a real symmetric matrix. The only limitation now is that matrix A should have real eigenvalues. Also, besides computing the eigenvector corresponding to the largest eigenvalue, the modified rule can extract the eigenvector associated with the smallest negative eigenvalue of A. Depending on the initial value of eigenvector $x$, convergence can be directed to find the eigenpair that belongs to the largest positive or smallest negative eigenvalue. In addition, a serial deflation technique is used to extract the remaining eigenpairs [4], [6]. A serial-pipelined deflation algorithm
is introduced to extract all eigenpairs in parallel-like fashion. Lastly, a third, even more efficient algorithm (Parallel-pipeline) is used to extract all eigenpairs in parallel fashion.

In Chapter Three the specifics of the implementation method and the software simulation aspects are presented. In Chapter Four the computer simulation results are presented and discussed. In Chapter Five conclusions are drawn, and in Chapter Six future studies possibilities are outlined.

## CHAPTER TWO The new learning rules and algorithms

This chapter contains the new learning rules and algorithms of this thesis. The proposed learning rule and its derivation are presented in section 2.1. In the derivation, Lagrange multipliers are used [2]. This method is suitable for solving optimization problems like the one in section 2.1 .

Next, in section 2.2, the three new methods (Serial Deflation, Serial-Pipelined deflation, and ParallelPipeline) for extracting all eigenpairs and their derivations are presented and discussed. The deflation theorem from numerical analysis in 2.2 .1 was taken from [6].

In the Parallel-pipenine pipeline section (2.2.3), we extend $\Delta \mathbf{x}=\eta\left(\mathbf{A x}-\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right) \mathbf{x}\right)$ to a rule that extracts all eigenpairs. Sanger [18] extended Oja's rule (equation 4) to extract all eigenpairs of the covariance matrix (which is always positive semi-definite) of the given data vectors, whereas we extend $\Delta \mathbf{x}=\eta\left(\mathbf{A x}-\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right) \mathbf{x}\right)$ to compute all. eigenpairs of a symmetric matrix.

Sanger's rule (equation 5) uses the Gram-Schmidt orthogonalization procedure (well known in linear algebra
[1], [3]) to expand Oja's rule. It is important in that it uses only local computations, a characteristic that makes it attractive for neural networks applications. Also, it computes all eigenvectors at the same time: during each iteration a correction to the eigenvectors is made until all converge to their true values.

Sanger's rule although related to the deflation technique [6] of finding successive eigenvectors in that each eigenvector depends on the previous one, it differs in that computation is not done in the serial manner of deflation, but in a more paralel one.

### 2.1 The modified learning rule

A square matrix $A$ is the input to the new learning rule. The only restriction on $A$ for this rule is that $A$ is a square matrix with real eigenvalues. The new rule computes the largest positive or the smallest negative eigenvalue and associated eigenvector according to the initial value of the product $\mathbf{x}^{\mathrm{T}} \mathbf{A}$.

Let $A \in \mathfrak{R}^{n} x^{n}$ be a square matrix with real eigenvalues. The scalars $\lambda_{\text {minneg }}$ and $\lambda_{\text {maxpos }}$ denote the smallest negative and the largest positive eigenvalue of $\mathbf{A}$, respectively (if such
values exist). In the case that $\mathbf{A}$ does not have any negative eigenvalues then $\lambda_{\text {minneg }}$ does not exist since it is defined as the smallest negative eigenvalue. Conversely, when $\mathbf{A}$ has only negative eigenvalues, $\lambda_{\text {maxpos }}$ does not exist. Define the product

$$
\begin{equation*}
\boldsymbol{\kappa}_{i}=\mathbf{x}_{i}^{\mathrm{T}} \mathbf{A} \mathbf{x}_{1} \tag{6}
\end{equation*}
$$

and the learning rule

$$
\begin{equation*}
\mathbf{x}_{i+1}=\mathbf{x}_{i}+\left(\eta \kappa_{i}\right)\left(\mathbf{A} \mathbf{x}_{i}-\kappa_{i} \mathbf{x}_{i}\right) \tag{7}
\end{equation*}
$$

that can also be written as

$$
\begin{equation*}
\Delta \mathbf{x}=\eta\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right)\left(\mathbf{A} \mathbf{x}-\left(\mathbf{x}^{\mathrm{T}} \mathbf{A}\right) \mathbf{x}\right) \tag{7b}
\end{equation*}
$$

where $\eta$ is the learning rate (in this case, $\boldsymbol{\eta}$ is a small positive real number) and $\mathbf{x}=\left(\mathrm{x}_{1}, \cdots \cdot, \mathrm{x}_{\mathrm{n}}\right) \in \mathfrak{R}^{\mathrm{T}}$. As the square of the magnitude of $\mathbf{x}\left(\|\mathbf{x}\|^{2}\right)$ converges to $1, \kappa$ converges to elgenvalue $\lambda_{\text {maxpos }}$ of $\mathbf{A} 1 f \kappa_{0}$ is positive or to $\lambda_{\text {minneg }}$ if $\kappa_{0}$ is negative. At the same time, $x$ converges to the eigenvector associated with the eigenvalue that $\kappa$ converges to (either $\lambda_{\text {maxpos }}$ or $\lambda_{\text {minneg }}$ ).

### 2.1.1 Derivation

Let $A \in \Re^{n}$ n be a square matrix with real eigenvalues, e.g. A can be symmetric. Then the field of values of A is
the set $\left\{\mathbf{x}^{\mathrm{T}} \mathbf{A x}: \mathbf{x} \in \mathfrak{R}^{n},\|\mathbf{x}\|=1\right\}$ which is an interval on the real line whose endpoints are elgenvalues. The endpoint furthest from the origin maximizes the expression ( $\left.\mathbf{x}^{\mathrm{T}} \mathbf{A x}\right)^{2}$, under the constraint $\|\mathbf{x}\|=1$. Hence we can obtain an extreme eigenvalue by solving the constraint optimization problem

$$
\max \left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right)^{2}, \mathbf{x}^{\mathrm{T}} \mathbf{x}=1
$$

We can solve such optimization problems using the Lagrange multiplier method. Let $\lambda$ be a Lagrange multiplier. Then the problem is, equivalent to maximizing $E(x)$.

$$
E(\mathbf{x})=\frac{1}{2}\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right)^{2}, \lambda\left(\mathbf{x}^{\mathbf{T}} \mathbf{x}-1\right)
$$

We can use gradient descent to minimize $\mathrm{E}(\mathbf{x})$. The gradient of $E(\mathbf{x})$ with respect to $\mathbf{x}$

$$
\nabla_{\mathbf{x}} \mathrm{E}=-2\left(\mathbf{x}^{\mathrm{T}} \mathbf{A x}\right) \mathbf{A x}+2 \lambda \mathbf{x}
$$

At equilibrium, $\nabla_{*} \mathrm{E}=0, \mathrm{so}$

$$
-\left(\mathbf{x}^{\mathrm{T}} \mathbf{A x}\right) \mathbf{A x}+\lambda \mathbf{x}=0
$$

Right multiplying by $\mathbf{x}^{\text {r }}$,

$$
-\left(\mathbf{x}^{\mathrm{T}} \mathbf{A x}\right)\left(\mathbf{x}^{\mathrm{T}} \mathbf{A x}\right)+\lambda \mathbf{x}^{\mathrm{T}} \mathbf{x}=0
$$

or

$$
\lambda=\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right)^{2}
$$

hence, we write

$$
\nabla_{\mathbf{x}} E=-2 \mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}(\mathbf{A} \mathbf{x}-\lambda \mathbf{x})
$$

The gradient above can be written in dynamical system form as:

$$
\nabla_{t} \mathbf{x}=\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\left(\mathbf{A} \mathbf{x}-\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right) \mathbf{x}\right)
$$

or as the learning rule:

$$
\Delta \mathbf{x}=\eta\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right)\left(\mathbf{A} \mathbf{x}-\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right) \mathbf{x}\right)
$$

### 2.2 Finding all eigenpairs

An $n \times n$ matrix $A$ has precisely $n$, not necessarily distinct, eigenvalues that are roots of the polynomial $p(\boldsymbol{\lambda})=\operatorname{det}(\mathbf{A}-\boldsymbol{\lambda} \mathbf{I}) . \quad$ In theory the eigenvalues are obtained by finding the $n$ roots of the characteristic polynomial $p(\lambda)$. After this, the associated linear system must be solved to find the corresponding eigenvectors. In practice, finding eigenpairs is not that simple. The characteristic polynomial is difficult to obtain, and finding the roots of an nth-degree polynomial can be difficult unless we deal with small values of $n$. This leads to the necessity of constructing approximation techniques and algorithms to find eigenvalues and the associated with them eigenvectors. Many such matrix algebra iterative methods exist. One of the approximation
techniques that will be used here is the deflation technique.

### 2.2.1 Serial deflation

In general, deflation techniques involve forming a new matrix $\mathbf{B}$ from the original matrix A whose eigenvalues are the same as those of $\mathbf{A}$ with the exception that the dominant eigenvalue of $\mathbf{A}$ is replaced by the eigenvalue 0 in matrix $\mathbf{B}$.

Deflation theorem from numerical analysis: Suppose that $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\mathrm{n}}$ are eigenvalues of $\mathbf{A}$ with associated eigenvectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{\mathrm{n}}$, and that $\lambda_{1}$ has multiplicity one. If $\mathbf{x}$ is any vector with the property that $\mathbf{x}^{t} \mathbf{v}_{1}$, then

$$
\begin{equation*}
\mathbf{B}=\mathbf{A}-\lambda_{1} \mathbf{v}_{1} \mathbf{x}^{\mathrm{t}} \tag{12}
\end{equation*}
$$

is the matrix with eigenvalues $0, \lambda_{2}, \lambda_{3}, \ldots, \lambda_{n}$ and associated eigenvectors $\mathbf{v}_{1}, \mathbf{w}_{2}, \mathbf{w}_{3}, \ldots, \mathbf{w}_{\mathrm{n}}$ where $\mathbf{v}_{\mathrm{i}}$ and $\mathbf{w}_{\mathrm{i}}$ are related by the equation

$$
\begin{equation*}
\mathbf{v}_{\mathbf{i}}=\left(\lambda_{i}-\lambda_{1}\right) \mathbf{w}_{\mathbf{i}}+\lambda_{1}\left(\mathbf{x}^{\mathrm{t}} \mathbf{w}_{\mathrm{i}}\right) \mathbf{v}_{1} \tag{13}
\end{equation*}
$$

for each i $=2,3, \ldots, n$.
The idea is to first find $\lambda_{1}$ and its associated eigenvector $\mathbf{v}_{1}$ using the learning rule of equation 7. Then, deflate matrix $\mathbf{A}$ using equation 12 store the result back to $\mathbf{A}$, and iterate the rule again to find the $\lambda_{2}-\mathbf{v}_{2}$ eigenpair and continue like that until we extract all eigenpairs. If the matrix has negative eigenvalues ( $\lambda_{\text {minneg }}$ exists), we can also work backwards starting from $\lambda_{\mathrm{n}}=\lambda_{\text {minneg }}$ and by deflating A and iterating the rule extract the eigenpairs in reverse order, from $\lambda_{n}$ to $\lambda_{1}$.

### 2.2.2 Serial-pipelined deflation

Next step of this research is to cast the serial deflation process as a neural network. To do that, we need to construct an algorithm that extracts all eigenpairs in parallel fashion.

## Table 1. The Serial-pipelined deflation algorithm

 Declare$\mathbf{A}_{0}, \mathbf{A}_{1}, \ldots, \mathbf{A}_{n}: n \mathrm{x} n$ matrices
$\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{\mathrm{n}}$ : n size vectors randomly initialized
$\eta_{0}, \eta_{1}, \ldots, \eta_{\mathrm{n}}$ : real learning rates
While not all have converge Begin

$$
\begin{aligned}
& \Delta \mathbf{x}_{\mathrm{A}_{0}}=\eta_{0}\left(\mathbf{x}_{\mathrm{A}_{0}}^{\mathrm{T}} \mathbf{A}_{0} \mathbf{x}_{\mathrm{A}_{0}}\right)\left(\mathbf{A}_{0} \mathbf{x}_{\mathrm{A}_{0}}-\left(\mathbf{x}_{\mathrm{A}_{0}} \mathbf{A}_{0} \mathbf{x}_{\mathrm{A}_{0}}\right) \mathbf{x}_{\mathrm{A}_{0}}\right) \\
& \mathbf{A}_{1}=\mathbf{A}_{0}-\left(\mathbf{x}_{\mathrm{A}_{0}}^{\mathrm{T}} \mathbf{A}_{0} \mathbf{x}_{\mathrm{A}_{0}}\right) \mathbf{x}_{\mathrm{A}_{0}} \mathbf{x}_{\mathrm{A}_{0}}^{\mathrm{T}} \\
& \Delta \mathbf{x}_{\mathrm{A}_{1}}=\eta_{1}\left(\mathbf{x}_{\mathrm{A}_{1}}^{\mathrm{T}} \mathbf{A}_{1} \mathbf{x}_{\mathrm{A}_{1}}\right)\left(\mathbf{A}_{1} \mathbf{x}_{\mathrm{A}_{1}}-\left(\mathbf{x}_{\mathrm{A}_{1}}^{\mathrm{T}} \mathbf{A}_{1} \mathbf{x}_{\mathrm{A}_{1}}\right) \mathbf{x}_{\mathrm{A}_{1}}\right) \\
& \mathbf{A}_{2}=\mathbf{A}_{1}-\left(\mathbf{x}_{\mathbf{A}_{1}}^{\mathrm{T}} \mathbf{A}_{1} \mathbf{x}_{\mathbf{A}_{1}}\right) \mathbf{x}_{\mathbf{A}_{1}} \mathbf{x}_{\mathbf{A}_{1}}^{\mathrm{T}} \\
& \Delta \mathbf{x}_{\mathbf{A}_{n-1}}=\eta_{\mathrm{n}-1}\left(\mathbf{x}_{\mathbf{A}_{n-1}}^{\mathrm{T}} \mathbf{A}_{\mathrm{n}-1} \mathbf{x}_{\mathbf{A}_{n-1}}\right)\left(\mathbf{A}_{n-1} \mathbf{x}_{\mathrm{A}_{n-1}}-\left(\mathbf{x}_{\mathbf{A}_{n-1}}^{\mathrm{T}} \mathbf{A}_{n-1} \mathbf{x}_{\mathbf{A}_{n-1}}\right) \mathbf{x}_{\mathbf{A}_{n-1}}\right) \\
& \mathbf{A}_{n}=\mathbf{A}_{n-1}-\left(\mathbf{x}_{\mathbf{A}_{n-1}}^{T} \mathbf{A}_{n-1} \mathbf{x}_{\mathbf{A}_{n-1}}\right) \mathbf{x}_{\mathbf{A}_{n-1}} \mathbf{x}_{\mathbf{A}_{n-1}}^{\mathrm{T}} \\
& \Delta \mathbf{x}_{\mathbf{A}_{n}}=\eta_{\mathrm{n}}\left(\mathbf{x}_{\mathrm{A}_{n}}^{\mathrm{T}} \mathbf{A}_{\mathrm{n}} \mathbf{x}_{\mathrm{A}_{n}}\right)\left(\mathbf{A}_{n} \mathbf{x}_{\mathrm{A}_{n}}-\left(\mathbf{x}_{\mathrm{A}_{n}}^{\mathrm{T}} \mathbf{A}_{n} \mathbf{x}_{\mathrm{A}_{n}}\right) \mathbf{x}_{\mathbf{A}_{n}}\right)
\end{aligned}
$$

End

To introduce parallelism to serial deflation, instead of deflating matrix $\mathbf{A}$ when one of the eigenpairs has been completely computed, we deflate by a small quantity after each iteration. We need to iterate as many learning rules as the number of eigenpairs ( $n$ ) that we are extracting.

For each iteration: after a rule has been updated, "partial" deflation takes place. Table 1 contains the algorithm:needed to implement serial-pipelined deflation in pseudo code. According to the size of the matrix used, the corresponding number of learning rules is used to extract the eigenvalues and eigenvectors.

### 2.2.3 Parallel-pipeline rule

In this section we propose a new rule that extends the basic rule:

$$
\begin{equation*}
\Delta \mathbf{x}=\eta\left(\mathbf{A} \mathbf{x}-\left(\mathbf{x}^{T} \mathbf{A} \mathbf{x}\right) \mathbf{x}\right) \tag{13}
\end{equation*}
$$

that is used for extraction of only one, the dominant, eigenpair.

The new rule is:

$$
\begin{equation*}
\Delta \mathbf{x}_{\mathrm{i}}=\eta\left(\mathbf{A} \mathbf{x}_{\mathrm{i}}-\sum_{k=0}^{i}\left(\mathbf{x}_{\mathrm{i}}^{\mathrm{T}} \mathbf{A} \mathbf{x}_{\mathrm{k}}\right) \mathbf{x}_{\mathrm{k}}\right) \tag{14}
\end{equation*}
$$

where $\eta>0$ is the learning rate (a small positive constant), $A$ is a given $n \times n$ positive semi-definite matrix, and $\mathbf{x}_{i}, 1 \leq i \leq n$, are the eigenvectors, as column vectors, ordered by decreasing importance. Notice that for i $=1$ the new rule collapses to the basic rule of equation (13).

The parallel pipeline rule uses only local computations, a characteristic that makes it attractive for neural networks applications. Another characteristic is that computes all eigenvectors at roughly the same time. A correction to the eigenvectors is made at each iteration until all converge to their true values.

Still each eigenvector depends on the previous one, but now the computation is done in a way more parallel than serial-pipelined deflation.

### 2.2.3.1 Derivation of parallel-pipeline rule

The new rule is derived using Lagrange multipliers and mathematical induction. This rule and the idea to use Lagrange multipliers in the derivation are due to Dr. Georgiou. Supposed that the first $1-1$ (most dominant) eigenvectors of $\mathbf{A}$ have been obtained and are normalized: $\mathbf{x}_{1}, \mathbf{x}_{2}, .,, \mathbf{x}_{i-1}$. The problem now is to find the next normalized eigenvector $\mathbf{x}_{1}, i \leq n$. We cast the problem as an optimization one and solve it with the method of Lagrange multipliers. The objective function we would like to maximize is

$$
\begin{equation*}
\kappa_{i}=\mathbf{x}_{\mathrm{T}}^{\mathrm{T}} \mathbf{A} \mathbf{x}_{1} \tag{15}
\end{equation*}
$$

and the constraints are:

$$
\begin{align*}
& \mathbf{x}_{i}^{T} \mathbf{x}_{i}=1  \tag{16}\\
& \mathbf{x}_{i}^{T} \mathbf{x}_{k}=0,1 \leq k \leq i \tag{17}
\end{align*}
$$

Equation (16) ensures that $\mathbf{x}$ is normalized and equation (17) that $\mathbf{x}$ is orthogonal to all previous eigenvectors. Using Lagrange multipliers $\lambda_{k}, 1 \leq k \leq i$ for the constraints, we form a new function that we would like to maximize:

$$
\begin{equation*}
G\left(\mathbf{x}_{i}, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{i}\right)=\mathbf{x}_{i}^{T} \mathbf{A} \mathbf{x}_{i}+2 \sum_{k=1}^{i-1} \lambda_{k} \mathbf{x}_{i}^{T} \mathbf{x}_{\mathbf{k}}+\lambda_{i}\left(\mathbf{x}_{i}^{T} \mathbf{x}_{i}-1\right) \tag{18}
\end{equation*}
$$

The gradient of function $G$ with respect to all variables must equal zero at the extremum:

$$
\begin{equation*}
\nabla_{\mathbf{x}_{i}} G=\mathbf{A} \mathbf{x}_{i}+\sum_{k=1}^{i-1} \lambda_{k} \mathbf{x}_{k}+\lambda_{i} \mathbf{x}_{i}=0 \tag{19}
\end{equation*}
$$

Left multiplying Equation (19) with $\mathbf{x}_{i}^{T}$, and using constrains (16) and (17), we obtain

$$
\begin{equation*}
\lambda_{i}=-\mathbf{x}_{i}^{T} \mathbf{A} \mathbf{x}_{i} \tag{20}
\end{equation*}
$$

Left multiplying Equation (19) successively by $\mathbf{x}_{1}^{T}, \mathbf{x}_{2}^{T}, \ldots, \mathbf{x}_{i-1}^{T}$, and again using constraints (16), (17) the following results:

$$
\begin{equation*}
\lambda_{i}=-\mathbf{x}_{k}^{T} \mathbf{A} \mathbf{x}_{i}, 1 \leq k \leq i \tag{21}
\end{equation*}
$$

Substituting the $\lambda^{\prime}$ s back to equation (19), the gradient now becomes:

$$
\begin{equation*}
\nabla_{\mathbf{x}_{i}} G=\mathbf{A} \mathbf{x}_{i}+\sum_{k=1}^{i-1}\left(\mathbf{x}_{k}^{T} \mathbf{A} \mathbf{x}_{i}\right) \mathbf{x}_{k}-\left(\mathbf{x}_{i}^{T} \mathbf{A} \mathbf{x}_{i}\right) \mathbf{x}_{i}, \tag{22}
\end{equation*}
$$

Which can be written more compactly as

$$
\begin{equation*}
\nabla_{\mathbf{x}_{i}} G=\mathbf{A} \mathbf{x}_{i}+\sum_{k=1}^{i}\left(\mathbf{x}_{k}^{T} \mathbf{A} \mathbf{x}_{i}\right) \mathbf{x}_{k} . \tag{23}
\end{equation*}
$$

Thus, using gradient ascent, we write the new learning rule:

$$
\begin{equation*}
\Delta \mathbf{x}_{\mathrm{i}}=\eta\left(\mathbf{A} \mathbf{x}_{\mathrm{i}}-\sum_{k=1}^{i}\left(\mathbf{x}_{\mathrm{i}}^{\mathrm{T}} \mathbf{A} \mathbf{x}_{\mathrm{k}}\right) \mathbf{x}_{\mathrm{k}}\right) \tag{24}
\end{equation*}
$$

which the same as Equation (14).
We note that for $i=1$ equation (24) reduces to the basic rule of equation (13), which will converge to the most significant eigenvector, and thus the mathematical induction is complete.

Since less significant eigenvectors depend on the more significant ones, it is expected that the more significant ones will converge faster. In practice we noticed that the more significant ones converge almost at the same time for square symmetric matrices of dimension three and four and faster for higher dimension matrices.

### 2.2.3.2 Relating parallel-pipeline and Sanger's rules

The new rule is analogous the one proposed by Sanger: Sanger's rule works with data vectors, whereas the new rule works with a given symmetric matrix.

By applying the expectation operator on Sanger's rule its relationship to the new rule is illustrated.

$$
\begin{equation*}
\left\langle\Delta \mathbf{x}_{i j}\right\rangle / \boldsymbol{\eta}=\sum_{p} \mathbf{x}_{p p} \mathbf{A}_{\rho j} \quad-\sum_{k=1}^{i}\left(\sum_{p q} \mathbf{x}_{k q} \mathbf{A}_{p q} \mathbf{x}_{i q}\right) \mathbf{x}_{k j} \tag{25}
\end{equation*}
$$

or

$$
\begin{equation*}
\left\langle\Delta \mathbf{x}_{i}\right\rangle=\boldsymbol{\eta}\left(\mathbf{A} \mathbf{x}_{i}-\sum_{k=1}^{j}\left(\mathbf{x}_{k}^{\mathrm{A}} \mathbf{A} \mathbf{x}_{i}\right) \mathbf{x}_{k}\right) \tag{26}
\end{equation*}
$$

It can be seen from the above equation, the right hand side is identical to Equation (24). Although this is not a rigorous argument, since one left hand side has the expectation operator and the other does not, still the similarity of the two equations is striking, and the two rules can be considered analogous. Sanger's rule can be used for finding the elgenvectors of the covariance matrix of given data vectors and the new rule for finding the eigenvectors of a given symmetric matrix.

## CHAPTER THREE Implementation

Testing the proposed learning rule under different conditions was very important during the first stages of the research. The simulation programs use a ct+ class library developed by Laurent Deniau in CERN, Switzerland. It was downloaded from http://wwwinfo.cern.ch/~ldeniau/, and the library was build with g+t compller version 2.7 .2 under the UNIX (System $V$ Release 4.0 ) operating system. The matrix class of the library offers the member function elg() which is used to calculate the elgenpairs of symmetric matrices. This function was used in the program to compare the computed results with ideal ones. The Maple mathematical package was used to compare results also. To generate the graphs associated with the simulation results, gnuplot was used. It should be noted that implementations of neural algorithms do have many free variables that usually are randomly initialized. When I (via email) asked Dr. Terry Sanger why a particular implementation of Sanger's rule did not converge, he replied "if it's not converging, the usual problem is a rate that is too high .. try using the rule with just 1 output eigenvector, find the fastest rate that gives good convergence."

Depending on the variables used, initial conditions should be adjusted so the algorithm used produces results. In that fashion, the learning rate that performs best for the three algorithms used in this thesis was chosen. The matrices of which the eigenpairs should be computed are random symmetric to avoid cases of matrices with complex eigenvalues.

### 3.1 Finding extreme eigenvalues and eigenvectors

To find the extreme eigenvalues $\lambda_{\text {minneg }}$ and $\lambda_{\text {maxpos, }}$ the initial value for $\kappa_{0}$ is checked and when the desired for our computation $\kappa_{0}$ is obtained (section 2.1 ), the learning rule is applied to the matrix. Since the matrix is constant, what makes $\kappa_{0}=\mathbf{x}_{0}^{\mathrm{T}} \mathbf{A} \mathbf{x}_{0}$ positive or negative is the initialization value of vector $\mathbf{x}_{0}$. If we want to find $\lambda_{\text {maxpos }}$ then $\kappa_{0}=\mathbf{x}_{0}^{\mathrm{T}} \mathbf{A} \mathbf{x}_{0}$ should be positive. The value of $\kappa_{0}=\mathbf{x}_{0}^{\mathrm{T}} \mathbf{A} \mathbf{x}_{0}$ must be negative if we want the rule to converge to $\lambda_{\text {minneg }}$. If $\lambda_{\text {minneg }}$ does not exist, then the rule automatically finds $\lambda_{\text {maxpos. }}$ Also, if $\lambda_{\text {maxpos }}$ does not exist then we find $\lambda_{\text {minneg }}$ instead.

The implementation has three steps. First the declaration of all needed variables and constants (vectors, matrices, learning rate), second the initialization of the variables, and third the iteration of the learning rule until convergence is achieved, i.e., until it converges to vector $\mathbf{x}$ with the square of its length $\|\mathbf{x}\|^{2} \approx 1$. For step two the random number generator that comes with $C$ language was used to initialize $\mathbf{A}$ and $\mathbf{x}_{0}$. The learning rate was set to 0.01. After a certain number of iterations, the learning rate is divided by a constant; the default is 500 iterations, and that way the learning rate becomes smaller and smaller but not less than 0.001 . This technique is often used in Neural Networks to make similar rules converge faster [10]. When iteration of the rules starts, division on predefined intervals gradually decreases the relatively large learning rate ( 0.01 ), i.e., the rate is divided by 1.01 after every 500 iterations. The rate should not be decreased too much because learning is slowed down proportionally to the decrease of the learning rate. For that reason, the smallest rate used is very close to 0.001.

When trying to find $\lambda_{\text {maxpos. }} \mathbf{x}_{0}$ must be initialized to a value that makes $\kappa_{0}$ positive. Function getposinitval() was implemented for that reason. On the other hand, $\mathbf{x}_{0}$ has to be initialized to a value that results to a negative $\kappa_{0}$ for convergence to $\lambda_{\text {minneg. }}$ Function getneginitval() was implemented to do that. Both functions initialize $\mathbf{x}_{0}$ with random values and then compute $k_{0}$. If the result is the desired one, the $\mathbf{x}_{0}$ is returned. Otherwise, $\kappa_{0}$ is computed again by trying a new random initialization of $\mathbf{x}_{0}$. If there is no $\mathbf{x}_{0}$ that makes $\kappa_{0}$ positive then $\mathbf{A}$ does not have a positive eigenvalue. Likewise, if there is no $\mathbf{x}_{0}$ that makes $\kappa_{0}$ negative then A does not have a negative eigenvalue. Accordingly, both functions have a limit to how many times they initialize $\mathbf{x}_{0}$. If the appropriate value has not been found after a hundred iterations, then the current value of $\mathbf{x}_{0}$ is returned.

### 3.2 Serial deflation implementation

Again, to obtain a value for $\mathbf{x}_{0}$ that will convergeto either $\lambda_{\text {maxpos }}$ or $\lambda_{\text {minneg, function getposinitval }}$ ) or getneginitval() must be used during initialization. As
mentioned earlier, if $\kappa_{0}$ is negative then the learning rule converges to the eigenvector associated with the smallest negative eigenvalue, whereas if $\kappa_{0}$ is positive it finds $\lambda_{\text {maxpos }}$. It should be noted at this point that $\lambda_{\text {maxpos }}$ and $\lambda_{\text {minneg }}$ do not have to be a dominant eigenvalue to make serial deflation work.

The actual eigenpairs are calculated using the included with the c++ library member function eig() of the matrix class. Because this function works only with symmetric matrices, Maple was used to compute the ideal eigenpairs in some early experiments (Appendix A).

The segment of the program that implements serial deflation extracts the $n$ eigenpairs of an $n \times n$ matrix serially and in order.

We can either start from $\lambda_{\text {maxpos }}$ and continue deflating and iterating equation (7) until we find $\lambda_{\text {min }}$ and its associated eigenvector, or we can start from $\lambda_{\text {minneg }}$ and continue until all eigenpairs are found (in reverse order). If no $\lambda_{\text {maxpos }}$ exists then we find $\lambda_{\text {minneg }}$ first and vice-versa.

### 3.3 Serial-pipelined deflation implementation

Since the eigenpairs in this case are computed after each iteration, we have to initialize all eigenvalue and eigenvector variables before the iterations of the rules start. For example, if we choose $\mathbf{A}$ to be a $4 \times 4$ matrix, four eigenpairs should be extracted. For each eigenpair to be computed, iterating rule (7) is used. The four rules will be iterated, each is depending on the previous one, until all converge. Thus, all $\kappa_{i} s\left(\kappa_{i}=\mathbf{x}_{i}^{\mathrm{T}} \mathbf{A} \mathbf{x}_{i}\right)$ must be initialized before we start iterating.

As it was mentioned earlier, if the eigenvalue of an eigenpair to be computed is positive, the initial value for that eigenvalue $\left(\kappa_{i}\right)$ before we start iterating should also be positive. Conversely, when the eigenvalue of the eigenpair to be extracted is negative, its starting value should also be negative. If a random symmetric matrix is used, it is impossible to know beforehand how many eigenvalues will be negative and how many will be positive, in order to initialize them accordingly. To overcome this initialization problem, matrices with positive eigenvalues are used for the serial-pipelined deflation algorithm. For
the rest of the implementation, the serial-pipelined deflation algorithm of table 1 (section 2.2.2) is used.

The pipeline nature of the algorithm is illustrated in figure 3. At each stage, we deflate the matrix and pass it to the next stage. For example, in the second pipeline stage matrix $\mathbf{A}_{1}$ is needed, so we deflate $\mathbf{A}_{0}$ using $\mathbf{x}_{0}$ (equation 12 in 2.2.1) and then we iterate the learning rule.

Figure 3. Simplified hardware implementation of serialpipelined deflation


### 3.4 Parallel-pipeline implementation

For the same reason as with the serial-pipelined deflation algorithm, $\mathbf{x}_{i} s$ are initialized to values that make $\kappa_{i} S$ positive, i.e. the symmetric matrices used have positive eigenvalues.

For an $n \times n$ size matrix, $n$ learning rules are used, to compute $n$ eigenpairs. The rules are iterated until they all converge. Equation (14) on section 2.2 .3 is used to compute each eigenvector. The first rule extracts the largest eigenvector, the second computes the second largest, and so on. Thus, the eigenpairs are extracted in parallel and in order.

Figure 4 illustrates what we get if we view the parallel-pipeline algorithm as a pipeline. Matrix A is the same for all stages since no deflation takes place. Each stage is an iterating rule. So, all preceding vectors ( $\mathbf{x}_{1}$ to $\mathbf{x}_{i-1}$ ) are needed to update the rule that computes $\mathbf{x}_{i}$. For example, in the third stage we need $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ to iterate the rule associated with $\mathbf{x}_{3}$.

Figure 4. Simplified hardware implementation of parallelpipelined method


## CHAPTER FOUR Computer simulation results and discussion

Symmetric matrices of different dimensions were used as input to the simulation programs. When testing the proposed rule and the three different algorithms, eigenpairs from $2 \times 2$ to $10 \times 10$ size symmetric matrices were successfully computed. For the results presented in this chapter, symmetric and symmetric positive-definite matrices of size $3 \times 3$ and $4 \times 4$ were used. To calculate the actual eigenvalues and eigenvectors, the build-in to the c++ library member function eig() is used since all matrices are symmetric (function eig() works only with symmetric matrices using the Jacobi algorithm to find eigenpairs). The computed eigenpairs are almost equal to the actual eigenpairs (calculated by function eig()) within a tolerance of 0.0000001 . There exist cases where the eigenvector with opposite sign is computed. This is acceptable since a vector with opposite sign is simply an eigenvector in the opposite direction.

### 4.1 Sample runs

Graph 1 shows how the rule converges for matrix
$\mathbf{A}=\left[\begin{array}{ccr}-8.4 & 1.4 & -1.8 \\ 1.4 & -6 & -4.8 \\ -1.8 & -4.8 & 5\end{array}\right]$.
Graph 1. The square of the norm of $\mathbf{x}$ vs. epochs


For this particular run, the computed $\lambda_{\text {maxpos }}$ was 7.10624
with associated eigenvector $\mathbf{x}^{T}=[-0.139299-0.353633$
$0.924954]$. The value of $\kappa_{0}$ was positive, so the learning rule converged to $\lambda_{\text {maxpos. The }}$ number of iterations needed for convergence was 3616.

The computed $\mathbf{x}$ was equal to the actual ( $\mathbf{x}_{a}$ ) returned from function eig() within a tolerance of 0.0000001 .

Graph 2 depicts how the rule converged for same matrix
A but with different initial x.


The learning rate is the same for both runs. The only parameter that changed was the initial $\mathbf{x}_{0}$. The result of this was to need 37,289 iterations to converge, almost ten times more than the number required during the first run. Also, $\mathbf{x}_{0}=-\mathbf{x}_{\mathrm{a}}$ which is the eigenvector with opposite direction.

Graphs 3 and 4 show how the rule converged when finding $\lambda_{\text {minneg }}$ and its associated eigenvector first.

Graph 3. The square of the norm of $x$ vs. epochs


The same $A$ and learning rate were used for graphs 3 and 4 . As before, the number of iterations required for the rule to converge is different. This indicates that the rule is sensitive to initial conditions even if the only variable that changes in this case is the initial value of $\mathbf{x}$.


### 4.2 Comparing results

When the $\|\mathbf{x}\|^{2}$ converges to 1 , that does not necessarily imply that x converged to an elgenvector. The Euclidean. distance of two vectors is a measure of how close they are in space. The distance between the computed $\mathbf{x}$ and the actual (or ideal) $\mathbf{x}_{\text {a }}$ provides a good measure of the quality of the result.

As mentioned earlier, the learning rule sometimes converges to $\mathbf{x}_{\mathrm{a}}$ and other times to - $\mathbf{x}_{\mathrm{a}}$. In the first case the distance goes to zero, and in the second case it goes to 2 since

$$
\begin{aligned}
& d(\mathbf{x},-\mathbf{x})= \\
& =\|\mathbf{x} \cdot(-\mathbf{x})\| \\
& =\sqrt{\left(x_{1}-\left(-x_{1}\right)\right)^{2}+\left(x_{2}-\left(-x_{2}\right)\right)^{2}+\ldots+\left(x_{n}-\left(-x_{n}\right)\right)^{2}}= \\
& =\sqrt{2^{2} x_{1}^{2}+2^{2} x_{2}^{2}+\ldots+2^{2} x_{n}^{2}}= \\
& =\sqrt{4} \sqrt{x_{1}^{2}+x_{2}^{2}+. .+x_{n}^{2}}= \\
& =\sqrt{4}\|x\|= \\
& =2
\end{aligned}
$$

Another way to evaluate results is to look at the cosine of the angle between the computed eigenvector and the actual. The value of cos $(\theta)$ is used as a measure of how close the two vectors are.

$$
\text { For matrix } \mathbf{A}=\left[\begin{array}{rrr}
4.2 & -0.4 & 8.6 \\
-0.4 & 2.2 & -9.4 \\
8.6 & -9.4 & 5.4
\end{array}\right] \text {, the learning }
$$

rule converged to $\lambda_{\text {maxpos }}=16.8988$ and its associated eigenvector $\mathbf{x}^{\mathrm{T}}=[0.4867970 .461649-0.741555]$. The actual eigenvector in this case is

$$
\mathbf{x}_{\mathrm{a}}^{\mathrm{T}}=[-0.486797-0.4616490 .741555]=-\mathbf{x}^{\mathrm{T}} .
$$

Thus, the distance converges to 2 . Graph 5 demonstrates exactly that.

Graph 5. Distance between $\mathbf{x}$ and $\mathbf{x}_{\text {a }}$ vis. epochs


On the other hand, graph 6 shows how the square of the norm of $\mathbf{x}$ converges to 1 .


For the same A as above when the program found the extreme negative eigenvalue and associated eigenvector. The results were, $\lambda_{\text {minneg }}=-8.37147$,

$$
\mathbf{x}^{\mathrm{T}}=\left[\begin{array}{lll}
0.444881 & -0.585649 & -0.677566
\end{array}\right]
$$

where the corresponding actual eigenpair was $\lambda=-8.37147$ and

$$
\mathbf{x}_{\mathrm{a}}^{\mathrm{T}}=\left[\begin{array}{lll}
0.444881-0.585649 & -0.677566
\end{array}\right]=\mathbf{x}^{\mathrm{T}}
$$

Since we have sign agreement between the actual and computed eigenvectors, this time the distance converged to zero. Graph 7 demonstrates exactly that.

Graph 7. Distance between $\mathbf{x}$ and $\mathbf{x}_{a}$ vs. epochs


Graph 8 again shows how the $\|\mathbf{x}\|^{2}$ converges to $1_{\text {r }}$ in the same experiment as above.


### 4.3 Simulation runs of the three algorithms ( $3 \times 3$ matrix)

The next run provides a representative collection of graphs that shows how the three algorithms perform. The symmetric matrix used for the all algorithms was
$\mathbf{A}=\left[\begin{array}{llr}3.351098 & 0.288294 & 0.746157 \\ 0.288294 & 3.037798 & 0.356264 \\ 0.746157 & 0.356264 & 4.911105\end{array}\right]$, and graphs 9, 10,
11 show how the squares of the norms of the eigenvectors
converged for the Parallel-pipeline, Serial-pipelined deflation, and Serial Deflation algorithms, respectively. Graph 9 shows how the square of the norms of the three rules converged, when the Parallel-pipeline algorithm was used.


As it can be seen from the graph the rule associated with the largest eigenvalue converged first (curve N 0), the rule computing the eigenpair of second the second largest eigenvalue converged second (curve N 1), the rule
associated with the smallest eigenvalue converged third (curve N 2).


Graph 10 shows the convergence of $\|\mathbf{x}\|^{2}$ of the calculated eigenvectors when the serial-pipelined deflation algorithm was used.

We can readily see that in this case serial-pipelined deflation was 5,000 iterations slower than Parallelpipeline. Also, the rules associated with the largest and
second largest eigenvalues (curves $N 0$ and $N 1$ ) converged during the first one thousand iterations, but it took another 6,000 iterations for the rule associated with the smallest eigenvalue (curve N 2 ) to converge.

The next graph corresponds to the same matrix with serial deflation calculating the eigenpairs.


This algorithm is serial, so first it extracts the dominant eigenpair and deflates the matrix. Then the deflated matrix is used to get the second dominant
eigenpair, and the matrix is deflated again to extract the last eigenpair. The number of iterations for this method for this particular run approximately was 12,000, i.e., 4,000 more than serial-pipelined deflation and 9,000 more than parallel-pipeline.

The next 3 graphs show the cosine of angle theta between the ideal and computed eigenvectors converges to 1 or -1 .


If $\cos (\theta)$ approaches $1, x$ has the same sign as the ideal eigenvector; on the other hand, when $\cos (\theta)$ converges to -1 then the sign of the computed $x$ is opposite to the sign of the ideal.

As it is shown from the graph 12 (Parallel Pipeline algorithm), the cosine associated with the largest eigenvalue converged to -1. The cosines of the other two rules converged to 1 . Also, since we have convergence of the cosine to 1 or -1 that implies that the computed eigenvectors are correct.

Graph 13. $\cos (\theta)$ vs. epochs


Graph 13, shows how cosine theta for the 3 rules converged to 1 when serial-pipelined deflation was used. Again, the cosines for the first and second rule (Cos 0 , Cos 1) converged much earlier than the number of iterations the last rule needed to produce results.


Graph 14 is displays how the three cosines converged when the Serial Deflation algorithm was used. It is Interesting to note that in this case the cosine of the second rule (Cos 1) was the one that required the most iterations to
converge. This happens because the proposed rule that is used the Serial Deflation algorithm is very sensitive to initial conditions. The next three graphs show the calculation of the distance between computed and ideal eigenvectors for the three algorithms tested.

Graph 15 shows how the distance converged to or 2 depending on which elgenvector is calculated. In the same order as before, graph 15 shows, the distance between $\mathbf{x}$ and $\mathbf{x}_{\mathrm{a}}$ when parallel-pipeline was used.


It is interesting in this case to note to that all rules start to converge to 0 or 2 roughly the same time. The same was witnessed in most runs with the Parallelpipeline rule. On the other hand, in Parallel and Serial Deflation the first two rules converge faster, and they have to "wait" for the last one to converge. Graph 16 illustrates just that. Serial-pipelined deflation was used, and rules one and two ( $D 0$ and $D 1$, respectively) converged much sooner than rule 3 (D 2).


In the next graph, 17, Serial Deflation is used and again one of the rules (the second one, D 1) took longer than the other 2 rules. Overall, this algorithm takes the biggest number of iterations.

Graph 17. Distances between $\mathbf{x}$ and $\mathbf{x}_{\text {a }}$ vs. epochs


The distance calculation for the three learning rules when serial deflation was used converged to or 2 in the same way the $\cos (\theta)$ converged to 1 and -1 .

### 4.4 Simulation runs of the three algorithms ( $4 \times 4$ matrix)

The algorithms perform the same way for higher dimension matrices, but it takes longer to produce results. There exist cases where the eigenvalues closer to zero take more iterations to converge because the learning rate favors the convergence of the larger eigenvalues.

The next example run uses a $4 \times 4$ matrix and as before six graphs are used to demonstrate how the three algorithms carried out the computation this time.


The symmetric matrix used was
$\mathbf{A}=\left[\begin{array}{cccc}3.23268 & -0.293662 & -0.411963 & -0.480726 \\ -0.293662 & 2.4143 & -0.0757437 & -0.380533 \\ -0.411963 & -0.0757437 & 4.56274 & 1.59223 \\ -0.480726 & -0.380533 & 1.59223 & 3.29027\end{array}\right]$
Besides using the same matrix for all three algorithms, the same initial $\mathbf{x}_{0}=[0.005-0.002-0.0390 .011]$ was used for all also.

Starting from the Parallel-pipeline algorithm, graph 18 presents how $\|\mathbf{x}\|^{2}$ (one for each of the four rules) converges to 1. The graph shows that the eigenvector associated with the largest eigenvalue (lne N 0) took less number of iterations to converge, and then the eigenvector of the second largest eigenvalue, and so on.

Graph 19 shows $\|\mathbf{x}\|^{2}$ of the four eigenvectors when the Serial-pipelined deflation algorithm was used with the same A and $x_{0}$. The four learning rules start to converge approximately at the same time at about 1700 iterations. The squared norm of $\mathbf{x}$ for the rule extracting the smallest eigenvalue and associated, eigenvector (curve N 3) remained below 0.4 for almost 5500 iterations (out of 6500), and then started to converge faster.


Serial-pipelined deflation in graph 19 produced results similar to Parallel-pipeline, but with almost twice as many iterations needed for convergence.

Graph 20 draws the norms of the computed eigenvectors when serial deflation was used. We can easily see the four different serial computations taking place.


Similar to the result we got when the $3 \times 3$ matrix was used with serial deflation, one of the rules (in this case the last) took longer to compute its corresponding eigenvector. The third rule (line $N$ 2) took close to 5,000 iterations to produce results whereas the last took almost 40,000 iterations.

For the same three runs, now we take a look at how the computation of the eigenvectors progresses when observing the cosine theta between the calculated eigenvector and the
ideal one. Graph 21 is the cosine calculation for parallelpipeline.

Graph 21. The $\cos (\theta)$ vs. epochs


It is noted that all rules converge at almost the same time, three out of the four converged to -1 or one approximately after two thousand iterations (lines Cos 0, $\operatorname{Cos} 1, \operatorname{Cos} 2)$.

Graph 22 shows how serial-pipelined deflation behaves.

Graph 22. The $\cos (\theta)$ vis. epochs


Again, the computation takes a little longer, but still it performs better than the serial deflation algorithm $\cos (\theta)$ computation that follows (Graph 23). As expected, serial deflation took longer (more than five times longer), approximately 7000 iterations for serial-pipelined deflation compared to the 40000 iterations of serial deflation in graph 23.

Group results in the next section portray the characteristics or the three algorithms using a sample of 250 different matrices.

Graph 23. The $\cos (\theta)$ vs. epochs


### 4.5 Simulation results using 250 different matrices

To better understand how the three algorithms behave, 250 different random symmetric positive definite matrices (dimensions $3 \times 3$ and $4 \times 4$ ) were used, and table 2 summarizes the results:

| Table 2. Results A |  |  |  |
| :---: | :---: | :---: | :---: |
|  | SD | SPD | $P P$ |
| 1st | 0 | 52 | 198 |
| 2nd | 16 | 185 | 49 |
| 3rd | 234 | 13 | 3 |

Rows and columns, horizontally and vertically add up to our sample size, i.e. 250. Each entry shows how many times the corresponding algorithm converged: first (first row), second (second row), or third (third row). "First" means the algorithm needed the least number of iterations for convergence (section 3.1), "second" is used for the second smaller and third for the algorithm that takes the most iterations to converge and produce results. For example after a certain run, serial deflation requires 2000 iterations to produce results when for the same run Serialpipelined deflation takes 1000 and Parallel-pipeline requires 500 to produce results. In this case, we say that Parallel-pipeline is first for this particular run, Serialpipelined deflation second, and Serial Deflation third.

The column number indicates which algorithm was used. The first column is for serial deflation (SD), the second for serial-pipelined deflation (SPD) and the third for the

Parallel-pipeline algorithm (PP). Matrix R1 below displays the results on matrix instead of tabular format
$\mathbf{R 1}=\left[\begin{array}{ccc}0 & 52 & 198 \\ 16 & 185 & 49 \\ 234 & 13 & 3\end{array}\right]$
As we can see from above, Parallel-pipeline ( $P P$ ) came first (took the least iterations to converge) 198 out of 250
times whereas serial deflation never came first, as expected.

If each number in R1 is translated to a percentage then we obtain a doubly stochastic matrix [5]
$\mathbf{R 2}=\left[\begin{array}{ccc}0 & 20.8 & 79.2 \\ 6.4 & 74 & 19.6 \\ 93.6 & 5.2 & 1.2\end{array}\right]$ and table 3 below:

| Table 3. | Results B |
| :---: | :---: |
| SD | $S P D \quad P P$ |
| $1 s t \quad 0$ | 20.8 79.2 |
| 2 nd 6.4 | $74 \quad 19.6$ |
| 3 rd 93.6 | 5.2 1.2 |

Serial Deflation gets its highest percentage on the third place, i.e. it came last (took the most iterations to converge) $93.6 \%$ of the times. Serial-pipelined deflation receives its highest percentage ( $74 \%$ ) in second place, and

Parallel-pipeline gets its highest percentage (79.2\%) in first place. We also note that for the 250 matrices used in this experiment, serial deflation never came first.

## CHAPTER FIVE Conclusions

The original $\frac{d \mathbf{x}}{d t}=\mathbf{A x}-f(\mathbf{x}) \mathbf{x}$ was extended to a new one $\Delta \mathbf{x}=\eta\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right)\left(\mathbf{A x}-\left(\mathbf{x}^{\mathrm{T}} \mathbf{A} \mathbf{x}\right) \mathbf{x}\right)$ that finds eigenpairs associated with both positive and negative eigenvalues.

As mentioned in chapter three, the learning rate was originally set to 0.01 and division on predefined intervals gradually decreased it to a number not lower than 0.001. The exit condition was that we iterate the rule until the square of the length of the extracted eigenvector converges to one $\left(\|\mathbf{x}\|^{2} \approx 1\right)$. The computer simulation showed that the new rule computed the desired eigenpairs.

The original rule was extended to find all eigenpairs. The first algorithm explored was a linear, serial deflation algorithm. Using the same learning rate and exit condition as above, the simulations showed that the algorithm successfully extracted all. The algorithm was equally successfui in first computing the smallest negative eigenvalue and associated eigenvector or in computing first the largest positive eigenvalue and associated eigenvector.

The first attempt to introduce parallelism via extension of serial deflation was successful. A new
serial-pipelined deflation algorithm was introduced to extract all eigenpairs. With serial deflation, in order to extract an eigenpair we needed the previous one. Serialpipelined deflation deflates the matrix and calculates partial results after each iteration of the rules. The simulation results showed an improvement over serial deflation. With serial-pipelined deflation the rutes converged much faster, due to the pipelined nature of the algorithm (Figure 3 shows the hardware implementation).

Even though this algorithm converged faster, it was still taking more time to extract the smaller eigenvalues and associated eigenvectors, than the time needed to extract the eigenpairs associated with the larger eigenvalues.

A new Parallel-Pipelined rule was derived using gradient descent and the Lagrance multipliers method. That was the final attempt to achieve a higher level of parallelism, and as the results show this method was the best of the three presented in this thesis. Figure 4 shows a simplified figure of the Parallel-Pipelined method.

As we conclude from all results and especially from table 3 of the previous section, Parallel-pipeline rule performs the best. The reason for that is its pipeline
structure and the way each term is updated. Just as pipelining is the key technique used to make faster CPUs [15], pipelining the iterating rules of the Parallelpipeline algorithm speeded up the computation considerably. In this case, partial results for a rule extracting a specific eigenpair are computed by using partial results of all previous eigenpairs. Another advantage of the Parallel-Pipelined method is that the eigenvectors converged almost at the same time. In other words, during each iteration a correction to the eigenvectors is made until all converge to their true values. In this case, we did not witness what happened with the serial-deflation algorithm, i.e. the last eigenvector requiring a larger number of iterations to converge witch slowed down the whole process.

## CHAPTER SIX Future work

The derivation in Section 2.1 states that matrix $\mathbf{A}$ must be symmetric for the proposed learning rule (equation 7) to work. Some early experiments show cases where the rule worked even when no restrictions were imposed to $\mathbf{A}$. For Table 5 in Appendix A, ten random $4 \times 4$ matrices were used for $\boldsymbol{A}$, and $\mathbf{x}_{0}$ was also random. In other words, there were no restrictions to the value of $\boldsymbol{\kappa}_{0}$. If $\boldsymbol{\kappa}_{0}$ was negative but $\mathbf{A}$ did not have any negative eigenvalues then the rule diverged. Also, if $\lambda_{\text {minneg }}$ or $\lambda_{\text {maxpos }}$ were complex, the rule also diverged. To avoid infinite loops, a limit to the number of iterations was imposed. If after that number of iterations, we still do not have convergence of the square of the norm of $x$ to 1 , within 0.000001 , then the program initialized the variables again to values that produce a $\kappa_{0}$ with an opposite to the initial sign. After initializing, iteration of the rule started again. When convergence was not achieved, the extreme eigenvalues of $A$ were complex. Table 5 in Appendix 1 contains some runs that computed an extreme eigenvalue of the given $A$ successfully. Again, the number of iterations needed for convergence varied in each case. The problem here as mentioned above is the unpredictability
of the existence of complex eigenvalues for matrix $\mathbf{A}$ because no restrictions are imposed when initializing A. The actual eigenpairs in this case are computed using the Maple mathematical package.

Since there exist cases where the baslc rule worked even if the matrix was not symmetric, maybe there exists another class of matrices that we can apply the rules and algorithms presented here to compute eigenpairs. Researchers in future studies should 100 k into how Parallel-pipeline can be expanded to work with different kinds of matrices, and in the complex domain.

Also, researchers in the future should look how that can overcome the initialization problem. When this is solved, matrices with negative eigenvalues can be used as input for Serial-pipelined deflation and Parallel-pipeline.

## APPENDIX A The First experiments

## Table 4. Explanation of symbols for table 5

A: The matrix of which we try to compute particular eigenpairs using equation (7)
$\mathbf{x}_{0}$ : The random initial value for vector $\mathbf{x}$
$\kappa_{0 s}$ : The initial sign of $\kappa_{0}$
$\kappa$ : The eigenvalue of $\mathbf{A}$ that was computed by the iteration of equation (7)

The corresponding to $\kappa$ actual eigenvalue of $\mathbf{A}$
$\lambda$ : computed with the build-in functions of the matrix library or with the Maple mathematical software package
x: The computed by our dynamic system eigenvector of A corresponding to eigenvalue $\kappa$

The corresponding to $\mathbf{x}$ actual eigenvector of $\mathbf{A}$
$\mathbf{x}_{a}$ : computed with the build-in functions of the matrix library or with the Maple mathematical software package
i: The number of time the rule was iterated in order to converge.

## Table 5. Early results



## APPENDIX B Convergence data for 250 matrices

The first iteration column for each algorithm shows the number of iterations serial deflation took to converge, the second the number serial-pipelined deflation required, and the third the number that parallel-pipelined took. The rank column demonstrates the same as above, but according to the number of iterations a number is assigned. So, for the method that takes the most iterations a "3" is assigned, the one that takes the least is assigned a "1", and the middle one is assigned a "2".

| Table 6. Convergence data |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| sorted by <br> pipelined deflation, serial deflation |  |  |  |  |  |
| iterations | rank | iterations | rank | iterations | rank |
| 271782300866 | 321 | 16155.1310 1763 | $\begin{array}{llll}3 & 1\end{array}$ | 341625111840 | 321 |
| 308693048929 | 321 | 2924813201363 | $\begin{array}{llll}3 & 1 & 2\end{array}$ | 381528461982 | 321 |
| 156463654944 | 321 | 809714281716 | $\begin{array}{ll}3 & 1\end{array}$ | 4059 2552. 4213 | 21.3 |
| 138341564951 | 321 | 1813214297912 | $\begin{array}{llll}3 & 1 & 2\end{array}$ | 406819961619 | 321. |
| 50982303986 | 321 | 857914701884 | $\begin{array}{llll}3 & 1 & 2\end{array}$ | 406819.961619 | 321. |
| 863217718994 | 231 | 1789515211577 | $\begin{array}{llll}3 & 1 & 2\end{array}$ | 4550.3781 1259 | 321 |
| 2368026371017 | 321 | 2119115331495 | $\begin{array}{llll}3 & 21\end{array}$ | 482139601028 | 321 |
| 3739422021027 | 321 | 11971,1543 2086 | 312 | 486643943716 | 321 |
| 4821.3960 1028 | 321 | 138341564951 | 321 | 50982303986 | $\begin{array}{lll}3 & 21\end{array}$ |
| 1083868891060 | 321 | 2334015671601 | 312 | 536218301752 | 321 |
| 733343511073 | 321 | 1785615981555 | 321 | 551622651421 | 321 |
| 11335100101084 | 32.1 | 1304516551476 | 321 | 587538622138 | 321 |
| 1598617361127 | 321 | 929716555481 | 312 | 5963-2501 2083 | $3 \cdot 21$ |
| 852823381134 | 321 | 1442217021699 | $\begin{array}{lll}3 & 2 & 1\end{array}$ | 599031631793 | $\begin{array}{ll}3 & 2 \\ 3\end{array}$ |
| 835224121145 | 321 | 1598617361127 | $\begin{array}{lll}3 & 21\end{array}$ | 616551695377 | $\begin{array}{llllllllllllll}3 & 1 & 2 \\ 3 & 2 & 1\end{array}$ |
| 835224131145 | 321 | 3745017671942 | 31.2 | 633452944808 | $\begin{array}{lll}3 & 2 & 1\end{array}$ |
| 1756498581146 | 321 | 1644217721573 | 321 | 641719931341 | $\begin{array}{ll}3 & 21\end{array}$ |
| 1626518571196 | 321 | 1675418112891 | 3.12 | 650341414763 | $\begin{array}{llll}3 & 1 & 2\end{array}$ |
| 657219471240 | 321 | 3054718231607 | 321 | 654726813199 | 312 |
| 4550 3781. 1259 | 321 | 536218301752 | 321 | 657219471240 | 3.21 |
| 2241530011282 | 321 | 966418451544 | 321. | 668828712458 | $\begin{array}{lll}3 & 21\end{array}$ |
| 641719931341 | 321 | 1626518571196 | 321 | 676754471745 | $\begin{array}{lll}3 & 2 & 1\end{array}$ |
| 5239732761346 | 321 | 836618941512 | 321 | 694956942664 | $\begin{array}{lll}3 & 2 & 1\end{array}$ |
| 2741238281346 | $\begin{array}{llll}3 & 2 & 1 \\ & \\ 3 & 2 & 1\end{array}$ | 11978 1933. 1380 | $\begin{array}{lll}3 & 2 & 1 \\ 3 & 1\end{array}$ | 720930162533 | $\begin{array}{lll}3 & 2 & 1 \\ 3 & 1 & 2\end{array}$ |
| 3394985871357 | 321 | 3385019472454 | $\begin{array}{llll}3 & 1 & 2\end{array}$ | 721031173514 | $\begin{array}{llll}3 & 1 & 2 \\ 3 & 2 & 1\end{array}$ |
| 753827751358 | 321 | 657219471240 | 321 | 727832521699 | $\begin{array}{lll}3 & 21\end{array}$ |
| 2924813201363 | 312 | 1131619502812 | 312 | 72.9660351493 | $\begin{array}{llll}3 & 2 & 1 \\ 3 & 2\end{array}$ |
| 1197819331380 | 3.21 | 20228199111678 | $\begin{array}{llll}3 & 1 & 2\end{array}$ | 733343511073 | $\begin{array}{lll}3 & 21\end{array}$ |
| $\begin{array}{llll}17598 & 31531382\end{array}$ | $\begin{array}{llll}3 & 2 & 1 \\ 3 & 2 & 1\end{array}$ | 641719931341 | $\begin{array}{llll}3 & 2 & 1 \\ 3 & 2 & 1\end{array}$ | 7505 <br> 75250 <br> 7538 <br> 1461 | $\begin{array}{lll}3 & 2 & 1 \\ 3 & 2 & 1\end{array}$ |
| $\begin{array}{llll}10782 & 3789 & 1387 \\ 33898 & 9525 & 1393\end{array}$ | $\begin{array}{llll}3 & 2 & 1 \\ 3 & 2 & 1\end{array}$ | $\begin{array}{llll}4068 & 1996 & 1619 \\ 4068 & 1996 & 1619\end{array}$ | $\begin{array}{llll}3 & 2 & 1 \\ 3 & 2 & 1\end{array}$ | $\begin{array}{llll}7538 & 2775 & 1358 \\ 7561 & 2724 & 2216\end{array}$ | $\begin{array}{lll}3 & 2 & 1 \\ 3 & 2 & 1\end{array}$ |
| 3389895251393 | 321 | 406819961619 | 321 | 756127242216 | 321 |


| 2942671881413 | 321 | 872520141793 | 321 | 7575109921715 | 231 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 551622651421 | 321 | 2078220236688 | 312 | 792546743885 | 321 |
| 23496218941430 | 321 | 1685320921906 | 321 | 795450762381 | 321 |
| 4531174971439 | 321 | 3153921312701 | 312 | 809714281716 | 312 |
| 750532501461 | 321 | 1992821762084 | 321 | 821628429654 | 213 |
| 1304516551476 | 321 | 3739422021027 | 321 | 835224121145 | 321 |
| 19006233201479 | 231 | 1644022232461 | 312 | 835224131145 | 321 |
| 1024945081484 | 321 | 2250122452265 | 312 | 836618941512 | 321 |
| 10287141841485 | 231 | 551622651421 | 321 | 840958702052 | 321 |
| 729660351493 | $\begin{array}{llll}3 & 2 & 1\end{array}$ | 271782300866 | $\begin{array}{lll}3 & 2 & 1\end{array}$ | 851132663187 | 321 |
| 2119115331495 | 321 | 50982303986 | 321 | 852823381134 | 321. |
| 3267259571502 | 321 | 1881323072072 | 321 | 85791470.1884 | 312 |
| 836618941512 | 321 | 852823381134 | 3121 | 8580121583196 | 231 |
| 966418451544 | 321 | 2078323642687 | 312 | 863217718994 | 231 |
| 3049632601549 | 321 | 2078323682687 | 312 | 864649002000 | 321 |
| 1785615981555 | 321 | 2804823942063 | 321 | 872520141793 | 321 |
| 1644217721573 | 321 | 835224121145 | 321 | 876453442476 | 321 |
| 1789515211577 | 312 | 835224131145 | 321 | 8798138181748 | 2.31 |
| 2334015671601 | 312 | 2997924242047 | 3121 | 8820157272813 | 231 |
| 3054718231607 | 321 | 1446124453602 | 312 | 9297.16555481 | $3 \begin{array}{lll}3 & 1 & 2\end{array}$ |
| 406819961619 | 321 | 1119224642785 | 312 | 9656. 240153366 | 231 |
| $40681996 \cdot 1619$ | 3.21 | 1179824791.763 | 321 | 966418451544 | $3 \cdot 21$ |
| 2569529071643 | 321 | 1480924831850 | 321 | 969946073480 | 321 |
| 201246824.1693 | 321 | 3171024992273 | 321 | 9749351318967 | 213 |
| 727832521699 | 3121 | 596325012083 | 321 | 974978023522 | 321 |
| 1442217021699 | $\begin{array}{ll}3 & 21\end{array}$ | 341625111840 | 321 | 983059572204 | 312.1 |
| 1943580701700 | 321 | 405925524213 | 213 | 9858 <br> 17219 | 231 |
| 7575109921715 | 231 | 1263426172813 | 312 | 990433554353 | 312 |
| 809714281716 | 312 | 1419926203500 | 312 | 998257764622 | 321 |
| 3731541731731 | 321 | 2368026371017 | 321 | 1015846083300 | $\begin{array}{llll}3 & 2 & 1\end{array}$ |
| 676754471745 | $\begin{array}{llll}3 & 2 & 1\end{array}$ | 654726813199 | 312 | 1017552272027 | 321 |
| 8798138181748 | 231 | 756127242216 | 321 | 1024945081484 | 321 |
| 536218301752 | 321 | 3177327351982 | 321 | 10287141841485 | 231 |
| 3773834851757 | 321 | 1540327452073 | $\begin{array}{lll}3 & 21\end{array}$ | 1049971285226 | 321 |
| 2029637591758 | 321 | 753827751358 | 321 | 1064031072147 | 321 |
| 1615513101763 | 312 | 1599527862149 | 321 | 1074040316215 | 312 |
| 11798.24791763 | 321 | 821628429654 | 213 | 1078237891387 | 321 |
| 872520141793 | 321 | 1467728423787 | 312 | 1083868891060 | $\begin{array}{llll}3 & 2 & 1\end{array}$ |
| 599031631793 | 321 | 381528461982 | 321 | 1113645682924 | $3 \mathrm{2} \cdot 1$ |
| 2756539311839 | 321 | 1756828511910 | 321 | 1119224642785 | $\begin{array}{ll}3 & 1\end{array} 2$ |
| 341625111840 | 321 | 1402728542673 | 321 | 1124739133590 | 321 |
| 1206187061849 | 321 | 668828712458 | 321 | 1131619502812 | $\begin{array}{llll}3 & 1 & 2\end{array}$ |
| 1480924831850 | 321 | 2979728742285 | 321 | 11335100101084 | $\begin{array}{llll}3 & 2 & 1\end{array}$ |
| 857914701884 | 3.12 | 25695 29071643 | 321 | 1179824791763 | 3 l |
| 1403841861890 | 321 | 1715629133427 | $\begin{array}{llll}3 & 1 & 2\end{array}$ | 1197115432086 | $\begin{array}{llll}3 & 1 & 2\end{array}$ |
| 1685320921906 | 321 | 1261329993532 | 312 | 1197819331380 | 3 l 21 |
| 1756828511910 | 321 | 2241530011282 | 321 | 1198451222536 | 321 |
| 1237040911915 | 321 | 1600130092592 | 321 | 1203258322239 | $\begin{array}{llll}3 & 2 & 1\end{array}$ |
| 374501767.1942 | 312 | 720930162533 | 321 | 1206187061849 | 321 |
| 1342936351972 | 321 | 308693048929 | 321 | 12205 15667. 8628 | 231 |
| 2211268271976 | 321 | 2481330612050 | 321 | 1237040911915 | $3{ }^{3} 21$ |
| 2263459491976 | 321 | 4198030802244 | 321 | 1256734222967 | 321 |
| 381528461982 | 321 | 1064031072147 | 321 | 1261329993532 | 312 |
| 3177327351982 | 321 | 721031173514 | 312 | 1263426172813 | 312 |
| 864649002000 | 321 | 175983153.1382 | 3211 | 12921101363326 | $\begin{array}{llll}3 & 2 & 1 \\ & \end{array}$ |
| 20974 9971 2018 | 321 | 599031631793 | 321 | 1304516551476 | 321 |
| 1017552272027 | 321 | 750532501461 | 321 | 1314033652206 | 321 |
| 299792424.2047 | 321 | 727832521699 | 32.1 | 1342936351972 | $\begin{array}{llll}3 & 2 & 1\end{array}$ |
| 2481330612050 | 321 | 3049632601549 | 321 | 1376172503299 | 321. |
| 840958702052 | 321 | 851132663187 | 321 | 138341564951 | 321 |
| 2804823942063 | 321 | 5239732761346 | 321 | 13922106632395 | $\begin{array}{llll}3 & 2 & 1\end{array}$ |
| 1881323072072 | 321 | 990433554353 | 31.2 | 1402728542673 | 32.1 |
| 1540327452073 | 321 | 3706533573491 | 312 | 1403841861890 | 321 |
| 3008079642079 | 321 | 1314033652206 | 32.1 | 1419926203500 | 31.2 |
| 596325012083 | 3.21 | 2959433762646 | 321 | 1442217021699 | $\begin{array}{llll}3 & 2 & 1 \\ 3 & 1\end{array}$ |
| 1992821762084 | 321 | 4007033994140 | $\begin{array}{lll}3 & 1 & 2\end{array}$ | 1446124453602 | 3112 |
| 1197115432086 | 312 | 125673422.2967 | 321 | 1467728423787 | $\begin{array}{lll}3 & 1 & 2\end{array}$ |
| 2540650012099 | $\begin{array}{lll}3 & 2 & 1\end{array}$ | 3773834851757 | 321 | 1480924831850 | 321 |
| 1590886472111 | 321 | 3500234925517 | 312 | 1490556352876 | 321 |
| 587538622138 | 321 | 9749351318967 | 213 | 1499162013384 | $\begin{array}{ll}3 & 2\end{array} 1$ |
| 1064031072147 | 321 | 3255135542502 | 321 | 1540327452073 | $\begin{array}{lll}3 & 2 & 1\end{array}$ |
| 1599527862149 | $\begin{array}{llll}3 & 2 & 1 \\ 3 & \end{array}$ | 30748356922466 | $\begin{array}{lll}3 & 1 & 2\end{array}$ | 1563162063396 | 321. |
| 2534956472161 | 321 | 1824735953039 | 321 | 156463654944 | 321 |
| 983059572204 | 321 | 2828136135321 | 312 | 1590886472111 | $\begin{array}{lll}3 & 2 & 1\end{array}$ |
| 1314033652206 | 321 | 134293635.1972 | 321 | 1598617361127 | $\begin{array}{llll}3 & 2 & 1 \\ 3 & 2\end{array}$ |
| 756127242216 | 321 | 1782536473390 | 321. | 1599527862149 | 321 |
| 5633950862233 | 321 | 156463654944 | 321 | 1600130092592 | 321 |


| 12032 5832: 2239 | 3. 21 | 1782536603390 | 3. 2, 1 | 16049.5999 .2332 | $3 \cdot 21$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4198030802244 | 321 | 2089437032537 | 321 | 1615513101763 | 312 |
| 22501. 22452265 | 312 | 202963759 1758 | 321 | 16265 18.57 1196 | 321 |
| 3171024992273 | 321 | 455037811259 | 321 | 164402223.2461 | 312 |
| 29797. 28742285 | 3. 21 | 1078237891387 | 321 | 1644217721573 | 32 |
| 3560244982306 | 321 | 1718137912676 | 321 | 1661277142391 | 321 |
| $181284625 \quad 2306$ | 3 2:1 | 274123828.1346 | 321 | 16655278723850 | 231 |
| 1765655082320 | 321 | 23731.3838 2499 | 321 | 1675418112891 | 312 |
| 24243 3928 2330 | 321 | 58753862.138 | 321 | $16808 \quad 3937.3477$ | 321 |
| 1604959992332 | 3. 21 | 11247. 3913.3590 | 3 21 | 1680839213477 | $3 \cdot 2 \cdot 1$ |
| 33224 4221. 2358 | 321 | $36652 \quad 3919 \quad 7243$ | 31.2 | 1685320921906 | 32 |
| 79545076.2381 | 321 | 1680839213477 | 321 | 16947: 19154.2817 | 2. $3 \cdot 1$ |
| 1661277142391 | 321 | 242433928.2330 | 321 | $17156 \quad 2913 \% 3427$ | 31 |
| 13922106632395 | 321 | 27565.3931. 1839 | 321 | 17181,37912676 | 321 |
| $338501947 \quad 2454$ | $\begin{array}{llll}3 & 1 & 2\end{array}$ | 16808. 3937.3477 | 321 | 1741663162948 | 3 |
| 668828712458 | 321 | 482139601028 | 321 | 1756498581146 | 321 |
| 1644022232461 | 312 | 2564739882550 | 321 | 175682851.1910 | 3. 21 |
| 876453442476 | 321 | 1074040316215 | 312 | 1759831531382 | 3. 21 |
| 2373138382499 | 321 | 1237040911915 | 32 | 1765655082320 | 32 |
| 32551355.42502 | 321 | 650341414763 | 3.1 | $17825 \quad 36473390$ | 321 |
| -7209 30162533 | 321 | $373154173 \quad 1731$ | 32 | $17825 \quad 36603390$ | 32.1 |
| 1198451222536 | 321 | 1403841861890 | 32 | 1785615981555 | 32 |
| 20894-3703 2537 | 3.2.1 | 2629842165624 | 312 | 1789515211577 | 3. 12 |
| 2564739882550 | 3.2-1 | 33224.42212358 | 32 | 18128. 46252306 | 3. 2 |
| 1600130092592 | 3.21 | 7333 43511073 | 321 | 181321429.7912 | 312 |
| 2959433762646 | 3. 21 | 48664394.3716 | 32 | $181.44 \quad 11543 \quad 2798$ | 32 |
| 694956942664 | 321 | 356024498.2306 | 321 | 18216135285779 | 321 |
| 1402728542673 | 321 | 10249.45081484 | 321 | 182473595.3039 | 3.2 |
| 17181.37912676 | 321 | 111364568.2924 | 32 | 18687107504872 | 3 |
| 2078323682687 | 3. 12 | 969946073480 | 321 | 18806166172871 | 32 |
| 207832364.2687 | 312 | 101584608.3300 | 32 | 1881323072072 | 3 |
| 2002447492690 | 321 | 18128 4625 2306 | 32 | 19006:23320 1479 | 23 |
| 3153921312701 | 312 | 7925 4674 3885 | 32 | 19055 9690 4171 | 32 |
| 4383681632760 | 321 | 20024 4749 2690 | 321 | 1921258195281 | 32 |
| 31522.11141 2770 | 3. 211 | $38546.4800 \cdot 2861$ | 32 | 1929811498 '12858 | 312 |
| 25309 5860 2778 | 321 | 864649002000 | 32 | 19435.80701700 | 3 |
| 1119224642785 | 3.12 | 25406 50'01 2099 | 321 | 1992821762084 | 32 |
| 18144 115432798 | 32.1 | 795450762381 | 321 | 20024.47492690 | 321 |
| 1131619502812 | 312 | 5633950862233 | 32 | 2012468241693 | 3 |
| 12634.2617 2813 | 312 | 4006351025057 | 321 | 20228 1991 11678 | 31.2 |
| 8820157272813 | 231 | 1198451222536 | 321 | 2029637591758 | 3 |
| 16947191542817 | 231 | $33307.5152 \quad 3514$ | 32 | 20782 20.23 6688 | 312 |
| 3854648002861 | 321 | 6165516953.77 | 31.2 | 20783.2364 .2687 | 3 |
| 1880616617.2871 | 321 | 10175 5227. 2027 | 321 | 2078323682687 | 31 |
| 1490556352876 | 321 | 6334, 5294.4808 | 321 | 2089437032537 | 321 |
| 16754 1811:2891 | 312 | 876453442476 | 321 | 2097499712018 | 32 |
| 111364568 2924 | 321 | 330335370.3401 | 321 | 2119115331495 | 32 |
| 17416.6316 2948 | 321 | 6767 5447, 1745 | 321 | 2143989887058 | 32 |
| 12567. 3422 2967 | 321 | 1765655082320 | 321 | 21538221565213 | $2 \cdot 31$ |
| 18247.3595 3039 | 32.1 | 14905563528.76 | 32 | 21662 10004 3781 | 321 |
| 21998130193048 | 3. 2,1 | 2534956472161 | 32.1 | $21998 \quad 130193048$ | 321 |
| 2995575793056 | 321 | 694956942664 | 32 | 2211268271976 | 321 |
| 35888 7646.3106 | 321 | 998257764622 | 321 | $22415 \quad 3001 \quad 1282$ | 321 |
| 2319759653141 | 321 | 1921258195281 | 321 | $225012245 \quad 2265$ | 312 |
| 851132663187 | $3 \cdot 21$ | 1203258322239 | 32 | 2263459491976 | 321 |
| 8580 12158. 3196 | 231 | 2530958602778 | 321 | 23035 6181 3634 | 3 |
| 654726813199 | $\begin{array}{lll}3 & 1 & 2\end{array}$ | 84095870.2052 | 321 | 231975965.3141 | 3. |
| 3542168.363249 | 3.21 | 2263459491976 | 321 | 233401567.1601 | 312 |
| 137617250.3299 | 321 | 3267259.571502 | 321 | 23496218941430 | 32 |
| 1015846083300 | 3.21 | 983059572204 | 32 | 2368026371017 | 3 |
| 12921101363326 | 321 | 23197,5965 3141. | 32 | 237313838.2499 | 321 |
| 9656240153366 | 231 | 1604959992332 | 32 | 24243. 39282330 | 321 |
| 1499162013384 | 321 | 729660351493 | 32 | $24813 \quad 30612050$ | 321 |
| 1782536603390 | 321 | $\square 4146460385956$ | 321 | 24895.10594 .335 | 321 |
| 1782536473390 | 321 | 230356181.3634 | 32 | 2530958602778 | 321 |
| 1563162063396 : | 321 | 149916201,3384 | 32 | 2534956472161 | 32 |
| 33033 5370 3401. | 321 | 1563162063396 | 321 | 25354225194916 | 321 |
| 171562913 3427 | 3. 12 | 4393862304394 | 321 | 2540650012099 | 32 |
| 16808. 39213477 | 321 | .32099 6259.9994 | 31 | 25509201303718 | 321 |
| $16808 \quad 3.937 \quad 3477$ | 321 | 1741663162948 | 321 | 2564739882550 | 321 |
| 969946073480 | $\begin{array}{lll}3 & 21\end{array}$ | 29055643726511 | $\begin{array}{lll}3 & 1 & 2 \\ 3 & 2 & 1\end{array}$ | 25695 262984216.5624 | 1 |
| 37.0653357 .3491 | 3 112 | 3281367295944 20124.68241693 | 3 3 3 1 | $\begin{array}{llll}26298 & 4216 & 5624 \\ 27134 & 7537 & 6681\end{array}$ | 3 21 |
| $141992620-3500$ 72103117.3514 | $\begin{array}{llll}3 & 1 & 2 \\ 3 & 1 & 2\end{array}$ | $\begin{array}{llll}20124 & 6824 & 1693 \\ 22112 & 6827 & 1976\end{array}$ | 32.1 321 | $\begin{array}{llll}27134 & 7537 & 6681 \\ 27178 & 2300 & 866\end{array}$ | 321 |
| 72103117.3514 33307.5152 .3514 | $\begin{array}{llll}3 & 1 & 2 \\ 3 & 2 & 1\end{array}$ | $221126827 ~ 1976$ 354216836.3249 | 32 | $\begin{array}{llll}27178 & 2300 & 866 \\ 27324 & 10874 . & 3.997\end{array}$ | 3 3 3 21 |
| $97497802 \cdot 3522$ | 3.1 | 10838.68891060 | 3. 21 | 2741238281346 | 3. 21 |
| 1261329993532 | 312 | 1049971285226 | 321 | $27565 \quad 3931 \quad 1839$ | 321 |


| 9858272193588 | 231 | 294267188.1413 | 3 :2 1 | 2804823942063 | 3.21 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1124739133590 | 321 | 3471571915593 | 321 | 28195 9152.7067 | 321 |
| 144612445.3602 | $3 \cdot 12$ | 1376172503299 | 321 | 28281.3613 .5321 | 312 |
| 2303561813634 | 3.21 | 45311. 7497.1439 | 3. 2.1 | 29055643726511 | 312 |
| 486643943716 | 321 | $27134 \% 75376681$ | 321 | 29105 14916 9458 | 321 |
| 25509201303718 | 3. 21 | 299557579.3056 | 321 | 29248 1320 1363 | 312 |
| 5832477343724 | 321 | 35888 7,646 3106 | 321 | 2942671881413 | 321 |
| 21,662 100043781 | 321 | 1661277142391 | 321 | 29545 9553 11722 | 312 |
| 1467728423787 | 31.2 | $58324 \quad 7734.3724$ | 321 | 295943376.2646 | 321 |
| 3175.690943834 | 321 | 974978023522 | 321 | 297972874.2285 | 321 |
| 16655278723850 | 231 | 37570 7942 9517 | 3.12 | 29802 29519.6426 | 321 |
| 792546743885 | 321 | 3008079642079 | 321 | 2995575793056 | $3 \cdot 21$ |
| 27324:10874. 3997 | 321 | 1943580701700 | 32 | 29979.2424 2047 | 321 |
| 32648.121294031 | 321 | 4383681632760 | 321 | 3008079642079 | 321 |
| 38199111824100 | 321 | 3394985871357 | 321 | 30303,91364755 | 321 |
| 400703399.4140 | 312 | 1590886472111 | 321 | 3049632601549 | 321 |
| 1905596904171 | 321 | 48097.86559872 | 312 | 30547. 18231607 | 321 |
| 405925524213 | 213 | 12061.8706.1849 | 32 | 30748-3569. 22466 | 2 |
| 990433554353 | 31.2 | 55003.1896617651. | 312 | 30869 3048929 | 321 |
| 4393862304394 | 3. 21 | 2143989887058 | 321 | 31.52211141 .2770 | 321 |
| 998257764622 | 321 | 317569094.3834 | 321 | 3153921312701 | 312 |
| 3030391364755 | 321 | 35951911814240 | 312 | $31710 \sim 24992273$ | 321 |
| 650341414763 | 3.12 | 303039136.4755 | 321 | 317569094.3834 | 3. 21 |
| 633452944808 | 3. 21 | 28195 9152 <br> 1067  | 32 | $31773 \quad 2735 \quad 1982$ | 321 |
| 49920139774857 | 3.21 | 33898 9525, 1393 | 321 | 3209962599994 | 312 |
| 18687107504872 | 321 | 29545955311722 | 3.1. 2 | 32551 3554:2502 | , |
| 25354225194916 | 321 | 1905596904171 | 3. 21 | 32648121294031 | 321 |
| 4006351025057 | 321 | 38649974811091 | 312 | 3267259571502 | 32 |
| 21538221565213 | 23.1 | 175649858.1146 | 3.21 | 32813 <br> 33033 <br> 63729 | 32 |
| 104997128.5226 | 3. 21 | 20974.99712018 | 321 | $33033 \quad 5370.3401$ | 321 |
| 1921258195281 | 3. 21 | 21.662 10004 3781 | 321 | 3322442212358 | 321 |
| 28281 3613 5321 | 312 | 11335100101084 | 321 | 3330751523514 | 3. 2 |
| 616551695377 | 312 | 12921.10136 .3326 | 321 | 33491167206974 | 3. 21 |
| 929716555481 | 312 | $2489510594 \cdot 7335$ | 321 | 3385019472454 | 3.1\% |
| 3500234925517 | 312 | 13922106632395 | 3. 21 | 33898 9525-1393 | 321 |
| 3471571915593 | 321 | 18687107504872 | 321 | 3394985871357 | 32 |
| 2629842165624 | 312 | 27324108743997 | 3. 21 | 347157191.5593 | 3 |
| 18216135285779 | 321 | 7575109921715 | 2.311 | 350023492.5517 | 312 |
| 3281367295944 | 321 | 31522 11141 2770 | 321 | 35421.6836 3249 | 32 |
| 4146460385956 | 321 | 38199111824100 | 321 | 356024498.2306 | 3 |
| 107404031.6215 | 3 12 | 19298: 1149812858 | 312 | 358887646 : 3106 | 3.1 |
| $29802 \quad 295196426$ | 321 | 18144115432798 | 321 | 35951911814240 | 312 |
| 27134.7537 .6681. | 3.21 | 3264812129.4031 | 32.1 | 366523919 7.243 | 312 |
| 2078220236688 | 312 | 8580:12158 3196 | 2.31 | 37065 3357. 3491 | 312 |
| 33491 16720:6974 | 321 | 21998 13019 3048 | 321 | 3731541731731 | 3. 21 |
| 2143989887058 | 3. 21 | 18216135285779 | 321 | 37394.22021027 | $3 \cdot 21$ |
| 28195 91527067 | 321 | 8798138181748 | 23:1 | 3745017671942 | 312 |
| 3665239197243 | 312 | 4992013977.4857 | 321 | 3757079429517 | 312 |
| 24895105947335 | 321 | $1028714184 \quad 1485$ | 231 | $37738 \quad 34851757$ | 321 |
| 1813214297912 | 312 | 29105 149169458 | 321 | 38199111824100 | 321 |
| 12205 15667: 8628 | 231 | 12205156678628 | 231 | 3854648002861 | 321 |
| 29105149169458 | 321 | 8820157272813 | 231 | 38649.9748 11091 | 312 |
| 375707942.9517. | 312 | 18806166172871 | 321 | 4006351025057 | 321 |
| 821628429654 | 213 | 33491.167206974 | 3 | 40070.33994140 | 312 |
| 4809786559872 | 312 | 863217718994 | 231 | 41464.60385 .956 | 321 |
| 3209962599994 | $\begin{array}{lll}3 & 1 & 2\end{array}$ | 1694719154.2817 | 2.31 | $\begin{array}{lllll}41980 & 3080 & 2244\end{array}$ | 32 |
| 38649974811091 | 312 | 25509201303718 | 321 | 43836 <br> 16163 2760 | 321 |
| $202281991 \% 11678$ | 312 | 23496218941430 | 3.21 | 4393862304394 | 321 |
| 295459553.11722 | 312 | 21538221565213 | 231 | 45311 <br> 48097 <br> 7497 <br> 1439 <br> 872 | $\begin{array}{llll}3 & 2 & 1 \\ 3 & 1 & 2\end{array}$ |
| 192981149812858 | 312 | 25354225194916 | 321 | 480978655.9872 49920139774857 | 3 |
| 35951911814240 | 312 | 19006233201479 | 2.1 2.31 | $4992013977 * 4857$ 52397.32761346 | $\begin{array}{lll}3 & 2 & 1 \\ 3 & 2 & 1 \\ 3\end{array}$ |
| 55003896617651 9749351318967 | $\begin{array}{lll}3 & 1 & 2 \\ 2 & 1 & 3\end{array}$ | 9656240153366 9858.272193588 | 231 231 | 52397.32761346 55003.8 .96617651 | $\begin{array}{lll}3 & 2 & 1 \\ 3 & 1 & 2\end{array}$ |
| $9749 \quad 3513.18967$ 30748356922466 | 213 | 9858.272193588 $1665527872 \times 3850$ | 231 231 | 55003 <br> 56339.966 .17651 <br> 5086.2233 | $\begin{array}{ll}3 & 12 \\ 3 & 2 \\ 3\end{array}$ |
| $29055 \quad 6437 \quad 26511$ | 312 | 29802 295196426 | 321 | $583247734 \quad 3724$ | 32 |
|  |  |  |  |  |  |
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