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Three mul 1cast packet routlng algorlthms for toruan;ﬂ

’pflnterconnectlon~networks of: rb“trary s1ze and d1mens1on'are_fj

:_presented,' Multlcast algorlthmvl uses repeated unlcasts.to;:-

:Jqperformfmultlcasts Multlcast algorlthm 2 and Multlcastk |

gAlgorlthm 3 are new algorlthms ’{vese two algorlthms are

'fully adaptlve for unlcast packet and partlally adaptlve'f.“

f~for multlcast packets 1n the sense that all paths are
‘kkmlnlmal ; Multlcast Algorlthm 2 requlres only three central
bflqueues, an 1njectlon queue (1nput buffer)“and a dellvery
kwqueue (output buffer) per node ; Multlcast Algorlthm 3 :
d:requlres three more central queues and an extra re- 1njectionz -
3Tqueue per node The number of requlred central queues per- ”

;node for both Multlcast Algorlthms 2 and 3 are constant

vregardless of the size and dlmens1on of the torus network

‘t.In the presence of a 1arge number of multlcasts on large

‘Q-networks, the thlrd multlcast algorlthm performs close to

"'the unlcast algorlthm Slnce these algorlthms are based on

v'small s1zed packet sw1tch1ng method they are appllcable to f1’3‘

i both multlcomputer and Asynchronous Transfer Mode (ATM)‘

aisw1tch des1gn - A new technlque to bulld scalable torus

';Vnetworks is’ also presented
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| CHAPTER 1 e- INTRODUCTION
‘ Parallel computers w1th blnary hypercube
rlnterconnectlon networks have been w1dely studled in the
‘last decade Several commerc1al products, such as the"‘
“lPSC/860 from Intel Corporatlon, the nCUBE from nCUBE |
iCorporatlon,.and the CM-2 from Thlnklng Machlne Corporatlonvh;
(191, Were'developed'based on‘blnary hypercube |
"_interconnection'netWOrks,e In,massively,parallel‘processing‘
Y(MPP)‘computers,_intechnnectionﬁnetwork scalabilityfisl |

important' 'Binary‘hypercubes”are notvSCalable  As the

- R number of d1mens1on in the blnary hypercube grows, the_

: number of nodes 1ncreaseS'exponent1ally,: Parallel computers;:'
dw1th mesh and torus 1nterconnectlon networks are more |
des1rable because of thelr scalablllty property [26] ‘d—‘;;
;dlmen81onal mesh and torl can be lald out in 4. dlmen81ons
Uus1ng short w1res They can be bullt us1ng 1dent1cal
boards, each of Wthh requlres a small number of plns for p_
' connectlons to other boards [5] Example machlnes 1nclude
‘the Paragon from Intel Corporatlon [17] [19] [29],1and the
pT3D and the T3E from Cray Research [19] e
The prlmary dlsadvantages of mesh and torusv
d[lnterconnectlon networks are. thelr relatlvely large dlameter f
{and relatlvely small blsectlon w1dth [5] [19] »[28] ~ When
L a network is cut 1nto two equal halves, the minimum number

m‘Of edges (channels) along the cut 1s called the blsectlon



‘width The‘diameter of a nétwOrk is the_maximum shortest
path between any two nodes These two*network properties of.
mesh and torus 1nterconnection networks limlt the ability of
iglobal communications, such as multicasts and broadcasts
However, torus networks have apprOXimately twice the'
'bisection-w1dth compared with that of equal sized mesh
networks,[S], [19]. Invaddition( the node symmetry‘of'thex'
torus network eliminates_congestion from'edge.nodes of an

vequal‘sized‘andishaped mesh network [5].

1.1 MOTIVATION

A-requirement for:any routing algorithm is to deliver
all messages to'the_correct destinations‘without deadlock,
livelock, and starvation The‘performances of parallel
computers mainly depend on the performance of its
communication network ' Extensive research studiesvhawe been;
completed on torus networks to.develop'efficient routing
,algorithms, .Most'of’the existing routing algorithms for
mesh and-torus networks do not]consider multicastsv[4]”-[5],
(71, (101, [12], [13], [14], [25]' [27]. Multicasts are
Oneeto—many communications‘ ‘It lS still poss1ble to perform
’multicasts by sending multiple unlcasts, but this method
1ncreases network latency and causes network congestion
-'qulckly. Broadcasts are‘one—to—all communications. - There

are. several broadcast algorithms for torus networks [22],



[32]; however, they arevfor.wormhole routing. Mosti
broadcast algorithms cannot handle multicasts. Wormhole
routing is:an efficient'techniqﬁe to hide network latencies
for large messages. Ih:wormhole.routihg, each node has a
buffer which is normally less than the size of messages.
"Also, wormhole routing'roates a message in a pipeline
fashion, Due to these two propertiesAof Wormhole‘routing,
multiple.linkS'can be occupied by jdst one message. bThis is
the primary cause of low utllization of the channels. When
the focus is onvsmall—51zed packets (for example 57 bytes) ,
the complexity of wormhole routing.is wasted. These
broadcast algorithms are notjefficient and even not
applicable to small packet switching. ﬁacket switching is a
technique for routing small packets (or messages). It is
‘necessary to develop an efficient multicast algorithm for
small packet routing on a torus network. Broadcast is a
special case of multicaSt. Therefore, the multicast
algorithm‘also support broadcasts. The main thrust of this
onrk is to developqan efficieht ﬁulticast algorithm for
smallrpacket switching with mihimum network latehcy. fhe
multicast algorithms‘presented‘here*are based on the unicast
‘algorithm for packet sw1tch1ng by Cypher and_Gravano [5], a
‘fully minimal -adaptive routing algorlthml_ Also, a hew
technique to build scalable folded torus networks‘is

presented. - Since ATM cells are small 53 byte messages, the



applicability‘of'the multicast algorithms to ATM switches is
also studied. _Most ATM switches arekbased’On the multistage
intercOnnection‘networks (MIN) [21, [8], [20], [24]‘orbfast
time multiplexed buses ' MINs'are dynamic networks [18]1,
‘[19]. Here the application of static networks, including

" torus networks, to ATM switches is also studied.

1.2 ORGANZ.I:ZAT]‘ZCN‘ OF CHAPTERS

»vChaptervz introduces different types oflswitching
methods, hypercube interconnection networks, and routing
’protocols. The definitions of deadlock, iivelock, and |
Starvation are given.i Also, adaptive routing protocols are.
described. They are necessary to understand any routing
algorithmvon.a‘torus network. In,Chapter 3,'thefunicast
‘algorithm‘by Cypher-and Gravano [5] is presented and. the
fundamental definitions are given Chapter 4 describes a
new technique to build scalable foided torus networks The
‘s1mulation method and the performance of the unicast
‘algorithm are studieddin this chapter as well.v In chapter
5, the.formal definitions of‘Multicast Algorithm 1, |
Multicast Algorithm 2, and Multicast Algorithm 3'are given;
'vAlso, the proof of correctness for Multicast Algorithms 2.
‘and 3 are presented ‘ These algOrithms are‘extenSivelyi
compared With one another based on the results of

81mulations- Chapter 6 1ncludes some poss1b1e extenSions,



future work, and conclusions.



. CH TER 2 PRELIMINARIES

In thlS chapter, fundamental knowledge, Wthh 1s

"L>necessary to dlscuss any routlng protocol on a torus

"f;network 1s presented flﬂf“v*”*'

.ﬂﬂ2 1 SWITCHING METHODS

In thlS sectlon, several sw1tch1ng methods are

fidescrlbed and compared A sw1tch1ng method is a mechan'

"to transport 1nformatlon across a- network , Network latency f;fff'

":1s the amount of tlme requlred to transport a message from '

'Tf‘lts source to 1ts destlnatlon
In c1rcu1t sw1tch1ng, a complete path of communlcatlon

-;fllnks must be setup between two nodes,tthe source node and

:che destlnatlon node,d' blr to the actua__communlcatlon

lehls technlque 1s based o‘ithe telephone sw1tch1ng method

f}pused 1n most of the ex1st1ng‘telephone networks [21] Once

:*fthe path between two nodesylsfset up“*there 1s no need for

o ’further s1gnallng”'r‘address1ng : The mlnlmum network

i‘latency of 01rcu1t;sw1tch1ng 1s proportlonal to

IN, xS, 41,

s

%bWhére‘anﬂisftheInumberfof:hopSfQS:Xismthefsiﬁeﬁ¢ff5igna1,

75fand7if ls_the length of the message (Flgure'2;l)

number'o hops 1s equal tovthe number of tlme that a messagef('

; iirlS transferred between t‘o~adjacent nodes _Clrcult




‘sw1tch1ng‘can cause a low channel utllization because once
links are in use,[no other node can use those links even 1f
dthey are 1dle [21] Since the network latency is dominated
by the time required to setup a connection and links are
used by only two communicating nodes, thlS method is
advantageous for 1nfrequent long messages. For frequent
short messages, there are too many overheads 1nvolved to
festablish a connection beforehand. 'Therefore, clrcult

SWitching‘is nOt suitable for 'small messages (packets) .

] Message or Packet
—» Data or Content

- Header and Signaling Information

- SOURCE}-E=

NODE 1}

' NODE 2}

- DESTINATIONL— .
: 6— Sig. Latency —9

% ‘Network Latency -—_-—)

Figure 2Q1;vNetwork'Latency of Circuit Switching.

In message‘SWitching(Store—and—Forward); messages are
routed toward their destination nodes without establishing a
path: Message switching achieves a better channel
utilization than c1rcu1t‘sw1tch1ng by utilizing idle periods

of 01rcu1t,sw1tch1ng [21]. By including addressing



informationfin the header,»each message is routed toward‘its
destlnatlon dynamlcally by 1ntermed1ate nodes When a-
message is recelved 1n an 1ntermed1ate node, the message is
vstored in a buffer temporarlly and then is forwarded to a |

‘selected adjacent node The name “store and forward” is
"gderlved.from thlS routlng characterlstlc In‘this method,

h eaeh'link is statlstlcally shared by many nodes - Because

.f each‘message needs to be recelved cOmpletely‘at intermediate

:\anOdesvbefore‘it is‘féiwafaed‘to the neXt node, the.
'communlcatlon 1atency is much h1gher Theiminimum network

_latency 1s proportlonal to

| | N'X(Sh+L )
mhergdsh'is:fhehsi#é'offhe'header (Frgure,érz){ Inathis
*fmethod,ibuffers;in the‘nodes‘must befable'to'store the

longest message allowed.

SOURCE

NODE 1}

NODE 2|——

DESTINATIONL i ' : — . : TIME -
: - Network Latenpy ’ e > ‘

Figure 2.2. Network Latency of Message Switching.

~Packet Switching is an improvement over message

switching'by dividingva1meSsage;into'smaller packets. Each



packet has ite owh addressing.information.. This introduces.
»additional overhead, but the simﬁltaneous use of'lihks on a
path by a message_is possible. ‘Packet’switching utilizes
the communicationplinks more efficiently than message
switching [21]. A higher channel utilization and low
network latency are possible. The minimum network latency

is proportlonal to
N, x(S,+L,)+(N, —1) (@S, +L) (S +L,)x(N, +(N,-1)
where L is the length of packet w1thout header (Figure

2.3) . The requlred buffer size is the packet size. Store-
and-forward or packet switching is more suitable for'ATM‘
traffic since ATM cells’(packets) are small. In general,
store and- forward and packet sw1tch1ng are simple technlques
“which work well when messages or packets are small in
comparison with the channel widths [5]. If the messages
themselves are small and fixed size, it is possible to apply
store—and—forward directly to the algorithms presented here.

An example of this scenario is ATM cells.



" b1 Note: P1 and P2 aré packets.

SOURCE

NODE 1}
: P2

NODE 2}

DESTINATIONL - S A—— S S ' TIME
‘ i€——————— Network Latency ——— >

Figure 2.3. Network Latency of Packet Switching.

Virtual eut—thrOUQh is a mixtﬁre of circuit switching
‘and packet sWitching.' Virtual cut;through attempts to
overcome the-extra‘latency_thet is introduced by message
switching and packet sWitching. It permits a message te be
transmitted ﬁo the next node before it is received
‘compietely. The message or packet‘is divided into smaller
units called flow cOntrOi units or flits [11], [16], [211.
When enough informatien for routing is received and the
selected outgoing ehaneel is free,vthe‘transmission of the
flits to the'ﬁext nede starts} Once a meesage header(flit)
is accepted by the next.hode, the rest of the message or
packet follows the same path. Only when the outgoing
channel is busy, the message or paCket needs to be stofed at
the blocked intermediate node completely. On a heavily
loaded netwerk, virtual cut-through perfofms similarly to
message switching‘or‘packet switchieg. On a lightly loaded

. network, virtual cut-through performs similarly to circuit

10



.SWitchlngiIéiltviTHe”minimum‘network‘latenCYlls‘propOrtional -
o . R . 4 )
,_N”xS‘+L<
:refer to Flgure 2 4. Vlrtual cut through is suitable for
fllghtly loaded networks and 1t hides network latency If
the messages or packets are small there are. small
drfferences,between;storefand—forward or packet switching
and Virtual‘cut-through."While packet switching is the
s1mplest and most- eff1c1ent method for small packets it is
E poss1ble to use the algorithms presented here with v1rtual

cut—through.__

SOURCEL

NODE 1|

. DESTINATIONL— L ' —TIME
: : i‘€— Network Latency —)

.Figure 2.4. Network Latencyiof Vlrtual Cut - Through and
- ' ‘Wormhole.

Wormhole routing‘is similar to virtual cutFthrough With,p
a‘smaller buffer size. &Virtual¥cut~through requires buffers
kthatkare large enough to hold a complete packet orvmessage.
'1Wormhole routlng requlres buffers that are the 51ze of a
message-header(fllt).* Wormhole routlng‘reduces the requlred

size of the-buffer,in each node; however, there is a

11



',drawback}to the reductlon of the buffer. Whenvan outgoing
fchannel is busy, other channels currently used by the
message cannot be freed unllke virtual cut- through [11]

At light loads, wormhole routlng behaves 81m11ar to virtual
‘cut through Under heavy loads, wormhole routlng.under-
utlllzes the networks because of its blocking nature of
channels, and it does not perform similarly to message
switching or packet switching [11].'.The minimum network
latency 1s the same as virtual cut- through. lf heayy‘
trafflc is expected or traffic is bursty in nature wormhole
v‘routlng should not be used. In general routlng algorlthms

for packet sw1tch1ng and wormhole routing: are not |
1nterchangeable w1thout modlflcatlons

The hlerarchy of sw1tch1ng methods is glven in Flgure'

32,5, The~arrOWS’1mply 1nher1tances.’ For example, packet
';sw1tch1ng 1nher1ts its fundamental sw1tch1ng propertles from

message sw1tch1ng

[ Message switehing | " Clircuit Switching

| -rahke{swjuﬁing |,

J‘Viffpglcim-Tﬁgougp |

' Iw or‘m‘vl.lj’ol‘e R 6ut'i'n§ |

‘Figure’2.5, Hierarchy?offswitChing Methods.

12



2.2 HYPERCUBE’INTERCONNECTION NETWORKS

This sectibn formally défines Hypercube Interconnectioh
Networks (HIN) . ‘Many interconnection.networks; including
_tofué and binafy hypércﬁbe interconnectioﬁ networks, belong
to the class of HIN. | |
Let N be the number of pfocessors‘in,an’HIN. N can

‘be represented in a mixed radix form as

: ' d-1
N=k,, ><k;l__2 XKk, 3% xk, =Hkl.
, i=0
where k, is the number of processors in dimension i . Tﬁen;
‘each processor between 0 and N-1 can be represented as a
d;tuple: |
(@4015042,8,455..-0)
where G)Saisk;—l)'andnd is the number of.dimensions‘in thew
network. By sétting constraints onvthe vélues of d and-k{;
and the interconﬁection ofgprocessors, différent types of
HIN reéults. o | | | o
Generalized HINs [3], [11]: each processo£ is

interconnected to every other processor whose address

differs in exactly one digit (Figure 2.6), or
Vi,(a4.1,045--30;5.-.,80) 1s connected to (a,,,8, 55---,a,-.-,a)
if a, #a, .

A Hyper-simplified intefconnection network is a

13



wcgenerallzed HIN such that for all “in generallzed HIN

ffk k
Vz(adl,adz, ,ai ao) 1s connected to (adl,adz, a” ¢%)[bp
1f k k and a ¢a

‘312

i el G

» }';;! - .u‘. s-}"310,v;1v
| -~

000 \g/_ 100/ 2008/ 300

‘”r“FigureEZQGtheneralized{Hypercube.

A Hyper- rectangular 1nterconnect1on network [11] 1s ‘a f
’kdgenerallzed HIN where each processor is connected to every'

%;pother processor whose address’dlffers,ln exactly one-drglt\p
vbyiiiaﬁodulotthendimensionﬂradixfgFigUfe‘é.7)j:Or |

Vz(adl,adz, 24y ,ao)lls connected to (adl,adz, a]5ia0)

j', if a; —(a +1)modk
' In a hyper rectangular 1nterconnectlon network there are’
‘cycles 1n each d1mens1on An edge between node (O 0 0) and

,(.

:node (3 0, 0) 1s an example of a wraparound connectlon

1a



hFiguréi2g7f@Hyper%Rectangular.

k ary n- cube 1nterconnectlon.networks fbr-all7inbﬁ;k.
and each processor 1s interconnected to every other.v”‘.
bprocessoerhOSe'addressédiffersin exactly7one digittbyiil
"."‘:‘.'rnodul;d kor i o | |
Vi (aé l,ad.z,. | .4, | aO) is connected to .(ad Ay é, ,a,’,"‘...,vc‘to')_ o :
.‘1f k —k and a] —(a-tDnmdk
By’ settlng addltlonal constralnts on. k ary n- cube
.1nterconnectlon networks, many well known 1nterconnectlon )
bpnetworks can be bullt ; For example,“blnary hypercubes‘can‘h
“lbe represented by llmltlng the number of. processors 1n each
~l d1mens1on to two A 2D torus can be represented by settlng
7‘the number of d1mens1on to two L1kew1se na 3D torus is -
:represented by settlng thevnumber of dlmens1on to three ln
’[{general A hyper rectangular is called torus ; Flgure 2.8 54

cushows the taxonomy of HIN




HIN

Hyper-Simplified - L o Hyper-Recta‘ngillar. '

| " k-ary n-cube

Binary nQ'Cube-, Ternary n-cube k-ary 2-cube || k4ary 3-cube
‘(Hypercube) -~ | (2D Torus) (3D Torus)

~Figure 2.8. Taxonomy of HIN..

' 2.3 DEADLOCK, LiVELOCK, AND,STARVATION.
‘b A £Outing algorithm haé to:guaraﬁtee freedom from
‘déadlock, liveléck, and étérvation.. By évoiding_thése
’éonditions,.a routing.algorithm‘will evehtualiy deliver a
message to‘its destination.’ The descriptions of.déadlock;
livelock, and starvation are given below. |
Deadlock,may,oécur when the routing. protocol waits forl'
the required resources, such as links and buffef'spacesA‘to.
become available. ' Deadlock is a situatiénIWhéré'no meSsage
_can move toward its destination because of formation of

cyclic dependencies among network resources.
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'Qsposs1b111ty of 11velock

leelock occursuwhen a message c1rculates 1n a network
f.never reachlng 1ts destlnatlon If a routlng protocol does

"not guarantee mlnlmal paths, then there ex1sts the et

" Starvatlon occurs when a message walts for 1ts requ1red§f*-*7v*

"f}resources 1ndef1n1tely whlle those resources are allocated e

ffﬁto other messages ‘5f -

'2 4 ADAPTIVE ROUTING PROTOCOLS i

‘A routlng protocol is. a set of rules Wthh deflnes how‘
‘a.message 1s sent from 1ts source to 1ts destlnatlon | |
‘”Adaptlve protocols have the ablllty to dynamlcally select
'd:p0381ble routes at each 1ntermed1ate node A messagevthatn
o is routed by non- adaptlve routlng protocols can only take a;‘
'fpredetermlned path _ On a large scale : multlcomputer

lrmultlprocessor, or network of computers,'lt 1s des1rable to N

W,fapply an adaptlve routlng protocol to make more eff1c1ent

"use of 1nterconnectlon bandw1dth [11] Adaptlve routlng .3‘Wj,5
kaprotocols are class1f1ed ‘as’ progre881ve or backtracklng

l‘fProgre881ve protocols always try to move forward and have a ci"

:*}'llmlted ablllty to backtrack Backtracklng protocols

'fsystematlcally search the network to flnd poss1ble paths by

kbacktracklng as needed Backtracklng protocols should not
be used 1n networks Wthh requlre fast routlng de0181ons,kht”:‘f

-_but are sulted for faulty networks



Progre881ve and backtracklng protocols are class1f1ed
5as mlsroutlng or profltable A llnk Wthh brlngs ai message.f7
s’;closer to 1ts destlnatlon,ils called a profltable llnk ”A"

lpprofltable protocol only uses profltable llnks for rout1ng

i*hVat each node A mlsroutlng protocol can use both profltable,"

'and non profltable llnks ? M1srout1ng mlght lead to
vfllvelock e - |

‘ Profltable and mlsroutlné protocols are”class1f1ed as.'
vfully or partlally adaptlve A fully adaptlve protocol can
quse all paths that are avallable for routlng A partlally»h‘
ifadaptlve protocol is restrlcted to use a subset of all pathsc

tthat are’ avallable for routlng If a routlng protocol 1s

ijjfully adaptlve, profltable, and progre881ve, 1t 1s sald to

"v"adaptlve routlng protocols [11]

.Vabe fully mlnlmal adaptlve Flgure 2. 9 shows the taxonomy of

o Adgp‘tive_:rou,ting‘;protq.;colé_,:j"_' B L C e

Progressnve e o Backtrackmg ‘

o Mi"srout'ili»gtf.zy./_ _f,fl’\rdﬁfablé- » AR Misrputing . ,‘ Proﬂtable L

H S Fully - Partlally Fully Partlally "Fully Partlally Fully Partlally

1-;?Figure§2,9 Taxonomy of Adaptlve Routlng Protocols



CHAPTER 3 -- FULLY MINIMAL ADAPTIVE UNICAST ON
- ‘ TORUS NETWORKS

'Injthis chapter, several deflnltlons and assumptlons
are givenﬂ They are necessary to describe the unicast
algorithm [5]'and.the.mu1ti¢aét algorithms in Chapter 5.
Simulati§h~result of the unicast algorithm is presented and

- discussed at the end of Chapter 4.

3.1 DEFINITION OF TERMS

Each node in the torus netwbrk contains an injection
queue, a delivery queué,‘aﬁd three central quéues (Figﬁre
371). Packets can enterfthe;torﬁs network only by being
placed’in an empty;iﬁjectioﬁ'queﬁe in their source node.
Also, packets can be removed from the network only at their
destination node’s dellvery qgueue . The injection queue and
delivery queue are 1ntroduced to. s1mp11fy the description of
the model. It is not necessary for these two queues to be
present. ‘Cdnsequently;,only central queues are counted as
the ﬁumber bf queues required by a routing algorithm. Each
céntral gqueue in a. node should be directly accessed from all
of the node’s input ports.

Given the‘source and the destination node of a packet
and thé‘queué in which the packet is'currently.stored, an
_adaptiVe_roﬁting algdrithm specifies a set of queues to

which the packet may be moved next. This set of queues is
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called the packetfs waiting éet.-‘A waiting set can_consist
of_queuesveither-in the node that currently holds the packet
or in neighboring nodes. Injectiothueues are not:allowed
to appear in‘wéiting‘séts; The waiting set of a packet
which is currently in a delivery queue must be empty.
injection queues are used only for introducing new packets,:
‘to'thé ﬂetwork. Delivery»queues are used only for remdving
packets which have reached their destination. When a packet
' is moved from one queue to another, it occupies both of the

queues for a finite amount of time.

Injection
Queue

C

Delivery .
Queue ‘ ,

Figure 3.1. The Queue Structure of the Unicast Algorithm.

3.2 ASSUMPTIONS
Se?eral assumptions_are‘made dn‘the torus network
properties based on‘thefﬁwell—béhaved'buffer managément7‘by },
Glnther [15] . | |
B Al. .No “starvétiOn‘inlp0verty;ﬁ No packét

remains in a queue forever while an infinite

20



,number of'packetsfenter'and leave some queue-t
in ite_waiting set. ‘7 | |
A2. A packet that is in the delivery queue of its
destination‘node will be removed from the
network within a finite time.
A3. No “etarvation in'mealth " No packet remains
in a queue forever 1f there 1s a queue in its
, waltlng,set which 1s‘empty or permanently
empty. |
Al and A2 ensure that Eackete never wait for a queue for an.
infinitely long time without'any reason. A3 prevents
starvation. ‘Under the assumption“of weil—behaved buffer
management, Glinther has proved that a torus routing
algorithm is deadlock and starvation‘free [15] ..
vLemma 3.1 (Gilinther): Given a total ordering of the
queues in the network, a routing network is free of deadlock
and no packet w1ll remain in a single queue under the | |
assumption of well behaved buffer management if one of the

following 1s,satlsf1ed forvevery packet:

e A packet is in the delivery queue of its destination

node.
f'"A packet has a waitingmset‘that containg a higherq
ordered queue than the one it ocoupies currently.
nLemma‘3.1 does not force packets to be routed through

queues in increasing order; it ensures that every packet

21



always has a chance'to move to a higher ordered queue.

3.3 NODE ORDERINGS
._Severaldusefﬁl node orderings were introduced by Cypher and
dvGraQeﬁo [5]. These node orderings are used to define the
Jqueue]orderings ﬁsea_in‘the‘algorithmskintreduced_hefe.ﬂLTo
'deecriﬂe seﬁerel_node orderiﬁgs,dan 8x9 torus is‘used ae an
~example (Figure 3.2).
The‘fbilewingyfeurfpede Qrderings are defined.
‘é. Right—inereesing erderihg is the simple row-major
ordering of the nodes;
o Left—increaSing ordering"is simply the reverse of
the rigthincreasing'ordering;f
"6 ‘Ihsidefincreasing Ordering aesigne the smallest
velues‘to’fhevnodes near the wraparound edges Qf
'the torus and the largest values to the nodes
near the center of the‘torue network .
. Outside—increasing~ordering is‘eimﬁly the reverse
of the inside—increasing Qrdering7
Refer to Table 3.1, Table 3.2; Table 3.3, and Table 3.4.

Formally'given an integer i,0<i<d, let

R | -
g(i)=ij (g(0)=1).
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- For any "toru?s;-rncde- label of the form (4, aa) , define

Eval((ad ‘19ad—‘2=> ,a )) Zg(l)a ‘ _“vi ‘v :

0 ,'.‘

iFunctlon Eval ass1gns a unlque 1nteger 1n the range of O,

'7;s»through n—l'to each'node'] It 1nterprets a node label as a.

‘.gmlxed radlx representatlon of 1ntegers To obtaln the four
total orderlngs,,the nodes are flrst re labeled accordlng to
the follow1ng functlons [5] Then, the Functlon Eval 1s

-“used to evaluate the new labels as 1ntegers _ leen-any-f‘if.

"flnteger k3>2 and.cz‘wherefO ’au<k wewhave1'=""

tﬂxa”k) a‘uorders the‘numbers 0 through k —1 1ni"’?ﬁl'
11ncrea81ng order from left to rlght)b |
‘khjtfwﬂ(a”k) k-—a —1 (orders the number O through k —lj,

l,1n 1ncrea81ng order from rlght to left)

B * 'f'("”k) {L3k /2] a-1 otherwzse T 9r§er§ the

~ “numbers 0 through k —1 from the out81de to” the f.b

Tflns1de)

R ;fo(“t’k) { |_k /2J Z)fth‘:r:)zl.;e J' (Orders Bhe

numbers O through kv—l from the 1n81de to the o

'l;outs1de)

Examples of these four functlons are glven 1n Table 3. 5




The fourvfunctions to produCe.the‘total orderings from

the mixed radixyréprésehtatibn'of node labels are defined by

Righl‘((ad;l,ad_29°'-"a0))_. | ,
| =E"al((fR(ad—l’kd-;)»(fR(ad;;',kd_z)a'-"(fR(aO’kO))L

Lefi((aysayqnar)) o -
= Eval((f, (A4 ka)(F1 g kg )oeeen (F1(80 K ),

Inside((a,_,,a,_,,..-,a,))

. = Eval((fl(ad—l’kd—l)a(fl(ad>—2v7kd‘—2‘)""9(f1(aO’kO)))a'

Outside((a d-1>8ga5+++> % )

= Bval((fp (s kac o (@aca oo (o (@0, Ko ).
‘.A trénsfer,of_a packet ffom nodé;x to an adjacent node y is
said to‘occuf-to thé'figh£ if and'on1y if.x is smaller than
y in the~righﬁfincreésing ordered torus networkv(Figure
3.3). éimilarly, a tr&néfér'of’éiﬁaékét from nédé x to an
adjacent node‘yvis{said to Qécur'to'the inside if'and.only
if x'is‘smaller than y in the inside—increasing'ofdered
'torus_network (Figure 3.5). For other orderings, refer to

Figure 3.4 and Figure 3.6.
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s I 20 2T [ 22 [ 23 [ 22 [ 25 [ 26

27T {2z 29 [ 30 [ 3T [ 32 [ 33 (32 (35 ]

[@5 46 [&7 48 [ 49 [ 50 [ 5T [52[53|

[5T[ 55|56 5758 [59 (60 (6T 62|

B3 EI (G5 [ 66 [ 6T |68 (GBI [ 70 [ 7T

© Table 3.1. Right-increasing Ordering in §x9 Torus.




1 :

dasees

Figure 3.4. 8x9 Torus‘with‘Left—inCreaSing Direction Edges.

71 70 69 | 68 67 66 65 64 63

62 [ 61 [ 60 | 59 58 [ 57 | 56 | 55 | 54

53 | 52 | 5L | 50 | 49 | 48 | 47 | 46 | 45

44 43 | 42 41 | 40 39 38 37 36

35 34 33 32 31 [ 30 29 28 277

26 25 [ 24 | 23 22 | 21 [ 20 [ 19 18

T7 [ I6 [ 15 [ 14 [ 13 [ 12 [ IT [ 10 [ 9

Table 3.2: Left-increasing Ordering in 8x9 Torus.
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Figure 3.5. 8x9 Torus with Inside-increasing Direction
' Edges. ‘ :

9 10 11 ‘12 17 '16 15 [ 14 13

18 19 20 21 26 25 24 23 22

27 28 29 [ 30 | 35 34 33 32 31

63 64 | 65 66 71 1770 69 68 67/

5Z [ 55 [ 56 [ 57 | 62 | 6L | 60 | 59 | 58

45 | 46 '47 48 [ 53 ['52 [ 51 | 50 | 49

36 | 37 | 38 [ 39 44 | 43 42 141 | 40

Table 3.3. Inside-increasing Ordering in 8x9 Torus.
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‘Figure 3.6. 8x9 Torus with Outside-increasing Direction
- S ‘ Edges.

7T [ 70 [ 69 [ 68 [ 63 [ 64 [ 65 [ 66 [ 67

62 [ 61 [ 60 [ 59 | 54 [ 55 | 56 | 57 | 58

53 [ 52 | 51 [ 50 | 45 | 46 | 47 [ 48 [ 49

22 23 [ 42 [ 4T | 36 [ 37 [ 35 [ 39 [ 40

85 7 6 [ 5 0 T [ 232

T7 {16 [ 15 [ 12 [ 9 [0 [ IT [ IZ [ I3

26 [ 25 24 [ 23 [ I8 [ 19 [ 20 [ 2T | 22

3534 [ 33 [ 32 [ 27 [ 28 [ 29 | 30 [ 3L

Table 3.4. OutSidéfincreasipg”Ordéring in 8x9 Torus.
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n ok nodes(p) that : “



- 3.5 THE UNICAST ALGORITHM
| ‘A minimal—fuily—adaptiue paoket routing algorithm for
unicasts is introduced by Cypher and:Gravano [5]. This
.algorithﬁ is pr0ved to be deadlock, livelock, and staruation
free based on the weil-behaved‘bufferimanagement assumption
“[15]. Thevadvantage of this,algorithm is that it requires
only‘three central queues per node regardless of the size'
and dimension of the torus network. For example, “hOsto-
farV'SCheme [ZSj requires larger queues thanhthe diameter of
~the torus. The Ngai and Dhar algorithm [27] is a novel |
approach to av01d deadlock by tokens, but it requires more
buffers to route packets efficiently as the diameter |
«‘increases;, - | |

| The fully mlnrmal adaptive algorlthn for unicastings by
'Cypher and Gravano is presented here. The algorithm is run
on every node to flnd walt(p) of-any packet p. ok nodes (p)
is calculated on each node using destination(p)‘and node(p)»

every time p moves between any two queues as follows.

Let destination(p) be‘(adl, Ha .,a,) and node(p) be

byys--- b o). Let length ai—b,
For i = 0 to d- 1 do the follow1ng to flnd nodes to be

included in ok nodeSCp)

If k, 'modulo 2 = 0 AND |length| = Lk /ZJ Then
Include both pos1t1ve and negative adjacent nodes on

dimension i.
Else if length > 0 Then

If length < Lh/2J Then
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Include an adjacent node in the poSitiVe

“direction on dimension i.
Else S
Include an adjacent node in the negative

direction on dimension i .

End if .
Else if length < 0. _
If |length| < Lk/2j Then

Include an adjacent node in the negative

direction on dimension i .
Else
Include an adjacent node in the positive
direction on dimension i . '
End if ’
End if ’

For example, on Figure 3.2,'let nodé(p) be node (5,5) and
destination(p) be node (2,3). 1In this case, nodes (5,4) and
(4,5) are in ok_nddes(p). Based on wait (p) and the durrent
condition of a neﬁwofk[ node(p)‘decides the next movement bf
packet p dYnamically. H

Unicast Algorithm: :

Let A, B, and C be three central gueues required by the
algorithm (Figure 3.1) .. Let p be an arbitrary packet
that is being routed by the algorithm. Let g =

~queue (p), and x = node(p). The algorithm creates p’s
waiting set (wait(p)) according to the following rules.

Case 1: g is an injection queue.

In this case, wait(p) consists of the A gqueue in x.

Case 2: g is an A queue.

In this case, there are two subcases.
Case 2a: 3y €ok nodes(p) such that Right(x)< Right(y) .
In this subcase, wait(p) consists of all of the A
queues. in ok queues (p).

Case 2b: 7y ecok_nodes(p) such that Right(x)< Right(y) .
In this subcase, wait(p) consists of the B queue in
X .

Case 3: g is a B queue.

" In this case, there are two subcases.

Case 3a: Jye€ok _nodes(p) such that Left(x)< Lefi(y).
In this subcase, wait(p) consists of all of the B
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- queues in ok queues (p).

Case 3b: Ay cok nodes(p) such that Lefi(x)<Left(y).
In this subcase, wait(p) consists of the C queue in
x ' '

Case 4: g is a C queue.'

In this case, there are two subcases.

Case 4a: x # destination(p) .
In this subcase, wait (p) consists of all of the C
queues in ok gueues (p) .

‘Case 4b: x =destination(p) .

Cas

Cbn

(4,7) to

Figure 3

sequence

queue of

" queue of
qﬁeue 6f
queue of
queue of

delivery

In this subcase, wait(p) consists of the delivery
queue in x. '
e 5: g is a delivery queue.

sider a packet p that is routedAfrom source ndde
destination node (2,2)'in an 8x9 torus network.

.7 represents one possible minimal path. The |
of packet‘movemeﬁts in the queues‘is the injection
node(4,7) to the A queue of node(4;7) to the A
node(3;7);to>£hé quﬁéue.of;nbde13;8) to ﬁhe B
node (3, 8) to'thé'B quéué-of node (3,0) td.the B
node (2,0) to the C queue of'hodeKz,Q) to the C
node(Z)l) té the C queﬁe of node(2,2) to the

gueue of node(2,2). The correctness of the

algorithm is proven [5].

The
imultiple
incoming

need to

queue structure in each node should accommodate
‘injection and delivery queues to prevent loss of
~and outgbing packets as in Figure 3.8. There is no

change the algorithm to handle multiple injection

and delivery queues.
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‘ Figuré 3.7. An Example of a Route by the Unicast Algorithm.

Injection
Queues

o)

Delivery
Queues

v

Figure 3.8. The:Modified Queue Structure.
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CHAPTER 4 -- IMPLEMENTATION AND PERFORMANCE
‘ EVALUATION OF THE UNICAST ALGORITHM

In thlS chapter, a technlque to bulld scalable folded
'torus networks‘is presented. Base units to build 1-, 2-,
andIBQdimensional folded torus.networks,and the
architectures of the baselunits used in the algorithms are
described.d'The perforﬁance characteristics of the unicast

algorithm are also presented.

4, 1 NODE ARCHITECTURE AND ORGANIZATION

The 81mp11c1ty of the interconnections between nodes is
vthe prlmary advantage of the torus network [2], [S], [19].
On bulldlngylarge—scale parallel computers, the complexity
ofjwirlng between nodes'becomes an important issue. The
cost of k—ary n—cuhe networks is.dOminated by the amount of
~wire, rather than‘theﬁnumber of'sWitches required [19]. An

efficient method of buildingvtorus’networks'iS»prerequisite.

4.1.1 FOLDED TORUS NETWORKS

Consider a llnear array 1nterconnectlon network as in
-Figure 4.1.'>By addlng a'wraparoundvconnectlon between node
0 and node n-1 in an n node llnear array, a 1—dlmensional
torus (1;D torus.or rlng)‘can be reallzed (Flgure 4.2).
Note that the wraparound llnk is longer than other links.

ThlS results in longer communlcatlon;latency along the
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wraparbund edge. :To equalize the length of all links, the
torus is folded along its bisection link of its underlying
linear érray, resulting in a perfect shuffle of nodes as in

Figufe 4.3, This is the 1-D folded torus network.

o 1 2 3 4 5 o 1 2 3 4 5

Figure 4.1. Linear Array.  Figure 4.2. 1-D Torus.

Figure 4.3. 1-D Folded Torus.

4.1.2 BASE UNITS

A 1-D folded”tofus>netwofk‘¢aﬁ be bﬁilt’Out of scalable
"basebunits. Figure 4.4 indiéates the base unit for 1-D
folded torus ﬁetworks. For example, a 6—hode 1-D ﬁorus can
be built using three base units, and two end pins that are
plaéed at both ends (Figure 4.5). Such networks are easily
modifiable. To add more nodes‘to an existing netWork,
additional base units are inserted between an end pin and
:ﬁhe bése unit next to_the end piﬁ. POésible networkvsizes

are multiples of two nodes.
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- Unit for 1-D Torus.

Base umt 2

3 Base Unlts and 2 End P1ns 57

oan be bullt us1ng the

'ibase unlt w1th four nodes'(Flgure 4‘6)

A 6x6 foldei network can be bullt us1ng 9 base unlts (Flgureﬁfffl

vfﬁ;4J7X; At a”glance, folded torus networks seem to be




different‘frdﬁ to?ﬁs,ﬁetwbrks‘that were introduced.in
‘Cﬁapter 3;  HéWeQef) £hey:are tQpalbgiCally equivélent.[19l
: and any'algorithm that‘ruhs-oﬁ‘afforus.hetwork also-runs,i
wifhout'any'mOdifiéation, on anfequivalent folded‘torus
L;nétWofk; Fd? Ehev2ethorus,vposSible network si?es are
2mx2n, m21 and'nzilv‘}n éﬁdanvéhoﬁid bé’kébt as closeytd
each chef‘as bstible to avoidilafgéudiametéré. For
exarﬁp‘le_, the sequence of 2x2, 2><4.,' 2x6, ‘4v><4, 4X6, 4x8, 6x6,

etc. is the desirable‘way to scale up the 2-D torus network.

Figure 4.7. 2x2 Base Units in a 6x6 Folded Torus.
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For ﬁhe'B—D torus, é-bésé‘unit consisté of eight nqdes 
(2x2x2): as in Figure 4.8.' Figuré 4.9 is an example of é
2x4x4 torus network usingfbuf such’baéé units. Similar to
2-D base units, it is désirable‘td keep_the“diameter‘bf'thé
networksvsmall as possible. ?ossible network sizes are
2nx2mx 2l where nx1l, m21, and 121;. For example, the

sequence, 2x2X2, 2x2x4, 2X2x6, 2x4x4, 2x4x6, 4x4x4, etc., is

the desirable way to scale up the 3-D torus network.
(= ‘

Figure 4.8. Base Unit for 3-D Torus.
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Figure 4.9. 2x2Xx2 Base Units in a 2x4x4 Folded Torus.

| 4.1.3 ARCHITECTURE OF BASE UNITS

‘The symmetry of folded torus networks makes them ideal
for VLSI implementation. Figure 4.10 shows. the
implementation of a single nodé. Within a chip, gqueues are
hérdfwired. Each queue has a tag (T). Tags are used to
indicate"Whether‘a gueue is occupied or-nbt. By checking
- the tag of the next node'’s queue, neighboring nodes can
diréctly send a packet to the next node. Ihjection and
deliVery queues aré implemented as‘expandable caches, either
on or off the chip. Each chi@ is self-clocked, otherwise,

it would. be difficult to.synchronize all nodes on large
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‘f};?networks [6] fi] To 1mplement the 1 D base unlt two of

”fthese nodes are placed 1n one Chlp For the 2- D base unlt

”'!VQfour of these nodes are placed 1n one Chlp Slmllarly,v'~-m‘u

unit.

'lelght of these nodes are placed 1n one ch1p for the 3- D base

E "Inj}ecﬁé,,n Cache

o "‘Injeétion queue \ o

b’i,piﬁfx%f

| Delivery gueue '

" Delivery Cache: [

'Flg"re:4 10



4 2 SIMULATION METHOD

In thlS sectlon, several?lmportant propertles of the
o s1mulatlon are dlscussed The 31mulatlon method whlch 1s
nklntroduced 1n thls sectlon, 1s used for both the unlcast

thalgorlthm and the multlcast algorlthms

4 2 1 PREVENTING STARVATION
On Slmulatlng the unlcast algorlthm, theﬁaSSumptiOnsﬁofﬁ%

'well behaved buffer management that were made in: Sectlon 3 2]1]

fif_need to be 1mp1emented To prevent starvatlon, prlorltles '

‘f,are a881gned to each 1ncom1ng llnk of A B ‘and C queues.
'dfThe prlorltles are examlned 1n a’ round robln fashlon -For fl

.example, each A queue on a 2 D torus network has an 1ncom1ng=

'"_fllnk from 1ts 1njectlon queue and the A queues of 1ts north ;bf-

ieast ‘south"and west nelghbors An example of the

’?wprlorltles of the A queue 1s shown 1n Flgure 4., 11

Injection»iquéue" .

.: Froin A queue of nqrfh no'dej,

. ‘From A ciueue of west node - ——— From A queueof east node‘_ i

- From A queue of south node -

Dehvery queue f—

Figure 4.11. An Example of Packet Priorities.



lf_?pr;or;tyﬂ5

*fleth these prlorltle ¥ 1f there:are packets from the east

f;ﬂand the hinelghbors‘ _e;packet from the east nelghbor

'f:w1ll e placedvln the A queue,fs“‘v:flt has a hlgher

_ated 1n a clockw1se fashlon ThlS

1uprlor1tyfs:heme ensures the falrness Slmllarly, the B and.jf}

'.removed from the dellvery queues based on the negat1ve7'*f

bj,exponential diStr“bu:ion with\meant% l/u Each node has 1ts b

ﬁ:fown u'? The s1ze'of each packet is. 57 bytes ThlS packet i

w”;°81ze is based on the s1ze‘of ATM cells (53 bytes),'hltklf

"”hkincludes 4 more bytes 1n the header to 1nclude routlng

"f_llnformatlon ' The 1nter queue latency 1s the amount of tlme_f'"

ﬁ*-requlred to move a packet between two queues on the same ."d

”Ffﬂ{node‘k lOO ns 1s ass1gned to the 1nter queue latency 'kThebf“'

‘“5ff]1nter node latency, Wthh 1s the amount of tlme requlred to

””@gmove a pack“tfbetween two nodes, 1s 450 ns on average Thlsﬁgﬂ'u

"“ggaverage 1nter node latency 1s calculated based on ‘the

“fter theupacket is' placed in the A queue, theffﬁf"v



5“]arch1tecture of the base unlt”~wTo*move a packet between o

d base unlts, an 800 nsflatency.ls assumed Wlthln a base

, unlt the 1nter node latency 1s lOO'ns ly

The probabllitywofbV‘l

hsendlng a packet to a node out81de of a base unlt 1s,0,5 f{ft””

lql81mllarly, the probablllty of sendlng a packet w1th1n a base\;d]“q,f

‘ff;lunlt is- 0 5 Therefore, the average 1nter node latency 1s

idobtalned by '
| lOOnsx05+800nsx05 450ns
‘:‘Consequentlyt the channel bandw1dth 1s calculated as 1 Gbpsl

57@%3x8hﬂ1i2%
A30ms i

Network latency 1s measured from the moment when a '
'ff:packet 1s placed 1n the 1njectlon queue untll 1ts arrlval at3ﬂf'
the dellvery queue

Network throughput is. calculated as‘.m'i

" T number of packets deltvered
Network throughput = ‘ .
: umt tzme

Queue utlllzatlon 1s the percent of the tlme when
‘f'central queues are occupled Slnce each node only k\
: Vmanlpulates 1ts central queues, the queue utlllzatlon 1s a 3,_"

“ffgood 1nd1catlon of the node utlllzatlon

. 4.2.3 SIMULATION PATTERNS

”s;jThreegsimulation;patternsfareVpreparedhfor‘at4x4x4,"




tbrﬁs netwé?k_and a B%SXS t§£ﬁ§ p¢tQ§rk. ‘ﬁéttern 1‘Creéﬁes fi 
deerété tr§ffi¢-;€Pat?éfnw2 ¢£éét¢s mediﬁmﬂfféffié;
’ fPatté£n 3‘qreatésvheéyy’tfaffic;}:A»Set*of K:énd wiis
': aSsighéd't6'éaéh $iﬁﬁiatiQﬁﬁ fééééd;bﬁ.%'and y;ghéWEfatés;
i.LI,andsuir‘aré”asSiéﬂédité eédﬁ ﬁode”%svfoIioWS:“>
.:;i.:Patferﬁlj(Mﬁaeré£e f£affi¢):‘

"4X4x4.tbrus'netw¢rk;; 

‘i node ; f»;if ;jk g
A/10 ‘
- A/100

2 nodes o

- 8x8x8 téruS’hétwdrk:‘fvf

[Trode 'x',‘?: A
a0
- A/100

[IT nodes |57

500 nodes .

pf = for‘all\nédes‘oh'bothfﬁOrus netWQrka
e Pattern 2 (Medium traffic):

L:Fof7b¢th-4X4x4 and‘8x8x8 torus netWorks:

‘ %l’lodes - 7\,’— ?\, L
A4
3h/a

*%'nodeij;-_%,

7 nodes RS

i

f‘%‘nodes ‘j pr‘
p =y for all nodes.

s Pattern 3:(Heavy traffic):

15 .



' For both 4xdx4 and 8xBx8 torus networks:

ach node is randomly assigned A’ based on the

’”*inegatlve‘eXponentfalvdiStribhtion:With%meanf=-X!f*

' Each node is randomly assigned p’ based on the

hfyTﬁegatiVetekponential;;istributionTWith méé‘:il’i”-= .
It 1s 1mportant to note that hs on the graphs 1n the"r
'p;follow1ng sectlons and chapters do not 1nd1cate the average

3'1?.for{eachtpattern;¢;The5ayerage l’f(the‘actual-inputfrate):

~ is calculated by taking the average of A’ of all nodes. For

- example, the calculation of the average A’ of pattern 2 for

ﬁaf4kgx4pt¢fﬁs_hetwofkfistf '

16></1+16><2,/2+16></1/4+16x3><l/4

“Average A" =
ikl T e

';@V4 3 SIMULATION RESULT oF THE UNICAST ALGORITHM |

Graph 4 1 1s the result of the s1mu1atlon for the

1idun1cast algorlthm us1ng pattern 3 (heavy trafflc) on the

J8x8x8 torus network The Consultatlve Commlttee on

v;f Internatlonal Telegraphy;and°Telephony (CCITT) deflnes“théfc;]foﬂf‘

";ﬂaverage allowable latency of 450 us for ATM sw1tches [8]

'thhls 1lmlt is 1nd1cated on,all the graphs presented here

nAny latency beyond thls 11m1t 1s unacceptable The resultp



of the unicast simulation is used to compare the latency of

the multicast algorithms in the next chaptér.

‘
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.Graph 4.1. Unicast - Average Latancy vs. Lambda
(Pattern 3 - Heavy Traffic) 8x8x8 Torus
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"“ﬁf"cm;lpT R 5 MULTICASTS OoN TORUS 'NETWORKS

ATM trafflc frequently 1ncludes multlcasts CATV anda

73JV1deo conferenc1ng are examples of serv1ces that requlre R

'ldffrequent use of multlcasts [30] Ex1st1ng packet routlng T

“Tfalgorlthms for the torus networks cannot handle multlcasts;
“eff1c1ently [5] [10] [25] [27] The mlnlmal fully— ;

1fp_adapt1ve algorlthm by Cypher and Gravano [5] 1S'not an .,p'

”Qwexceptlon l It 1s spec1f1cally des1gned for unlcasts

'l?Multlcasts algorlthms ex1st for wormhole routlng, but are

‘Uid‘nelther sultable nor appllcable to packet sw1tch1ng In

”f; of arbltrary chosen nodes'

tthlS chapter,‘three multlcast algorlthms are presented

"5 1 MULTICAST NOTATION

Deflne a multlcast packet as. a packet whlch 1ncludes o

',the multlcast operator 1n 1ts destlnatlon for example, 1nfx[?' .

’”}@ﬁw“ﬂﬁfﬂﬂfwdﬂw
‘#ﬁuiskthefmulticaSt“operator indicating multicast‘on1
~ dimension i. (2, *) on an 8x9 torus network is a multlcast

o (2,00, (2,1), (2, 3) (2,0, @, 5>,; @, 6. @, 7), and

"¢(2 8) On the same'network broadcast can be spec1f1ed by

f}(* *) Wlth th1s notatlon, it[is;hard“tovmulticast_toga'set

3tofahsef of

‘f oimulticas

'Larbltrary chosen nodes, a multlcast or a broadcast w1th a,f»

' ‘message content Wthh selects the arbltrary chosen nodes rsfhkf




"ysent flrst Then only the chosen nodes w111 act upon
“succeedlng multlcasts or broadcasts whlle others ignore
sefthem ThlS contlnues untll another multlcast or broadcast

“iftermlnates thlS mode of operatlon

’»5 2 MULTICAST ALGORITHM 1 = SﬂﬂIIFI'MP'LIST:"IZC .

One way to accompllsh a multlcast is to send multlple
"unicasts The process of sendlng unlcasts from a source
node 1s completely sequentlal 1ThlS 1mp11es extra
”1atenc1es,:and more\traﬁf;c»on.the netWork , To accompllsh
zmulticastsfby multinielunicasts, it is not necessary to
modify the unicastfalgorithm-or.the queue structure on each
node. A‘multicast oacketngenerates ailhOf'itsicorreSponding
’unicast_packetsfsequentially”while at”the‘frontSOfytheb

injection queue.

'5.3 SIMULATION RESULT ‘ony MULTICAST ALGORITHM 1

'WGraph‘S.l shows theisrmulation result for.MultiCast‘
Algorithm 1 on pattern-3h(heayyvtraffic)} The network siZe‘f
is 8x8x8. 730% of'thefpackets'are multicaStﬁpackets. ,They
are randomly generateddwrth random target planes? ‘A'target_
plane is a n—dimensionai olane if a destinationhcontains n
_multicast operatorS'where’OSrusd—l. 'F0r~ekampie, a target

' plane 1s a llne 1f a destlnatlon contalns ‘one multlcast

'»n;operator. Every node on a target plane receives a copy of

" 50



Wﬁ,f%3o/ multlcasts‘

”fpacket from 1ts source node Slnce the s1mulatlon of

'@”multlcasts took too long for hlgher percent of multlcasts,fl_ff”"

ls selected However, 30/ and 50/'

,pThe graph clearly 1ndlcates that Multlcast
“lsAlgorlthmfl performs poorly Wlth 20 OOO packets per second:

f_mean arrlval rate, network latency 1s already above the f.*

rf_CCITT standard Therefore,plt 1s necessary to 1nvestlgate,{7f'

’7fimore efflclent multlcast algorlthms

,‘31mulated and thelr results are shown 1n f’fl'“VI
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'5 4 MULTICAST ALGORITHM 2»- RE INJECTION
v' The second multlcast algorlthm trles to reduce networkf}ﬁ

'latenc1es when compared w1th Multlcast Algorlthm 1. Thepif’f'

/1neff1c1ency of Multlcast Algorlthm 1 1s 1n 1ts sequentlal f_{;fsf

o generatlon of unlcasts at the source node to perform

5.1

rzﬁmult1casts ThlS algorlthm handles multlcasts more
ffeff1c1ently by re 1nject1ng multlcast packets 1nto the
f;llnjectlon queue There is no’change in the queue structure
fof the nodes except for the poss1b111ty of 1nsert1ng a |

’;packet from the c queue to the 1njectlon queue as 1n Flgurel:

v ‘.-vInj’cdtio'h‘_' '
"~ Queue

Delivery EAR
- “Queue | - R

»Flgure 5. 1 The Queue StruCturelof;
o Multlcast Algorlthm 2.

Slmllar to the unlcast algorlthm, packets enter the torus

X network by belng placed 1n the 1njectlon queue and leave the

network from the dellvery queue ‘ Routlng of a.multlcast-



packet consists of twé parts,iadaptiVe.unicast and
-diétribution.‘ Multicast packets like unicast packets go
through a minimally adaptive foUte to get to one of the
nbdeskin“thé i—, 2-,. 3-, etd. dimensional target‘plane._

" This is the adaptive'unicast pért of the algorithm. Once on
:the target‘plané, the packet is diétribﬁted»along dimension
i(0<i<d), theﬁ each node diétributes the packeﬁ along the
next dimension if necessary., This_process continues until-
all desiréd ﬁodes~of the multicast are reached. This
:‘process is'the distribution part of the‘aiQOrithm.

Multicast Algorithmkz.creates,much less traffic‘than
Multicast Algorithm 1. Also, the path traversed from a
source'nbde to each destination:of the multicastjis minimal.
For exaﬁple, consider a multicast,pécket p that iérrouted
from sourcé node (4,2)’tb destination nQdes (2,*)-ih‘an 8x9

torus (Figure 5.2).
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i

"ﬂt}The route

'3G.placed ir
f,f'81nce theﬁroutlngswof qfand r are analogous,

‘f;ifon packet q Startlngi,gkkd

‘{to node1(2 6) andpéackettrfrqto node (2 7) and are placed 1nv‘1gf"

”I:he 1njectlon queue of node (272) | Packet p 1tself is j74f"”W”

: he dellvery queue of the current node-(2 2)"*'

'we concentrate

of node

(2 2) packet q 1s routed to node (2 3);51From-node (2 3)
O . -

SR | o ‘ R
R packet q.moves to node (2 4) but at thlS tlme, nodeT(sz) S

o
1 .
|-

|

|

1

. O
N



creates a duplicate of packet q. .This duplicated packet is
v.'eventually routed to the delivery queue of node (2,3).
After pass1ng through node (2, 5) and being copied by node
(2,5), packet q Will arrive at its destination node (2,6)
- and move’to theadelivery queue of ‘node (2,6) .

Figure 5.3 is an example of a broadcast, a packet with

destination (*,%*), on an 8x9 torus. From the source node
(6,2), four duplicate'packets are re-injected with
destinations (*,6), (*,7), (2,2), and (1,2). While the

packet with'destination (%,6) is being routed, nodes (6,3),
‘—(6,4),(6,5);.and»(6(6) produce two copies with destinations
‘ in the next_dimension and re—inject them in its injection
queues. Eachbnode eXCeptvfor (6, 6) passes the packet to the
‘next node while eventually plaCing a copy in its delivery
‘.queuei Node (6,6) just places the packet in its delivery
.queue v For example, node (6,5) receives a packet from node
(6 4):and,places a duplicateapacket With.destination (2,5»
“and a- duplicate packet With destination (1,5) in its
injection queue -Nodew(6,5) also passes a copy to node

'(6,6) and°moVes the:packet'towards its delivery queue.
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Flgure 5.3 An Example of a Broadcast Used by Multlcast
' Algorlthm 2 in an 8x9 Torus.

In order to de81gn Multlcast Algorlthm 2 the
vcalculatlon of ok nodes(p) must be redeflned For the
unlcastvalgorlthm, ok_nodes(p) is a set of neighboring nodes
'that lie along a:miniﬁalilength path'to&the destination.
For‘Multicast‘Algorithmrzifwe wili try to find ok _nodes (p)
by removihg theemultioast“operator VES from the mixed radix
representation‘of_the node‘labels. The followihg is the
algorithmuto'oreate a temporary destination node label to
‘fihd ok_nodeS(p); | - |

Va,(0<i<d-1) in destination~node (a,q,.-:5a;,...,a,) such
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 that aiz*',replace.ai‘ﬁith a] from thevcurrent nodé
@i yse-ral,...,a3) . | |
For‘example, if a packet p is Currently in nQde(6,4) and its
bdestination.is node (*,6), the temporary-desfination will be
<ndde(6;6).v1Now, ok _nodes (p) can be found from the temporary
node lébel as in the unicast algorithm. By introducing a
speciai flag directioﬁ, a subset of ok_nodes (p), called the
allowed_nodes(p), ﬁill be‘calculatedl The éllowed_nodes(p)

based on the direction is as follows:

let x:nmkgﬂ'and yeokfnmkﬂp),

If direction = ALL Then

allowed nodes(p) = ok_ nodes(p) = =
Else if direction = POSITIVE Then

“allowed _nodes(p) = {y | Right(x) < Right(y)}
‘Else if direction = NEGATIVE Then

allowed _nodes(p) ={y| Lefi(x) < Left(y)}
Similar to ok queues (p), alléwed_queues(p)’isvdefined aé a
set of central queues in allowed nodes (p) that are directly
accessible from node(p). A formal description of Multicast
Algorithm 2 is given below.

Multicast Algorithm 2 ‘
Let A, B, and C be three central queues required by the

algorithm  (Figure 5.1). Let p be an arbitrary packet
- that is being routed by the algorithm. Let g =
queue (p), and x = node(p). Two flags, direction and

distribution, are used. When packets are inserted to
the injection queue, for both unicast and multicast
packets, the distribution flag is set to NO. The
direction flag is set to ALL for both types of packets
initially. The distribution flag can be set to NO,
COPY, or PASS to control the duplication of packets on
each node. When distribution = NO, p is either a
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,psunlcast packet or a multic
~unicast phase.: When dlstributlon COPY, “p is in the
distribution: phase of the multicast,
to make a duplicate- pack’tﬂ;
. p'is in the distribution phase of the multicast,
’[3rs_not necessary to make a. dupllcate packet

cast packet in- the adaptlve

When - dlstrlbutlon -PASS,

f”Durlng the dlstrlbutlon phase of the multlcast theii'f”
tfollow;ng sub tasks becom necessary 5{.,Wg..»':f O

ﬁfDupllcate°fSend a
*4fdest1natlon(p)

that a, ¢*“

(adl’

For

*

"ﬂnChange Flags

bmthe follow1ng
zs

e zmp>o then L

:fElse

a,,

0 to ;?

put a. dupllcate of p in the 1njectlon queue:<f‘f
;;.fw1th a new destination;. dlrectlon, and T T
‘_;_dlstrlbutlon astollows . Sl

'here b 1s 1n current node

a= tmp

i

 direction = NEGATIVE“fz.""'
Wjdlstj;butlony“' \S ¢ S -
o ;fput second dupllcate of p 1n the'lnjectlon

-sffqueue w1th _new destlnatlon,

d'rectlon,kandw:

‘and it is requlredyf

and;it;;f




dlrectlon —VPOSITIVE :
dlstrlbutlon vPASSY

g ,;7 a,=b,

i

End For'-~

h{bThe algorlthm creates p s waltlng set walt(p) based on7-7"

"ygrgthe follow1ng cases

wt.,ﬁCase )

" In this case,’ walt(p) consists
. Case’ 2#1qv1s an’ A queue. ., .
'i‘In thlS case, there are two subcases

'q'1s an 1njectlon queu £ 1
f the A queue 1n x

‘Case 2a: 3y eadllowed _nodes(p) such that :Rzght(x) < Rzght( y) P
In thlS subcase,.walt(p) con81sts of]all of the A R
-queues in allowed queues(p) S

.If dlstrlbutlon PASS: Then f\ff_ *f*ﬁﬂf

. Perform Change Flags ' £

:‘1]If distribution = COPY. Then5f5t “

. ‘Perform Dupllcate RIRLon
?End If :

bj,“Case 2b “Ay. eallowed nodes(p) such that | nght(x)< Rzght(y) . .

4In this subcase,‘walt(p) cons1sts of the B queue 1nv:‘J

Case 3 q is a B queue.‘ R
In thlS case, there are two subcases

: .'_.Case 3a: Ely eallowed _nodes(p) 'such that Leﬁ(x)_f<Left_(y) o
In this subcase,‘walt(p) Con81sts of all of the B~ -

ﬂhf:queues in allowed queues (p).
“pyIf distribution = PASS Then ; b

e »Perform Change Flags:[ S .
If distribution = COPY Then::upi'
Perform Dupllcate :

[ Case 3b: SHy eallowed nodes( p) such ‘that 'Léfz_‘(x):<"L"eﬁ( ).

In thlS subcase, walt(p) con81sts of the C.queue in

Case 4 q is a. C queue.,.‘“

"In this case, there are- three subcases

'Case 4a:. x¢ckﬂnmnmdp) AND |allowed nodes(p)]#O. SR
~In this subcase, . wait (p) cons1sts of all of the c
‘queues in allowed. queues(p)

"f]va distribution = PASS Then .

. Perform Change Flags EERO
.thlse It dlstrlbutlon.; copY Then
o Perform Dupllcate &Hj,l

 End 1

~"'K“;‘Case 4b. x;tdestmatzon(p) AND |allowed HOdeS (P) | =0




. 'In thlS subcase, walt(p) consists of the dellvery
.@queue 1n x. Perform Multi_ Dupullcate

',‘Case dc: x= destmatzon(p)

,In this subcase, wa:Lt(p) con51sts of the dellvery“"f;..__. -

“‘queue in x . . st
Case 5 q J.S a del:.very queue.

"QES 5 PROOF OF CORRECTNESS FOR MULTICAST ALGORITHM 2

In thlS sectlon freedom from deadlock llvelock and

,starvatlon is. shown for Multlcast Algorlthm 2 Slnce the |

| ‘."'queue structure of Multlcast Algorlthm 2 1s not changed from .

M"the unlcast algorlthm, 1t 1S‘1mmed1ate that 1t-1s,freevfrom”{
vfdeadlock llvelock and starvatlon for unlcasts

Deflnltlon Let q be any queue in. the torus network

'.':j',‘that 1s used by Multlcast Algorlthm 2 and- let X denote the

"node in. Wthh q is located and n denote the nodes in- the .‘f
'rtorus network The ranklng functlon Rankl(q)' 1s deflned asb o
e -follows |
(Right(x)  if qis aninjection queue
e ',n+Rzght(x) 1]-'qis anAqueue‘ o
o Rahkl(q)" J2n+ Left(x) lf q zsa Bqueue
o o 3n+Inszde(x) ifq zsa Cqueue

E 4n+Rzght(x) ’zf q lsa delzvery queue
’;-;The follow1ng lemma, due to Cypher and Gravano, sti}ll‘: ho_l’.ds'_v -
;i,ffor Multlcast Algorlthm 2. Y | L

Lemma 5 1 (Cypher and Gravano) : Let p be any packet

.‘ ‘ .that 1s belng routed by Multlcast Algorlthm 2 and let q

'-*_ffqueue (q) Elther q 1s the dellvery queue 1n destlnatlon (p)“



"”“I;Rankl(w)

. or there ex1sts a queue M)ewwn(p) such that Rankl(q) <

The follow1ng lemm T Veshthat;MulticaSthlgoriththi?

,1s free of llvelockﬁ_.j

Lemma 5. 2 If p 1s any multlcast packet that st belng
.lrouted by Multlcast Algorlthm 2 then p w1ll be stored 1n atk;i
Es‘most a f1n1te number of queues before belng placed 1n the
i dellvery queue of 1ts destlnatlon nodes | |
*_Qi, Proof Because p always takes a mlnlmal length’path to ;fl

’lall 1ts destlnatlons, 1t v1s1ts only a flnlte number of

‘:1fnodes When p flnlshes the adaptlve part of the multlcast

"ffalgorlthm, 1t 1s sent to the dellvery queue of the current

'5node and two dupllcate packets p and p” are put 1nto the

;plnjectlon queue of the current node for each dlmens1on i,of

“the multlcast Whenever p, pv, or p””v1s1t a node, they‘1
ttfare stored 1n each 1njectlon, A B C land dellvery queue at7
‘nkmost once beCause the multlcast algorlthm VlSltS each queue’.
1xtype.1n monotonlcally 1ncreas1ngvorder‘ Lbﬁ;tﬁf_ﬂ‘t:,”qf.‘F]

2 To flnlsh the proof for Multlcast Algorlthm 2 there iS‘b

'tfone assumptlon that needs to be made Slnce Multlcast

'5Algor1thm 2 re- feeds dupllcate packets from the C queue 1ntoM_

”ﬂ,pthe 1njectlon queue, the 1njectlon queue needs to ‘be large"

'“f?enough not to cause deadlock In the worst case,lthe‘ :
1njectlon queue can be fllled and deadlock can happen

jHowever, because of the s1mulatlon result 1n the next ‘,t




"f;sectlon, a large enough'queue 51ze can be chosen to prevent

ji;deadlocks -

vThEorem 5 3 .Multlcast Algorlthm 2 1s free of deadlock

fffsllvelock »and starvatlon

Proof

"“lﬁassumptlon above Multlcast Algorlthm 2. can be

‘uﬁﬂl}prevented from deadﬁock

a;{iﬁ;Starvation‘Free jufromeemmas'3'1»andk”5;i; 1t‘»'5
a8 follows that once a packet has been placed 1n an
:"khfilnjectlon queue, 1t never remalns 1n a s1ngle

‘“'queue forever, Lemma 3 1 Therefore Multlcast

“‘fifAlgOrlthm 2 1s free of starvatlon

f"éf:leelock Free from Lemma 5 2 and the fact that
vq”no s1ngle packet remalns 1n a s1ngle queue
ff:‘forever,'every packet w1ll eventually arrlve at

‘fthe dellvery queue of 1ts destlnatlons

'f ThereforeyMultlcast.Algor;thm;2;rs free ofd,

"‘SIMULATION RESULT OF MULTICAST ALGORITHM 2

' Graph 5 2 shows the 81mulatlon result of Multlcast

fAlgorlthm 2 w1th the unrcast algorlthm and Multlcast

li,ﬂAlgorlthm L Pattern 3

feadlock Free from Lemmas 3 l and 5 1 and the;v?"yﬁf'

(h avy\trafflc) w1th 30/ multlcast,ﬁi".‘“




- packets 1is uséd. The nétwork size 1s 8x8x8. .Multicast
Aigéfithm 2 shbws;significant.improvement.over Multicast
Algorithm 1: By'simply re;injecting multicast packets to
the injéction queue, Mﬁlticést Algorithm 2 can handle
multicasts much more efficiently. Table 5.1 shows other
results éf‘the simulétion,’bIt,is important to note the
maximum injectibn queueiéize and the average injection queue
sizé; _Whenbthe averége latency exceeds 1 second, the
'maximum»injection'quéue size is 279 and the averager
injéction queué size is:191.980, With the maximum injection.
N queue size of,27§-(279x57 bytes), 1 MByte‘is more than
_éufficient:tO'prevent‘déadlocks.‘ 1 MByte with current
techholégy is a very reasonable gqueue size. Therefore,
MulticastbAlgdrithm 2 requires only reasonably sized

injection queues.
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Graph 5 2 Un:l.cast Multlcastl and Mult1cast2
L 'Average Latency vs Lambda (Pattern 3 Heavy Traff:l.c)
ST 30% Mult:l.casts on- 8x8x8 Torus
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Netwbrk

Avg. Latency

A Max. v Avg. ] Max. Delivery|Avg. DeliverylAvg. Queue
Throughput | (sec). Injection Injection Queue. Size Queue Size Utilization
7 H{bps) - : . Queue Size Queue Size . ' (%)

) 10000 ) 1.38E+10 - 5.85k-06 ) -6 1.455 VIE 1.357 9.458
20000[ 2.52E+10 —6.56E-06 1B T-473] 12 2.270 ~17.952
30000 ~ 3.I9E+10| 6.89E-06 5 1.485 17 6.296 24.084
40000? ~ 4.36E+10]  3.21E-05 ~105 15.504 105 26.963 50.082
50000 T 3.68E+10[ 3.39E-04 1353 T04.573 53] 6.068 69.260|
60000 2.73E+10[ I.00E-0Z 223 145.932 32 2776 ~85.527
70000~ 2.05E+10] _'3.3lE~01. 270 ~174.515 12 1.930 88.919
80000 T I1.36E+10] T.5IE+0T 279 T9I.980 I T.539 93.87Z

'Table15;1; Multicastz - Pattern 3 (Heavy Traffic)

- Network Sizei‘8x8x8,;30% Multicasts




|
5.7 |MULTICAST ALGORITHM 3 - MULTIPLE'CENTRAL QUEUES

’;'Although Multlcast Algorlthm 2 handles multlcasts much -

: |
more eff1c1ently than Multlcast Algorlthm 1 congestlon 1n

' the’A B, and C queues caused by the re- 1njectlon of packets
qulckly slows down the algorlthm Unlcast packets may be

' unnecessarlly delayed. Multlcast algorlthm 3 handles

multlcasts in a separate set of queues, D, E,

'

Flgure 5.4.

and F as in

|
‘I Injection r o . Re-injection
| Queue L "Queue -
| . . i
:
| "B D
B E
| C F
— |
: Delivery
i Queue
‘i

l

; t Figure 5.4. The Queue Structure of
' Multicast Algorithm 3.

; An additional queue, called re-injection gueue, is

introduced. In Multlcast.Algorithm 3/ multicast packets are
duplicated in the C , D, E,'or F queues and placed in,the
re%injecticnvqueue. Multicast packets in the re-injection
queue Will moVe‘to the D queue to perform multicasts. By

67



’héndling'multicaéts'in séparate queues,=ﬁnicast‘packets:will
nét beideléyed unhedeSsarily.‘ Simiiar_to Mﬁltiéaét |
Algorithm 2,‘unicast packetévare.handléd as,iﬁ the unicasﬁ
'algofithm; ailowéd_nbdes(p) and allowéd%dueueé(p[ afe
generate&”as in Multicast‘Algdrithm 2. Muiticast Algorithﬁv
-3 uses the‘éamé’pértiallyﬂadaptive‘rduﬁing method as
Multicast Algoriﬁhm'é; Afterva‘multicast paCket reaches its
target‘plane; Multicaét.Algorithm‘2.places duplicate packets
into the”iﬁjéction queue of thé’current'node while Muitiéast
 A1gorithm 3 places duplicaté packets«into the,re—injection
‘Quéue of the current node.  Therefore,'thé distribution part
,bf the algorithm is completely,Separated from the‘adaptivé
‘part of the algofithm. For example, consider-a multicast
| packét p_tpatvis being routed from sourceznode (4,2) to
déétinatipn nodes-(é{*)bin an 8x9 torus,(Figﬁre 5.2). While
'p is oﬂ ﬁodesl(4,2), (3Lé)( and (2,2), the adaptiVe gnicast 
part,of‘Multicést Algorithm 3 is performed and p 1is stored
'in:the;injection,ﬁA) B) or'quueue of thesé nodes. Once p
: has:reaéhedinode_(é,Z), twdvduplicate packets of p will be -
created and stored in the fe;injectioﬁ;queue of node (2,2).
‘Thereaftér; these copied packets of p will be handled only
in'the ré—injedtion;ﬁD;.E)vF,'aﬁd delivery queues. The
fbllowing’is'the formal definiﬁion of Multicast Algorithm 3.
Multicast:Algorithm 3 W

Let A, B, C, D, E, and F be gix central queues réquired’
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by the algorithm (Figure 5.4). Let p be an arbitrary
packet that is being routed by the algorithm. Let g =
queue (p), and x = node(p). Two flags, direction and
distribution, are used. When packets are inserted to
the injection queue, for both unicast and multicast
‘packets, the distribution flag is set to NO. The
direction flag is set ‘to ALL for both types of packets
 initially. The distribution flag can be set to NO,

- COPY, or PASS to control the duplication of packets on
~‘each node. When distribution = NO, p is either a .
unicast packet or a multicast packet in the adaptlve

unicast phase. When distribution = COPY, p is in the
distribution phase of the multicast, and it is required
to make a duplicate packet. When distribution = PASS,
p is in the distribution phase of the multicast, and it
is not necessary to make a duplicate packet.

During the distribution phase of the multicast, the-
following sub—tasks become necessary. '

Duplidate:-Send a copy of p to the next node. Change
destination(p) as follows.
VaAOSi<(L—D_1n.destlnation node (a,,,...,4;,...,a,) such
that a, #*, replace a, with a/ from the current node
c(al,...al,.a) .
Change Flags : Change direction of p to ALL and set
distribution to COPY before x sends p to the next
‘node.
‘Multi Duplicate: When p moves to the delivery queue, do
‘the following.
- For i= 0 to d-1 Do
If a,= ‘*' where g, is in destination node
(@4ysees@ysennsay) then
e put a duplicate of p in the injection gqueue
with a new destination, direction, and
- distribution as follows.

MQ7:bf—Lh/2J where b, is in current node
(ByyseeisDysenisby)
If tmp=>20 then

a,=tmp
Else
: a,=tmp+k,
End If

direction = NEGATIVE
distribution = PASS
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S

"'!»qput second dupllcate of p in the 1njectlon .
"p‘queue with a new destlnatlon, dlrectlon, and'
*j-dlstrlbutlon as follows. ,";e;.

L If k mod2 0 Then

G j a, -(b +|_k /2J l)modk
w_’Else : R
| a —(b +[_k /2_J)modk
End If S
dlrectlon ,POSITIVE

‘ dlstrlbutlon = PASS
: ‘.. a —b ‘
: End For

The algorlthm creates p s waltlng set walt(p) based on .
”the follow1ng cases :

\'Caseﬁlz_q is an 1njectlon queue. : :
In this case, walt(p) cons1sts of the A queue 1n x
Casefzﬁ.q is an A queue. .

 'In this’ case, there are two subcases

. case 2a: Iy eallowed nodes( p) such that Rzght(x) < Rzght( y) .
- In this. subcase,_walt(p) consists of all of the A.
»W"queues in allowed queues(p)

 Case 2b: By eallowed _nodes(p) such that Rzght(x)<Rzghz‘(y)

~In this subcase walt(p) con81sts of - the B queue in.
CX e ' S '

o Case 3: q is a B queue

In this_case, there are two subcases

. Case 3a: 3y eallowed nodes(p) such that L'eft(x)<Left(y)
2 In this subcase, wait (p) consists of all of the B
. queues in allowed queues(p)

Case 3b: #y e allowed _nodes(p) such that Left(x) < Left( y)
In this: subcase, walt(p) consists of the c queue in
g » - :
Case 4: g 1s a C queue.v ~

~In thlS case, there are three subcases

Case 4a: x;tdestmatzon(p) AND |allowed nodes (p)l;to. v
. In thls subcase, ‘wait(p) consists of all of the .C
. queues in allowed | queues (p) .

Case 4b: x;tdestmatzon(p) and |allowed nodes (p) | =
In this subcase;" wait(p) consists of the’ dellvery
gueue in X . Perform Multl Dupullcate

. Case 4c: x= destznatzon(p) ' ‘

: In thlS subcase, walt(p) con81sts of the dellvery
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queue 1n x.guff '
Case 5: g is a D queue. _ D T
In thlS case, there are two subcases

'fl,.f,Case 5a° EIy eallowed nodes(p)

Cemin e such that Inszde(x)<1nszde(y)
,'wan thlS subcase,.walt(p) con81sts of all of the D
. queues in allowed queues (p) . o SR
' ;_.i;:':If distribution = PASS" Then .~
" Perform Change_ Flags R
'FijElse 1f distribution = COPY Then
T Perform Dupllcate'i :

}-"T‘Case 5b° Zly eallowed fnodes(p) , St

L " such that Inszde(x)<1nszde(y) L

, gIn thlS subcase, walt(p) con81sts of the E queue 1n3j3a_g
Case 6- q 1s a E queue.lzm el

‘ In this case, there are two subcases

'*Case 6a° Ely eallowed nodes(p)

o : such that Outszde(x) < Outszde(y)
~ In thlS subcase,‘walt(p) ConSlStS of all of the E
jﬁqueues in- allowed queues(p) ‘ .
’:If dlstrlbutlon PASS Then -
. pPerform Change Flags - R
’fElse If distribution = COPY Then,"
. Perform: Dupullcate
~End If . ; P
o ;Case 6b°,¢33y eallowedl d es(p);:
r g . 04 U such that Outszde(x)<0utszde(y) _
”"~In thlS subcase,, ait{p .consists. of the F queue 1n;
XL . RIS f .
In this’ case, there age tw ‘subcases.
" Case 7: g'is a F queue. Gl ek
AIn thlS case,,there are - subcases

,.,Case Ta: x#ckﬂnmﬂmﬁp) AND Iallowed nodes(p)|¢0.3-'7"
In this subcase, walt(p) con81sts of all of the F

ﬁjqueues in allowed _queues (p) .

"If distribution = PASS Then’

.+ Perform Change Flags ,ﬂ_=- T

;fElse If distribution = COPY Then CLo
R “Perform Dupllcate.v*u L

V%fEnd If ‘ - S '
..,_',";Case 7b: x¢destmatzon(p) and Iallowed nodes (p) | =0.
,NilIn this subcase, walt(p) consists of the dellvery
'f‘queue in x.; Perform Multl Dupllcate




.:.5 8 PROOF OF CORRECTNESS FOR MULTICAST ALGORITHM 3

CaSe 7c.' X = destmatzon(p) R S

‘In. thlS subcase, walt(p) con81sts of the dellveryv“

S queue lIl x .. BT '_: > :

’f}‘Case 8: g is a Re- 1njectlon queue.'f"‘°" o .

" In this case,“walt(p) consists of the D queue 1n x
- - Case 9: q 1s a de11very queue.,ﬁjgrdu“a .

Slmllarly to Multlcast Algorlthm 2 'unlcast packets are“‘
rlirouted based on the unlcast algorlthm To prove Multlcast |
.;Algorlthm 3 1s free of deadlock and starvatlon, the total
forderlng of queues 1n the torus has to be deflned o

-'V'L;Thé fOllow1ng 1emma [5] 1s used to prove that‘packetSj;f -

zdthatfare‘stored in C queues only move to the 1n81de ThlS 5

'5,{*lemmawis‘essentlal to prove that Multlcast Algorlthm 3 is.

"ifree from deadlock and has been proved

Lemma 5 4 (Cypher and Gravano) Let p be any packet
'dfqthat is belng routed by the algorlthm, and let (ad1¢g2, aO)f‘
‘.;denote the address of node(p);1 If queue(p)'ls a C queue,.

?then for each dlmen81on (0<z<d) either.p requireano‘f?

e tfurther moves or along dlmens1on A or p s next move along

Q:d1mens1on l w1ll occur 1ns1de

The follow1ng lemma shows that packets that are. stored

su"ffln F queues only moves to the 1n51de ' ThlS fact w1ll be jf}ffff.a'

fﬁlmportant to prove that Multlcast Algorlthm 3 1s free from .
ﬂfdeadlock along w1th Lemma 5 4

Lemma 5 5 Let p be any packet that 1s belng routed byf'jp_

Coma e




the algorithm,~and»iet'(qbpa¢4””¢%),denote the addresslof
hode(p); If‘queue(ﬁ) is an F queue, then for each dimension
l,:(OSf%d), either:prrequires,ho further’mores along
»dimeheion i or p’shhext move alengbdimension i will oceur’
inside. v “

Proef: Fdr eéch multicaSt operation on dimension i,

Multicast Algorithm 3 creates two duplicate packets. These

twohcopied packets‘are required to traverse at most Lh/ZJ
hops.. Sihee ahy duplicate‘paeket needs to be routed on the-
dimehsien of multicast‘operatiOn_only, we can_concentrete on
a 1—dimensional torus. :Let s be the node on which two

duplicate packets are created. Consider 5 cases.

'Case 1. s Lk/2J

Packets in both the positive and negative directions

need to move to the E queue. When they finish

traversing the distence ef Lh/2j, then they arehin the
‘E-queue; 'Therefore, in the_F queue, they require no
‘further movement.

Case 2: s = 0.

In this.case,-packets in both the positive and negatiVe'

vdiredtiQnS'finish traversing the distance of Lh/2J
whlle they are in the D queues 'Therefore, when they"

reach the F queues they require no further movement .
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,and 1n

*gggthe F queue,~1t requlres no further movement A Packetfd”ﬁﬁ(:h

v”fln theﬂp081t1ve dlrectlon flrst moves to the E queue of?f

to move along the wraparound connectlon ' Then 1t

jimoves to the F queue' ovmove 1n81de only

1h{§é§ep-ﬁﬁ0<s?Lk/2J5

‘ﬁﬁA packet in the pos1t1ve dlrectlon stays 1n the D

htqueues untll node Lk/ZJ At node Lk/2J 'it:ﬁavesf”’””’”'“

'~the E queue to move outs1de When the packet reaches.f*";

?;the F queue,'lt requlres ‘no further movement A;'“””

'7apacket 1n the negatlve dlrectlon flrst moves to the E fdﬂ
hqueue of s 1n order to move 1n the negatlve dlrectlon

:hthe E queues untll the wraparound

‘?fconnectlon-j‘To move along the wraparound connectlon,,j;jA'

fiThereafter,

dq}lt moves to the‘F”queue“ 1t only moves

. direction. Afte

~ connection, it




: ['packets as- J.n the unlcas

| ‘Ab packet 1n the negatifv_e:d‘i?r.ect‘io'ngSt‘ays in the D
o ’queues U.l’ltll 1t reaches node |_k /2J At node I_k,‘ /:2_] .
'.1t moves to the E queue to move out51de When' the

_,packet reaches the F queue, 1t requlres no. further

E Deflnltlon ‘Let’ q‘be any’queue in the torus network
: v.."_‘;"that is. used by Multlcast Algorlthm 3 and let x denote the
node in. Wthh q 1s located Aga:Ln 'n denotes the number of |
nodes 1n the torus network The follow1ng functlon Rankz(ql -

1s deflned as follows

"'Right(x)} i " if qisaninjection queve
ln '+-:Rigyh'\t(x) o if gisan A queue o |

_ 2n+ Leﬁ(x) zf q isa B queue e :

R 3n+1nszde(x) lfqzsvaueue e
o ankZ(q) =1 4n + Rzght(x) o _zf qisa re— znjectzon queue
SRR 5n+Inszde(x) vf}l zfq isa uneue . 8

e 6n + Outszde(x) zf qisan E queue

|7n+ Inszde(x) af q isa F queue

8n+Rzght(x) : ‘_‘zf q zsa a’elzvery queue
"',”».‘The ranklng of 1njectlon A, B C and dellvery queues are

’ stlll the same as in the ranklng functlon Rankl(q) ,of] :

'Mult 1cast Algorlthm

Mul "'1cast Algorlthm 3 routes unlcast?._:fj" R

u_-lgorlthm and Multlcast Algorlthm R

2. E Therefore, for unlcast packets, Multlcast Algorlthm 3 1s .

,1mmed1ately free of deadlock llvelock and_starvatlon.»




‘Sf‘Multlcast Algorlthm 3 and let qﬁift“fi

'"rajdlmen51on i"”

'fatfbe removed from the network Thereafte

Lemma 5 6: Let p be any packet that 1s belng routed by

' Elther q is the d'

;j,dellvery queue in’ destlnatlon(p) or there ex1sts a queue

"Yv,w/ewwn(p) such that Rank2(q) < Rank2( w) . ”g}q .

_L}et x node(p)

‘deflnltlon of walt(P) separatelvgﬁ Also,.

ftwo dupllcate packets of p are created for each multlcast

fﬁfﬂlnjectlon queue of the'current node, the orlglnal packet p

'?w1ll be moved to the dellvery queue of the current node to ,}f'jvdﬁ

_the rest of

'f_multlcastlng 1s carrled out by these new dupllcate packets :

'“31fr.Case 1 q is’ an 1nject10n queue

Ely"’e allowu d nodes( p) such that Rzght(x) < Rzght( y)

3, that Rank2(q) < Rank2(w)

":fIn thlS subcase,.letbw be,the B queue 1n x and ;;“*

L node that that Rank2 (q) < Rank2 (w)

| case b 3 calloved_nodes(p) such tr.sa‘t‘ | Rz’ghz»(x‘).é? Righ

kfk{gndbplaced 1nto the re—iﬁdf;}”f\



“in this casé thére»are tWo-subcases;
Case 3a: EN éalZoWéd_ l‘vftode;v(p)i:suchv that Lefi(x) ><‘ Leﬁ(y), .
In this subcase, let wﬁ be the B queue in y and
note that Rank2(q) <‘Rank2fw).-' | |
Case 3b: Ay eallowed _ nodes@): such tﬁat Léft(x) < Leﬁ.(y):',..
In this subcase, let w be‘the C queue in y and
note that Rank2(qg) < Rank2(w).

Case 4:'q is a C queue.

In this éase there are three subcases.
Case 4a: x #destination(p) BND |allowed nodes (p)|#0.
In this Subcase, let y be any node in

allowed nodes(p). It follows from Lemma 5.4 that

Inside(x) < Inside(y) , so let w be the C queue in y and

note that Rank2(qg) < Rank2(w).
Case 4b: x #destination(p) and |allowed nodes (p)|=0.
In this subcase, let w be the delivery queue in x
and node that Rank2(g) < Rank2 (w).
Case 4c: x =destination(p) .
In this subcase, let w be the delivery queue in x
and node that Rankz(q):< Rank2(w)!

Case 5: g is a D queue. |

In this case there are two subcases.

Case 5a: 3y callowed nodes(p)
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such that Inszde(x) < Inszde( y)
In this subca‘s‘e, let w be the D. queue in y and
- note that Rank2 (q) < Rank2 (w)

 case 5b ﬂy eallowed nodeS(p)

such that Inside(x)<lnside(y) .
In thlS subcase, let w be the E queue in X and
note that Rank2 (q) < Rank2 (w) .
Case 6. q/ is an E queue.v
In this eese»there ere two subcases.
Cv‘a‘se 6a :‘ Ely e allowed _'i’nodes( p)
| | o such thet Outside(x) < Outside(y) .
~In thlS 'sub‘cais"e,‘ let w be the E queue in y and
note thatﬁﬁ Rank2 (q) < RenkZ”( w) . |
Case 7b: Ely eallbwéd_ nodes(p)
| | such that Outside(x) < Outside(y) .
In this‘,v ‘su.bc‘ase, let w be the F,queue in x and
thefthat’RenkQ(q) <1Rank2(w). |
Case 7: g isv.’an quueu‘e. -
In this case there are three subcases.
’Ca-s'e Ta: x¢‘tl¢Stination(p) AND |all‘owed_nc‘>des (p)|#0.
In this. s‘ub»'cars‘e_; let yi be any nocle in
al‘lo'wed_.rl‘O‘d'_eej(p;‘).v' It fvell‘OWS “fj:om Lemma 5.5 that

’Inside(x)<1n.gidé(.y)'; 'so let w be the F queue in y and

78



note that RankZ(q) < RsnkZ(w).'
Case fb;‘x¢tkﬂﬁmﬁmdp) and |allowed_nodes(é)|=o.
>Inithis subcase, let w,be the delivery—queue_in X
and node that.Rank2(QJ ;.RankZ(w). |
Case 7c :" x = destination(p) '.
In this subcase,‘let»fvibe the»delivery'queueqin x
‘and node thatfRénkZ(q).< Rank2 (w) . | |
Case 8:‘q'is a re-injection queue;‘-
HIn thiS'oase 1é£ w be the D‘queue in x and note that
Rank2 (x) < Rank2(w) . |
‘Case 9: g is a delive:y queue.
In‘this case, the lemma holds‘trivially. | O
To finish the proof for Multicast Algorithm 3,‘there is
one assumption that we need‘to makeﬁas we did for Multicasﬁ
,‘Algorithm'Z Slnce Multlcast Algorlthm 3 re- feeds dupllcate .
-‘packets from the F queue 1nto the re- 1njectlon queue, the
re- 1njectlon queue needs to be large enough not to cause
' deadlock; This assumptlon becomes reasonable when we study
btne simulatlon result in thevnext section, and it is
possible to choose a large enough queue size. »
Theorem 5.7: Multlcast Algorlthm 3 is free of deadlocki
’flivelock, and starvation. |

Proof:

. Deadlock‘Free _ from Lemmas 3.1 and 5.6, and the



”iassumptlon above, Multlcast Algorlthm 3 can be:
prevented from deadlock |
;L,Stérvatlon Free{e*fromlLemmaslé'ljand 5‘6 it o
iqfollows that once a packet has been placed in ah"'
vlftlnjectlon queue, 1t never remalns ;n a slngle.queue
) k forever, Lemma 3‘1 Therefore, Multicasthlgorithmh”
'~:3 is free of starvatlon. | o
e LiVelock.Free ' from Lemma 5 2 and the fact that nofvl
hvs1ngle packet remalns 1n a 51ngle queue forever,
tevery packet w1ll eventually arrlve at the dellvery:

v:queue of 1ts destlnatlons Therefore Multlcast

’TAlgOr;thm.B is,free‘of livelQCk; . 7‘,_‘_I;'J]}

' 5 9 SIMULATION RESULT OF MULTICAST ALGORITHM 3‘
Graph 5 3 1nd1cates s1mulatlon results of Multlcast
fAlgorithmf3 on an‘8x8x8jtorus netWOrkvwith the results offf

.Ithevotherfalgorithms-““Theflatencyfcurve‘of“Multicast‘f

"Q{Algorlthm 3 1s much closer to the latency curve of the

'funlcast_algorlthm ThlS result clearly 1ndlcates that

"multlcast algorlthm 3 handles multlcasts better than the,

liprev1ous two multlcastualgorlthms Table 5 2 shows other

kresults of the 81mulatlon The 1njectlon queue and the re—

J{lnjectlon queue do not grow large When the average latency

exceeds 1 second,.thezsum of the,maxlmumjlnjectlon_queuekv D
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'v.fclose to 1 most of the tlme“’

‘?drops s1gn1flcantly

'vtorus network us1ng pattern 3 are glven 1n Graphs 5 4nand

,4§5ﬂ In Graph 5 4 imultlcast packets'are 30 of all

',s1ze (253 packets) and the max1mum re 1njectlon queue s1ze

'(9 packets)'ls even smaller than the max1mum 1njectlon queue‘;—
- size of Multlcast Algorlthm 2 (279 packets)'t Multlcast foj7'
a:Algorlthm 3 requlres reasonably s1zed 1njectlon and re—%

\llnjectlon queues ' Also, the s1ze of 1njectlon queue 1s veryf,v”'

&ThlS 1ndlcates that unlcasts t:

',:1packets are not delayed unnecessarlly It 1s 1nterest1ng toT
v»[observe the s1ze of ‘re- 1njectlon queue Once congestlon"'*""

f'starts on the network the s1ze of the re 1njectlon queue

l,ThlS result 1ndlcates that congestlon'fp‘

_1s malnly occurrlng 1n the A B and C queues thwolf;f

qsimulationfresultS”of”three*multicast algorithmston»a“4x4x4* ‘

~;packets In Graph 5 5 multlcast packets are 50 of all

'packets In every case, Multlcast Algorlthm 3 outperforms Vha

‘ff_Multlcast Algorlthm l and Multlcast Algorlthm 2
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"j3§4x4x4 and pattern 3

. 'f.’5 10 COMPARISON OF THE MULTICAST ALGORITHMS

o ;G'rfaph 56 | ‘s;hgw 3

:tﬁgmultlcasts and 50/ mu tlcasts together for a network s1ze offb

(h avyﬁtraffic)' Unllke the latency

.1fgcurves of_Multlcast Algorlthm 1 and Multlcast Algorlthm 2 ff

f?fthe two‘latency curves of Multlcast Algorlthm 3 are very

vruclose to each other ‘.Th1s 1nd1cates that Multlcast’“dei'“
’ifAlgorlthm 3 1s much more sustalnable than the other two
hmultlcast algorlthms 1n the sense that 1t can handle hlgher

,fftrafflc rates w1thout degradlng 1ts performance Also,

‘dV”gMultlcast Algorlthm 3 w1th 50/ multlcasts performed betterij_?

dithan Multlcast Alqorlthlf

”1th 30/ multl’asts

The 81mulatlov_,_ ultsfofﬁpatteran;(medlum trafflc)

‘.came out to be the same_except that the latency curves arehir

bfgshlfted to the rlght TheN81mulatlonzresults of pattern 1

’Qi(moderate trafflc) are notf pterestlng s1nce the latency

O'f7curves are flat However, Multlcast Algorlthm 1 shows an.

»f_flncrease in latency tlme

T Graph 5. 7 shows the result of a s1ngle source

fbroadc sts One selected node contlnuously 1ssues broadcast;”g
“'hpackets . The performance dlfference between Multlcast \
‘riptAlgorlthm 1 and Multlcast Algorlthm 2 is obv1ous Multlcastﬂi‘
:Hnglgorlthm 1 cannot support thlS s1mulatlon pattern at all

'N:_Slmllar to the other s1mulatlon results, Multlcast Algorlthmv"'f

'if3 performs the best among all

86
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CHAPTER 6 -- EXTENSION AND CONCLUSION

In this chapter, several extensions to the multicast

algorithms to improve their performance are discussed.

6.1 EXTENSION TO THE MULTICAST ALGORITHMS

The first extension to the multicast algorithms is to
increase the size of éachvcentral queue so that they can
hold more packets. The routing algorithms‘will remain the
same. This will alleviate or postpone the congestion .
problem.

In this wdrk, it has been assumed thatjc@mmunication
éhannels are:not mﬁltipléxed to kéep the simplest form. To
apply multidastvalgori;hms to ATM switches, it is necessary
to make better ﬁse éf éommﬁnicatioh‘chénneis,to increase
network throughput. By time multiplexing each chénnel, a
single physical channel can be thought of as multiple
channels. This téchnique is called‘virtuai channels [21].
it is possible to héve a multiple set of central queues in
eachvnode by assignihg a virtual channel to each set df
central queues. In this method, each node can hold more
packets énd the commuﬁication channels will be highly
utilized.

Extending the multicast algorithms to larger packets,
it is possible to apply virtual cut-through as a routing

method to hide latency. This enhancement is not suitable

89



. for ATM traffic.

:'. 6 2 FUTURE WORK

An 1ntegrated c1rcu1t de81gn CAD tool such as Maglc,b

o can be used to 1mplement and test the base unlts Also, the

"voptlmlzatlon of network throughput for the multlcast

algorlthms needs to be studled as 1t applles to ATM ‘

.Tf;fsw1tches Ignorlng the scalablllty, larger queue 81ze for ‘

’Filarger networks mlght decreases network latency even T”

7:;of arbltrary s1ze and dlmens1on are presented If a‘"'

-further ~.To f1nd the correlatlon between queue 81ze and
network‘s1ze, future research can be pursued by elther
»f581mulatlons or probablllstlc models {;In add1t1on,:'
:ffappllcatlon of these algorlthms to fault tolerant routlng

Vfialgorlthms can be studled ‘.cjr O "~f:";", S

6 3 CONCLUSION

Two new multlcast routlng algorlthms for torus networks-}vqf-"’

conventlonal unlcast algorlthm is used to handle multlcastsygz'
1.sudden 1ncreases 1n communlcatlon latenc1es are’ not .’ :
L'av01dable (Multlcast Algorlthm 1) ' Multlcast Algorlthm 2
.reduces the latency by us1ng the same number of central
f”queues as the unlcast algorlthm [5] ? Multlcast Algorlthm 3:h;éf
reduces the latency s1gn1f1cantly by'us1ng separate queues

for multlcast operatlons : The torus-network'has s1gn;f;cant

};9Oy‘qcfhffffijfl”f“ldf'“' f;;[_.'; |



advantages over the mesh. ,However, the presence of cycles
in each dimension makes the development of routing
algoriehms on torus‘netwofks difficult..>It.is"hOped that
this work will contribute to the development of parallel

computers and ATM switches using torus networks.
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