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Abstract

By a classical principle of probability theory, sufficiently thin subsequences of
general sequences of random variables behave like i.i.d. sequences. This observation
not only explains the remarkable properties of lacunary trigonometric series, but
also provides a powerful tool in many areas of analysis, such the theory of orthog-
onal series and Banach space theory. In contrast to i.i.d. sequences, however, the
probabilistic structure of lacunary sequences is not permutation-invariant and the
analytic properties of such sequences can change after rearrangement. In a previous
paper we showed that permutation-invariance of subsequences of the trigonometric
system and related function systems is connected with Diophantine properties of the
index sequence. In this paper we will study permutation-invariance of subsequences
of general r.v. sequences.
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1 Introduction

It is known that sufficiently thin subsequences of general r.v. sequences behave like
i.i.d. sequences. For example, Révész [23] showed that if a sequence (Xn) of r.v.’s
satisfies supnEX2

n < ∞, then one can find a subsequence (Xnk
) and a r.v. X ∈ L2

such that
∑∞

k=1 ck(Xnk
−X) converges a.s. provided

∑∞
k=1 c

2
k < ∞. Under the same

condition, Gaposhkin [13], [14] and Chatterji [9], [10] proved that there exists a
subsequence (Xnk

) and r.v.’s X ∈ L2, Y ∈ L1, Y ≥ 0 such that

1√
N

∑
k≤N

(Xnk
−X)

d−→ N(0, Y ) (1.1)

and

lim sup
N→∞

1√
2N log logN

∑
k≤N

(Xnk
−X) = Y 1/2 a.s.. (1.2)

Here N(0, Y ) denotes the distribution of the r.v. Y 1/2ζ, where ζ is a standard normal
r.v. independent of Y . Komlós [18] showed that if supnE|Xn| < ∞, then there exists
a subsequence (Xnk

) and a r.v. X ∈ L1 such that

lim
N→∞

1

N

N∑
k=1

Xnk
= X a.s..

Chatterji [8] showed that if supnE|Xn|p < ∞ where 0 < p < 2, then the conclusion
of the previous theorem can be changed to

lim
N→∞

1

N1/p

N∑
k=1

(Xnk
−X) = 0 a.s.

for some X ∈ Lp. Note the randomization in all these examples: the role of the
mean and variance of the subsequence (Xnk

) is played by random variables X, Y .
For further limit theorems for subsequences of general r.v. sequences and for the
history of the topic until 1966, see Gaposhkin [13].

Since the asymptotic properties of an i.i.d. sequence do not change if we permute
its terms, it is natural to expect that limit theorems for lacunary subsequences of
general r.v. sequences remain valid after any permutation of their terms. This is,
however, not the case. By classical results of Salem and Zygmund [24], [25] and
Erdős and Gál [12], under the Hadamard gap condition

nk+1/nk ≥ q > 1 k = 1, 2, . . . (1.3)

the sequence (sin 2πnkx) satisfies

1√
N/2

N∑
k=1

sin 2πnkx
d−→ N(0, 1) (1.4)

and

lim sup
N→∞

1√
N log logN

N∑
k=1

sin 2πnkx = 1 a.s. (1.5)
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with respect to the probability space ((0, 1),B, µ), where µ denotes the Lebesgue
measure. Erdős [11] and Takahashi [27] proved that (1.4), (1.5) remain valid under
the weaker gap condition

nk+1/nk ≥ 1 + ck−α, k = 1, 2, . . . (1.6)

for 0 < α < 1/2 and that for α = 1/2 this becomes false. As it was shown in [2],
[3], under the Hadamard gap condition (1.3) the CLT (1.4) and the LIL (1.5) are
permutation-invariant, i.e. they remain valid after any permutation of the sequence
(nk), but this generally fails under the gap condition (1.6). Similar results hold for
lacunary sequences f(nkx), where f is a measurable function satisfying

f(x+ 1) = f(x),

∫ 1

0
f(x) dx = 0,

∫ 1

0
f2(x) dx < ∞. (1.7)

In this case, assuming the Hadamard gap condition (1.3), the validity of the CLT

1√
N

N∑
k=1

f(nkx)
d−→ N(0, σ2) (1.8)

and of its permuted version depend on the number of solutions of the Diophantine
equation

ank + bnℓ = c, 1 ≤ k, ℓ ≤ N. (1.9)

As shown in [1], [2], [3], a sharp condition for the CLT is that the number of solutions
of (1.9) is o(N) for any fixed nonzero a, b, c, while the permuted CLT requires the
stronger bound O(1) for the number of solutions.

Permutation-invariance of limit theorems becomes a particularly difficult prob-
lem for parametric limit theorems, e.g. for limit theorems containing arbitrary coef-
ficients. By a classical result of Menshov [20], from every orthonormal system (fn)
one can select a subsequence (fnk

) which is a convergence system, i.e. the series∑∞
k=1 ckfnk

converges almost everywhere provided
∑∞

k=1 c
2
k < ∞. The question of

whether a subsequence (fnk
) exists such that this property remains valid after any

permutation of (fnk
) (i.e., by the standard terminology, (fnk

) is an unconditional
convergence system) remained open for nearly 40 years until it was answered in
the affirmative by Komlós [19]. For another proof see Aldous [4]. The problem of
whether every orthonormal system can be rearranged to become a convergence sys-
tem is still open; for a partial result see Garsia [15]. Kolmogorov showed (see [17])
that there exists an f ∈ L2(0, 1) whose Fourier series, suitably permuted, diverges
a.e. But even though the Rademacher-Menshov convergence theorem yields a sharp
a.e. convergence criterion for orthonormal series, there is no similar complete result
for rearranged trigonometric series.

The previous results show that permutation-invariance of limit theorems lies sub-
stantially deeper than that of the original theorems and raise the question of which
limit theorems hold in a permutation-invariant form for lacunary sequences. In this
paper we will prove the surprising fact that, in a sense to be made precise, all non-
parametric distributional limit theorems for i.i.d. random variables hold for lacunary
subsequences (fnk

) of general r.v. sequences in a permutation-invariant form provided
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that the subsequence is sufficiently thin, i.e. the gaps of the sequence (depending on
the limit theorem) grow sufficiently rapidly. We will deduce this result from a gen-
eral structure theorem for lacunary sequences proved in [6] stating that sufficiently
thin subsequences of any tight sequence of random variables are nearly exchangeable.
While this idea is simple and elementary, formulating our results is somewhat tech-
nical and requires some preparations in Section 2. The proof of our theorem will be
given in Section 3.

2 Main result

We start with a formal definition of the concept ”weak limit theorem”. Let M denote
the set of all probability measures on R and ϱ the Prohorov metric on M defined by

ϱ(ν, λ) = inf
{
ε > 0 : ν(A) ≤ λ(Aε) + ε and

λ(A) ≤ ν(Aε) + ε for all Borel sets A ⊂ R
}
.

Here
Aε = {x ∈ R : |x− y| < ε for some y ∈ A}

denotes the open ε-neighborhood of A. A random measure is a measurable map from
a probability space to M. The following definition is due to Aldous [4].

Definition. A weak limit theorem of i.i.d. random variables is a system

T = (f1, f2, . . . , S, {Gµ, µ ∈ S})

where

(a) S is a Borel subset of M;

(b) For each k ≥ 1, fk = fk(x1, x2, . . . , µ) is a continuous function on R∞ × M,
satisfying the Lipschitz condition

|fk(x1, x2, . . . , µ)− fk(x
′
1, x

′
2, . . . , µ)| ≤

∞∑
i=1

ck,i|xi − x′i|

where 0 ≤ ck,i ≤ 1 and limk→∞ ck,i = 0 for all i;

(c) For each µ ∈ S, Gµ is a probability distribution on R such that the function
µ → Gµ is measurable (with respect to the Borel σ-fields in S and M);

and

(d) If µ ∈ S and X1, X2, . . . are independent r.v.’s with common distribution µ then

fk(X1, X2, . . . , µ)
d−→ Gµ as k → ∞. (2.1)

For example, the central limit theorem corresponds to

S = {µ ∈ M :

∫
x2dµ(x) < ∞}, Gµ = N(0,Varµ),
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fk(x1, x2, . . . , µ) = (x1 + . . .+ xk − k · Eµ)/
√
k, ck,i = k−1/2I{i≤k}.

The theorem itself is expressed by (2.1).

Using the terminology of [7], we call a sequence (Xn) of random variables deter-
mining if it has a limit distribution relative to any set A in the probability space with
P (A) > 0, i.e. for any A ⊂ Ω with P (A) > 0 there exists a distribution function FA

such that
lim
n→∞

P (Xn ≤ t | A) = FA(t)

for all continuity points t of FA. Here P (·|A) denotes conditional probability given
A. (This concept is the same as that of stable convergence, introduced by Rényi
[22]; our terminology follows that of functional analysis.) By an extension of the
Helly-Bray theorem (see [7]), every tight sequence of r.v.’s contains a determining
subsequence. As is shown in [4], [7], for any determining sequence (Xn) there exists
a random measure µ̃ (i.e. a measurable map from the underlying probability space
(Ω,F ,P) to M) such that for any A with P (A) > 0 and any continuity point t of
FA we have

FA(t) = EA(µ̃(−∞, t]) (2.2)

where EA denotes conditional expectation given A. We call µ̃ the limit random
measure of (Xn).

The following result is Aldous’ celebrated subsequence theorem [4].

Theorem 2.1 Let (Xn) be a determining sequence with limit random measure µ̃. Let
T = (f1, f2, . . . , S, {Gµ, µ ∈ S}) be a weak limit theorem and assume P (µ̃ ∈ S) = 1.
Then there exists a subsequence (Xnk

) such that

fk(Xn1 , Xn2 , . . . , µ̃)
d−→

∫
Gµ̃dP. (2.3)

In case of the CLT formalized above, assuming supn EX2
n < +∞ implies easily

that µ̃ has finite variance almost surely and thus denoting its mean and variance by
X and Y , respectively, we see that the integral in (2.3) is the distribution N(0, Y ).
Hence (2.3) states in the present case that

1√
N

N∑
k=1

(Xnk
−X)

d−→ N(0, Y )

which is exactly the CLT of Chatterji [9] and Gaposhkin [14] formulated in the
Introduction. Theorem 2.1 shows that a similar subsequence theorem holds for any
weak limit theorem of i.i.d. random variables. For a version of this result for strong
(a.s.) limit theorems, we refer to Aldous [4].

In what follows, we change the technical conditions on fk in the definition of weak
limit theorems slightly, leading to a class more convenient for our purposes.

Definition. The limit theorem T = (f1, f2, . . . , S, {Gµ, µ ∈ S}) is called regular if
there exist two sequences pk ≤ qk of positive integers tending to +∞ and a sequence
ωk → +∞ such that
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(i) fk(x1, x2, . . . , µ) depends only on xpk , . . . , xqk , µ

(ii) fk satisfies the Lipschitz condition

|fk(xpk , . . . , xqk , µ)− fk(x
′
pk
, . . . , x′qk , µ

′)| ≤ 1

ωk

qk∑
i=pk

|xi − x′i|α + ϱ∗(µ, µ′) (2.4)

for some 0 < α ≤ 1 where ϱ∗ is a metric on S generating the same topology as the
Prohorov metric ϱ.

Thus in this case the function fk depends only on a finite segment xpk , . . . xqk of
the variables x1, x2, . . . . On the role of ϱ∗ see [4]. The above definition brings out
clearly the crucial feature of limit theorems, namely the fact that the validity of the
theorem does not depend on finitely many terms of (Xn), while the original definition
assumes only that the dependence of fk(X1, X2, . . .) on any fixed variable Xj of the
sequence is weak if k is large. However, there is very little difference between these
assumptions. For example, the central limit theorem can be formalized by either of
the functions

fk(x1, . . . , xk, µ) = (x1 + . . .+ xk − k · Eµ)/
√
k

and
f∗
k (x[k1/4], . . . , xk, µ) = (x[k1/4] + . . .+ xk − k · Eµ)/

√
k

of which the second leads to a regular limit theorem with the Wasserstein metric

ϱ∗(µ, µ′) =

(∫ 1

0
|F−1

µ (x)− F−1
µ′ (x)|2dx

)1/2

,

where Fµ, Fµ′ denote the distribution function of µ and µ′, respectively. Under
bounded second moments, the contribution of the first k1/4 terms in the normed
sum defining fk are irrelevant and thus we can always switch from fk to f∗

k and back
again. The same procedure applies in the general case.

We are now in a position to formulate the main result of our paper.

Theorem 2.2 Let (Xn) be a determining sequence with limit random measure µ̃.
Let T = (f1, f2, . . . , S, {Gµ, µ ∈ S}) be a regular weak limit theorem and assume that
P (µ̃ ∈ S) = 1. Then there exists a subsequence (Xnk

) = (Yk) such that for any
permutation (Y ′

k) of (Yk) we have

fk(Y
′
1 , Y

′
2 , . . . , µ̃)

d−→
∫

Gµ̃dP. (2.5)

Note that we assumed the regularity of the limit theorem, but as we pointed out
before, this is no restriction of generality.

The limit theorem T in Theorem 2.2 is nonparametric, i.e. the function fk de-
pends on x1, x2, . . . and µ, but on no additional parameters. A simple example of a
parametric distributional limit theorem is the weighted CLT, where

fk = A−1
k

k∑
j=1

aj(xj − Eµ), Ak =

 k∑
j=1

a2j

1/2

.
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For any fixed coefficient sequence (ak) this defines a nonparametric limit theorem T
and Theorem 2.2 applies, but the selected subsequence (Xnk

) depends on (ak). As
the discussion above shows, in the case of a parametric limit theorem T deciding
whether a universal subsequence (Xnk

) working for all parameters is generally a very
difficult problem; an example of a limit theorem where such a choice is impossible is
given in [16]. For this reason, in the present paper we deal only with nonparametric
limit theorems.

In Aldous [4] a formalization of strong limit theorems is also given and the ana-
logue of Theorem 2.1 is proved. Using a reformulation of strong limit theorems as a
sequence of probability inequalities as given in [5], [6], a version of our Theorem 2.2
can be given for a subclass of limit theorems considered in [4]. We also mention that
for a more limited class of weak limit theorems Theorem 2.2 was proved in [21].

3 Proof of Theorem 2.2.

To simplify the formulas, let fk(µ) denote, for any µ ∈ S, the distribution of the
random variable fk(ξ1, ξ2, . . . , µ) where ξ1, ξ2, . . . are independent r.v.’s with common
distribution µ. The following statements are easy to verify:

(A) If ϱ(µ, ν) ≤ ε then ϱ(fk(µ), fk(ν)) ≤ εαqk + ϱ∗(µ, ν) where α, qk and ϱ∗ are
the quantities appearing in (2.4).

(B) Let µ1, . . . , µr and ν1, . . . νr be probability distributions, further let c1, . . . , cr
be nonnegative numbers with

∑r
i=1 ci = 1. Assume that the sum of those ci’s such

that ϱ(µi, νi) ≥ ε is at most ε. Then the Prohorov distance between
r∑

i=1
ciµi and

r∑
i=1

ciνi is at most 2ε.

(C) Let µ̃ and ν̃ be random measures (i.e. measurable maps from a probability
space (Ω,F ,P) to M) such that P (ϱ(µ̃, ν̃) ≥ ε) ≤ ε. Then the Prohorov distance
between

∫
µ̃dP and

∫
ν̃dP is ≤ 2ε.

To prove statement (A) note that if ϱ(µ, ν) ≤ ε then by a theorem of Strassen
[26] there exist, on some probability space, r.v.’s ξ and η with distribution µ and ν
such that P (|ξ−η| ≥ ε) ≤ ε. On a larger probability space, let (ξn, ηn) (n = 1, 2, . . .)
be independent random vectors distributed as (ξ, η). Clearly P (|ξi − ηi| ≥ ε) ≤ ε
(i = 1, 2, . . .) and thus using (2.4) we see that∣∣fk(ξpk , . . . , ξqk , µ)− fk(ηpk , . . . , ηqk , ν)

∣∣ ≤ εαqk + ϱ∗(µ, ν)

except on a set with probability ≤ εqk ≤ εαqk, proving (A). (Clearly we can assume
0 < ε ≤ 1 and that in the definition of regular limit theorems we have ωk ≥ 1 for all
k.) Statements (B) and (C) are almost evident, (B) is a special case of (C).

To prove our theorem, let (Xn) be a determining sequence of r.v.’s with limit
random measure µ̃. Then (Xn) is tight, i.e. supj P (|Xj | ≥ t) → 0 as t → ∞. As
ωk → +∞, we can choose a nondecreasing sequence (rk) of integers tending to +∞
so slowly that

rk ≤ min(pk − 1, ω
1/4
k ) (3.1)

7



and

sup
j

P
(
|Xj | ≥

1

2
ω
1/(4α)
k

)
≤ 1

2
r−2
k (k ≥ 1). (3.2)

Let (εk) tend to 0 monotonically and so rapidly that

εαrkqk ≤ k−1. (3.3)

Using the structure theorem [6, Theorem 2], it follows that there exists a subsequence
(Xnk

) and a sequence (X ′
k) of r.v.’s such that

|Xnk
−X ′

k| = O(2−k) a.s. (3.4)

and X ′
k has the following properties:

(A1) Each X ′
k takes only finitely many values

(B1) σ{X ′
1} ⊂ σ{X ′

2} ⊂ . . .

(C1) For each k ≥ 1 the atoms of the finite σ-field σ{X ′
rk
} can be divided into two

classes Γ1 and Γ2 so that ∑
A∈Γ1

P (A) ≤ εrk (3.5)

and for any A ∈ Γ2 there exist i.i.d.r.v.’s {Z(A)
j , j = rk + 1, rk + 2, . . .} defined on A

with distribution function FA such that

PA

(
|X ′

j − Z
(A)
j | ≥ εrk

)
≤ εrk j = rk + 1, rk + 2, . . . . (3.6)

Here FA denotes the limit distribution of (Xn) on the set A (which exists since (Xn)
is determining) and PA denotes conditional probability with respect to A. Let µ̃n

denote the random measure defined by µ̃n(B) = E(µ̃(B) | X ′
n). By Lemma 7 of [6]

we have µ̃n
d−→ µ̃ a.s. and thus by passing to a further subsequence of (Xnk

) we can
also assume that

P{ϱ(µ̃n, µ̃) ≥ εn} ≤ εn (3.7)

P{ϱ∗(µ̃n, µ̃) ≥ εn} ≤ εn. (3.8)

We show that the last obtained subsequence (Xnk
) satisfies the conclusion of the

theorem. In view of (2.4) and (3.4), Xnk
and X ′

k are interchangeable in the statement
of the theorem and thus it suffices to prove that if (X ′

k) satisfies statements (A1),
(B1), (C1) above then for any permutation (Y ′

k) of (X
′
k) we have (2.5). To verify this,

note that by (2.4) and (3.6) we have

PA

{∣∣fk(X ′
i1 , . . . , X

′
iℓ
, µA)− fk(Z

(A)
i1

, . . . , Z
(A)
iℓ

, µA)
∣∣ ≥ εαrkqk

}
≤ εαrkqk A ∈ Γ2

(3.9)

where ℓ = qk − pk + 1, i1, . . . , iℓ are different integers > rk and µA is the probability
measure corresponding to FA. (Note that we do not assume here i1 < . . . < iℓ ;

the vectors (X ′
i1
. . . , X ′

iℓ
) and (Z

(A)
i1

, . . . , Z
(A)
iℓ

) are close to each other coordinate-

wise, i.e. for any order of i1, . . . , iℓ. Since the Z
(A)
j are i.i.d., the distribution of the
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vector (Z
(A)
i1

, . . . , Z
(A)
iℓ

) is permutation-invariant, providing an explanation for the
phenomenon described in Theorem 2.2.) Since (3.9) is valid for all A ∈ Γ2 and µA in
(3.9) is identical to µ̃rk on A (see Lemma 6 of [5]), using (3.5), (3.9) and statement
(B) at the beginning of the proof we get

ϱ
(
fk(X

′
i1 , . . . , X

′
iℓ
, µ̃rk),

∑
A

fk(µA)P (A)
)
≤ 2εαrkqk (3.10)

where the sum is extended for all atoms A of σ{X ′
rk
} and a r.v. in a Prohorov distance

is meant as its distribution. Next we show that (3.10) remains valid, with the right
hand side increased by r−1

k , if i1, . . . , iℓ, ℓ = qk−pk+1, are arbitrary different positive
integers (not necessarily > rk). Indeed, remove from X ′

i1
, . . . , X ′

iℓ
those whose index

is ≤ rk and replace them with (different) X ′
j ’s with j > max(rk, i1, . . . , iℓ). This

means that we change fk(X
′
i1
, . . . , X ′

iℓ
, µ̃rk) at most at rk locations and at each such

position we replace an X ′
µ by an X ′

ν where µ ≤ rk and ν > rk. By (2.4), fk changes
at most by

1

ωk

∑
|X ′

µ −X ′
ν |α =: W

where the sum has ≤ rk terms. Using (3.1), (3.2) we get

P (|W | ≥ r−1
k ) ≤ P (|W | ≥ ω

−1/2
k ) = P

(∑
|X ′

µ −X ′
ν |α ≥ ω

1/2
k

)
≤

∑
P
(
|X ′

µ −X ′
ν | ≥

(ω1/2
k

rk

)1/α)
≤ 2rk · supj P

(
|X ′

j | ≥
1

2
ω
1/(4α)
k

)
≤ r−1

k

and thus the above changes increase the left hand side of (3.10) by at most r−1
k , i.e.

ϱ
(
fk(X

′
i1 , . . . , X

′
iℓ
, µ̃rk),

∑
A

fk(µA)P (A)
)
≤ 2εαrkqk + r−1

k (3.11)

for any different positive integers i1, . . . , iℓ, ℓ = qk − pk +1. Changing µ̃rk into µ̃ will
change fk(X

′
i1
, . . . , X ′

iℓ
, µ̃rk) on the left hand side of (3.11) by at most εrk , except on

a set of probability ≤ εrk (see (3.8) and (2.4)) and thus the left hand side of (3.11)
changes by at most εrk . Thus observing that the sum

∑
A fk(µA)P (A) in (3.11)

equals
∫
fk(µ̃rk)dP , we proved the following

Proposition. Let (X∗
k) be any permutation of (X ′

k). Then

ϱ
(
fk(X

∗
pk
, . . . , X∗

qk
, µ̃),

∫
fk(µ̃rk)dP

)
≤ 3εαrkqk + r−1

k .

To complete the proof of our theorem it suffices to show that the Prohorov distance
of any two of the distributions∫

fk(µ̃rk)dP

∫
fk(µ̃)dP

∫
Gµ̃dP (3.12)

tends to zero as k → ∞. To verify this observe first that (3.7), (3.8) and statement
(A) at the beginning of the proof imply that the Prohorov distance of fk(µ̃rk) and
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fk(µ̃) is ≤ εαrkqk + εrk , except on a set with probability ≤ εαrkqk + εrk and thus by
statement (C) and (2.2) the Prohorov distance of the first two distributions in (3.12)

is ≤ 2(εαrkqk + εrk) ≤ 4k−1. On the other hand, the validity of fk(µ)
d−→ Gµ for any

µ ∈ S (which is a part of the definition of a weak limit theorem) and P (µ̃ ∈ S) = 1
imply ϱ(fk(µ̃), Gµ̃) → 0 a.s. and thus there exists a numerical sequence δk ↓ 0 such
that

P{ϱ(fk(µ̃), Gµ̃) ≥ δk} ≤ δk (k = 1, 2, . . .).

Thus by statement (C) above we get that the Prohorov distance of the second and
third distribution in (3.12) is ≤ 2δk. This completes the proof of Theorem 2.2.

Acknowledment. We would like to thank two anonymous referees for their remarks
leading to a substantial improvement of the presentation.
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