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We propose a digital confocal microscope using a virtual 4f-system based on numerical 

beam propagation for depth measurement without mechanical scanning. In our technique, 

the information in the sample target along the depth direction is obtained by defocusing the 

virtual 4f-system, which consists of two virtual lenses arranged in a computer simulation. 

The principle of our technique is completely different from that of the mechanical scanning 

method used in the conventional confocal microscope based on digital holography. By 

using the virtual 4f-system, the measurement and exposure time can be drastically reduced 

because multilayered tomographic images are generated using a single measurement. In 

this paper, we tested the virtual depth imaging technique by measuring cover glasses 

arranged along the depth direction. 
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1. Introduction 
A confocal microscope1-5) provides a background-noise-free image via a pinhole located at 

the focal position. Furthermore, the confocal microscope enables us to implement 

tomographic imaging or three-dimensional (3D) measurements,6,7) because it can yield a 

depth resolution that is non-existent in conventional optical microscopes. For these 

advantages, the confocal microscope is commonly used in many fields, such as for the 

measurement of the structures of industrial products or biological samples. Furthermore, 

this is also expected to be applicable for in vivo imaging.8-10) 

Nevertheless, obtaining a 3D image using a confocal microscope is very 

time-consuming, because of the 3D mechanical scanning. To exclude scanning along the 

transverse direction (the x- and y-axes), confocal microscopes combined with a spin disk 

(Nipkow disk)11-13) and with a paired microlens array and pinhole array14-16) have been 

proposed. These methods can potentially allow simultaneously measurements without 

mechanical scanning on the xy-plane. On the other hand, methods using electrical and 

acousto-optical focus-tunable lens have also been proposed17-19) for scanning along the 

depth direction (z-axis) with high speed. However, if the abovementioned techniques are 

used, then depth scanning is required in the actual optical system. This increases the 

acquisition time required for images and the exposure time for the target object. As a result, 

the quality of the image reconstruction is deteriorated as a result of imaging artifacts from 

the movement of the target sample. Moreover, in the case of biological imaging, the long 

exposure time for the target object may cause problems such as damage to biological 

tissues and fluorescence fading. 

Meanwhile, in conventional confocal microscopy, digital processing is required in order 

to reproduce the 3D image from the intensity information of each position.20) In addition, 

with the rapid development of computer hardware, several methods using digital holography 

(DH)21-25) for confocal microscopy have been proposed. The resulting devices are known in 

the literature as digital confocal microscopes. It has been reported that the quality of 

reconstructed images can be improved by simulating the beam propagation in a confocal 

configuration and dynamically locating a virtual pinhole26). The aberration compensation of 

the objective lens uses a virtual offset lens,27) and confocal phase image measurements 

combining the confocal microscope and DH have also been reported.28,29) In addition, the 

digital confocal microscope has been optimized for fluorescence imaging using Fresnel 

incoherent holography.30) Although the aforementioned methods for digital confocal 

microscopy20,26-30) enable one to improve or extend the power of the confocal microscope, 
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mechanical scanning along the depth direction is still required because those methods 

utilize only the complex amplitude at the focal plane of the objective lens. 

To realize a depth measurement without mechanical scanning, we propose a digital 

confocal microscope using a virtual 4f-system based on numerical beam propagation. In our 

technique, all complex amplitudes of the multiple scattered beams are captured using DH. 

Next, numerical beam propagation is implemented using the captured complex-amplitude 

image in a computer simulation by following three computational steps: the image is 

processed by a 4f-system (referred to as a virtual 4f-system), then, by a fast Fourier 

transform (FFT), and finally, the image is processed by a virtual pinhole aperture. Within 

these three steps, the FFT and multiplication by the pinhole aperture can be performed in 

the same manner as that with conventional digital confocal microscopy.26) In our method, 

by defocusing one of the virtual lenses in the virtual 4f-system, one can compensate for a 

spherical wavefront in the multiple scattered beams outside the focal plane of the objective 

lens. Thereby, the component of the depth position, depending on the extent of defocus in a 

virtual lens, can be extracted from all the multiple scattered beams. Therefore, by iteratively 

processing the initial image using the virtual 4f-system with varying degrees of focus, 

depth information can be acquired from a single captured complex amplitude without 

mechanical scanning. Consequently, this technique dramatically improves the measurement 

speed of a digital confocal microscope, without mechanical scanning, and without using 

additional optical elements. 

In this paper, we first describe the basic operation of the virtual optical system for a 

confocal microscope and the simplification of its calculation in Sections 2.1 and 2.2. Next, 

after verifying this technique experimentally in Sections 3.1 and 3.2, we evaluate and 

discuss the depth resolution in Section 3.3. Finally, in Section 3.4, we demonstrate the 

depth imaging of a cover glass without mechanical or electronic scanning in an actual 

optical system by using this technique. 

 

2. Method 
2.1 Basic operation 

In this section, we describe the basic operation of our technique. Our technique can be 

divided into two domains: the actual optics domain for measuring the target sample, as 

shown in Fig. 1(a), and the virtual optics domain for controlling the depth-measurement 

position and filtering undesired noise, as shown in Fig. 1(b). In our technique, the whole of 

the virtual optics domain is performed in a computer via DH. 
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In the actual optics domain, the collimated beam from the laser source is focused onto a 

measurement target via the objective lens. This beam is then reflected (back-scattered) 

from the target sample and is referred to as the “scattered signal beam”. Here, the target 

sample is assumed to be a multi-layered object in order to simplify the explanation of the 

basic operations. Thus, the beam from the target sample can be treated as a 

multiple-scattered beam reflecting from those multiple layers. Afterward, the complex 

amplitude of the scattered signal beam is captured by the DH. 

In the virtual optics domain, two virtual lenses arranged to constitute the so-called 

“4f-system” are applied to the scattered signal beam captured in the actual optical domain. 

In our technique, these two virtual lenses are referred to as the “virtual 4f-system”. Here, 

we describe the protocol for the calculation of the virtual 4f-system. First, the function of 

free-space propagation between the input plane and the first lens plane is multiplied by the 

original (captured) complex-amplitude distribution, and then the phase factor of the lens, 

exp[ik(dx2+dy2)/f], is multiplied by the propagated complex-amplitude distribution. Here, k 

is the wavenumber, f is the focal length of both of the virtual lenses, and dx and dy are the 

positions along the x- and y-axes, respectively. Next, the resultant complex-amplitude 

distribution is multiplied by the function of free-space propagation between the first lens 

plane and the second lens plane. Finally, after multiplying the propagated 

complex-amplitude distribution by the above mentioned phase factor of the lens again, the 

free-space propagation between the second lens plane and the imaging plane is calculated. 

In the case that the measurement plane is shifted by a depth Δz, the virtual lens needs to be 

defocused by a distance −2Δz. This is done by varying the propagation distance between 

the first lens plane and the second lens plane in the virtual 4f-system. (Note that, 

considering the reflection of the beam in the target sample, the actual amount of 

displacement in measurement plane becomes 2Δz.) In other words, the amount of defocus 

(the shifted distance) of the lens in the virtual 4f-system determines the measurement 

position along the z-axis. 

After implementing the virtual 4f-system, the complex-amplitude distribution of the 

focal plane is calculated using the FFT method, and is multiplied by the pinhole pattern: 

,    (1) 

where D is the pinhole radius. Thus, this technique also filters out the background noise 

from the non-measurement position in the same way as in the conventional confocal 



  Template for JJAP Regular Papers (Jan. 2014) 

5 

microscope. In addition, all of the data along the depth direction can be acquired through 

iterative calculation using the abovementioned protocol for the calculation of the virtual 

4f-system while continuously shifting the lens position. 

By carrying out the above operations, our technique can measure the tomographic data 

along the z-axis without mechanical scanning. In addition, by using our technique, the 

configuration of a confocal microscope is simplified by replacing a certain component of 

the actual optical system with a virtual optical system. 

 

2.2 High-speed calculation of a virtual 4f-system using a defocus wavefront 

In the above calculation of the virtual 4f-system, the free-space propagation function of the 

beam is essential. In general, the calculation of the free-space propagation function 

includes a convolution integral, which is extremely time-consuming. Even if the FFT is 

used, which can be calculated faster than the convolution integral, the full faster 

calculation is difficult because the virtual 4f-systemrequires multiple free-space 

propagation functions. In addition, the phase factor of the lens is used to implement the 

virtual lens, but in the case of a lens with a high numerical aperture (NA), the large 

curvature of its phase factor causes calculation errors as a result of aliasing. 

To solve these problems, we introduce a method for calculation using the defocus 

wavefront for the virtual 4f-system. In a typical 4f-system, when defocusing of the lens, the 

relayed image plane of that system to have a spherical phase-distribution. This spherical 

phase-distribution is referred to as the “defocus wavefront”, φdef, and the function of the 

complex amplitude including φdef can be calculated as exp[ik∆d(x2+y2)/f2].31) Here, ∆d is 

the amount of defocus (the shift distance of lens). Therefore, this function of the complex 

amplitude provides the same effect as a virtual 4f-system. The calculation of the defocus 

wavefront is faster than that using the virtual 4f-system because it does not require a 

convolution integral or the FFT. The computational complexity of the FFT and that of the 

defocus wavefront are given by O(N2 log N2) and O(N2), respectively. Thus, the 

computational complexity of calculating the defocus wavefront φdef is less than that for the 

FFT. In addition, the curvature of the phase factor of the lens and the defocus wavefront 

φdef are defined as 1/f and ∆d/f2, respectively. Therefore, the curvature of the defocus 

wavefront φdef is less than that of the phase factor of the lens. Thus, this technique can 

simultaneously reduce the calculation time and the aliasing error. 
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3. Experiment 
3.1 Setup 

We performed an experiment to verify the principles of our technique. The experimental 

setup is shown in Fig. 2. Firstly, the beam from the laser, whose wavelength λ is 532 nm, is 

focused by OL1 and passed through the pinhole. The beam is then collimated by L3, and 

radiated to the phase-type spatial light modulator (PSLM), which has a pixel size of 20 × 20 

μm2 and a pixel number of 800 × 600, and the gray-level for the 2π modulation is 157. The 

beam modulated by the PSLM is passed through relay lenses (L1, L2), and then that beam is 

focused by lens OL2 with an NA of 0.42. 

In this experiment, the PSLM is used for scanning the probe beam along the x-axis and 

y-axis directions on the focal plane. After focusing the probe beam with OL2, the position 

of the focal point is shifted by ∆x and ∆y along the x-axis and y-axis directions, respectively. 

Indeed, the optical axis of the probe beam can be inclined along the x-axis and y-axis at 

angles of θx = tan−1(∆x/fOL) and θy = tan−1(∆y/fOL), respectively, by displaying the phase 

distribution φ(x,y) = −ik{sinθx x + sinθy y} on the PSLM. Here, x and y are the positions of 

the x- and y-coordinates on the PSLM, respectively, and fOL is the focal length of the OL2 

lens. 

Next, the probe beam is reflected from the target sample as the scattered signal beam, and 

its complex-amplitude distribution is detected using holographic diversity interferometry 

(HDI),32,33) a DH method with high spatial resolution. The CCD that comprises the HDI has 

a pixel size of 3.75 × 3.75 μm2 and a pixel number of 1280 × 960. 

Figure 3(a) shows the phase image displayed on the PSLM at Δx = 27.66 μm and Δy = 

0.00 μm, and Fig. 3(b) shows the phase image captured using HDI at that time. This 

experiment simplifies scanning on the xy-plane in order to verify the basic operation of the 

virtual 4f-system, by eliminating scanning along the y-axis. In the computer, the captured 

complex-amplitude distribution of the scattered signal beam is reduced by half after 

trimming it to the image size of 800 × 800 pixels in order to compensate for the difference 

in pixel size between the PSLM and the CCD. Afterward, the phase distribution −φ(x, y) is 

multiplied by the complex-amplitude distribution of the scattered signal beam, in order to 

cancel out the phase distribution produced by the PSLM. Finally, the reconstructed image 

is obtained by performing virtual optics. 

 

3.2 Verification of the basic operation of the virtual 4f-system 

We verified the basic operation of the virtual 4f-system by comparing the 
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complex-amplitude distribution before and after processing of the virtual 4f-system when 

the defocused mirror was measured. In this part, the amount of defocus of the mirror was 

set to 100.0 µm. Figure 4 shows a phase image and phase profile captured using HDI when 

the mirror defocused at 100.0 µm was measuring. By defocusing the mirror, a spherical 

wavefront appeared, as shown in Figs. 4(a) and 4(d). Moreover, Figs. 4(b) and 4(e) show 

the phase image and phase profile of the defocus wavefront synthesized by the virtual 

4f-system. Then, by multiplying the synthesized defocus wavefront and cancelling out the 

defocus of the mirror, the captured phase image was modulated into the plane wave, as 

shown in Figs. 4(c) and 4(f). Indeed, the plane wave shown in Figs. 4(c) and 4(f) was 

recovered from the captured phase image shown in Figs. 4(a) and 4(d), although the 

wavefront was deteriorated because of shot-noise in the image sensor, insufficient 

alignment, and aberrations in the actual optical-system. This means that, by using the 

virtual 4f-system, the measurement position can be shifted along the z-axis. 

In addition, after capturing the reflected beam from the mirror defocused at 100.00 µm, 

the operation of the virtual optical system including the virtual 4f-system was iteratively 

calculated while continuously shifting the position of the virtual lens. As the result, the 

depth information can be reconstructed, as shown in Fig. 5. The reconstructed intensity 

image on the xz-plane and the reconstructed intensity profile at x = 3.20 µm are shown in 

Figs. 5(a) and 5(b), respectively. Here, this reconstructed intensity image is sliced from the 

volume data, which is composed of multiple transverse-section images of each depth 

position produced using the virtual 4f-system. In Fig. 5(a), the undesired intensity peak 

appears in the center of the reconstructed intensity image because stray light, which is not 

inclined to the axial angle by the PSLM, becomes mixed in the scattered signal beam. 

According to Figs. 5(a) and 5(b), the depth position of the intensity peak is located at 95.85 

µm. Although there is an error of approximately 4% in the measured depth position due to 

the aberration of the actual optical system and the imperfect position accuracy in the mirror 

placement, this measured depth position is in good agreement with that of the defocused 

mirror. 

Therefore, these results show that our technique can measure depth information about a 

target object without mechanical scanning. Nevertheless, in Fig. 5(a), the intensity 

distribution was decreased in accordance with the deviation along the x-axis from the 

center. This is because the focal position of the signal beam after the FFT was deviated 

from the position of the virtual pinhole by the aberration in the actual optical system. 

However, dynamically arranging the pinhole26) in accordance with the deviation of the 
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focal position of the signal beam enables us to solve this problem. 

 

3.3 Evaluation of the depth resolution 

Here, we discuss the depth resolution of our technique. The depth resolution is evaluated 

by measuring the depth position of a mirror arranged at the focal plane of the OL2 lens, as 

shown in Fig.2. Here, the depth scanning was performed by defocusing the virtual 

4f-system without actual scanning of the target sample. In addition, the size of the virtual 

(pixelated) pinhole is defined using the Nyquist aperture like so: 

,     (2) 

where Dp is the pixelated pinhole size, Nx is the grid number of the calculation space for 

the virtual optical system, ∆x is the grid pitch of the calculation space for the virtual optical 

system, f is the focal length of the correction lens implemented by the FFT, and D is the 

pinhole size before pixelation. In general, the optimized pinhole size, which is balanced 

between the transmitted intensity and the depth resolution, is determined by the diameter of 

the Airy disk, which is defined as 1.22λ/NA, and its pinhole size is normalized to “1 airy 

unit (AU)”. 

Figure 6 shows the plotted normalized intensity of each defocus position of the virtual 

4f-system as an optical sectioning (I-z) curve. According to Fig. 6, the peak of the intensity 

corresponds to the position of the mirror, z = 0.00 µm, and the intensity plummets with the 

defocusing of the virtual 4f-system. Therefore, we verified that the background noise from 

the non-measurement position was filtered out using our technique, and its full-width 

half-maximum (FWHM) at 1.19 AU was 10.77 µm. Furthermore, when the size of the 

virtual pinhole was reduced to 1×1 pixels (0.39 AU), the FWHM improved to 5.31 µm. 

This result suggests that the depth resolution of our technique can be improved by reducing 

the size of the virtual pinhole. In addition, the signal beam passed through the pinhole in 

the virtual optical system, not in the actual optical system. It is therefore possible to 

prevent the deterioration of the signal intensity caused by decreasing the pinhole diameter. 

 

3.4 Depth imaging of a cover glass 

In the following, using our technique, we demonstrate the simultaneous depth imaging of a 

cover glass along the z-axis. Here, the cover glass, which has thickness specifications of 

150.00 ± 20.00 µm and a refractive index of 1.53, was employed as a measurement target, 

p
Nx xD D

fλ
∆

=
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and the center of this cover glass was located at z = 0.00 µm. The cover glass was affected 

by refraction because it was located at the focal position. Thus, the apparent thickness of 

the cover glass was approximately 100.00 µm. Figure 7(a) shows the sliced image on the 

xz-plane from volume data, which is composed of multiple transverse images of each depth 

position produced using the virtual 4f-system, and Fig. 7(b) shows the intensity profile at y 

= 0.00 mm. According to Figs. 7(a) and 7(b), the first and second peaks of the 

reconstructed intensity correspond to the positions of the front and back surfaces on the 

cover glass, respectively. The intensity peak corresponding to the back surface of the glass 

is reduced because the light radiating to the back surface is reduced due to partial reflection 

at the front surface. In addition, the distance between the two peaks is 100.16 µm, which is 

in good agreement with the thickness of the cover glass. 

In addition, we show the reconstructed depth information from measuring two cover 

glasses stacked along the optical axis. Likewise, according to Fig. 8, the three intensity 

peaks correspond to the positions of the reflection surfaces of the cover glass. Comparing 

the intensity peaks at −100 µm and 100 µm, the intensity peak at 100 µm is smaller than 

that of the −100 µm, again because of partial reflection (the same reason as in Figs. 7(a) 

and 7(b)). Moreover, the intensity peaks at −100 µm and 100 µm are smaller than the peak 

at 0 µm. This is because the beam is spread due to the defocused depth position of the 

measurement plane, and the intensity of the beam transmitted through the pinhole is 

decreased. In addition, the intensity distribution shown in Fig. 8(a) is decreased in 

accordance with the deviation along the x-axis from the center, similar to the case in Fig. 

5(a). This can also be solved by dynamically arranging the pinhole. 

Therefore, these results showed that our technique can obtain tomographic images 

without mechanical scanning. 

 

4. Conclusions 
We proposed a digital confocal microscope using a virtual 4f-system based on numerical 

beam propagation for depth measurement without mechanical scanning. We verified the 

basic operation of our technique and evaluated its depth resolution. In addition, we 

demonstrated simultaneous depth imaging of cover glasses. The experimental results 

showed that our technique can collectively measure the depth information of cover glasses 

used as target objects, using a single complex-amplitude distribution of a captured 

multiple-scattered beam without mechanical scanning. This technique has great potential to 

improve the measurement speed of the confocal microscope. 
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Figure Captions 

Fig. 1. (Color Online) Schematic diagram of our technique: (a) the actual optics domain for 

measuring the target sample and (b) the virtual optics domain for controlling the 

depth-measurement position and filtering undesired noise. 

 

Fig. 2. (Color Online) Experimental setup. L: Lens, OL: Objective Lens, M: Mirror, BS: 

Beam Splitter, PBS: Polarizing BS, HWP: Half-Wave Plate, QWP: Quarter-Wave Plate, 

PSLM: Phase-only LCoS SLM (Hamamatsu, x10468-01), CCD: Charge-Coupled Device 

(Allied Vision Technology, Stingray F125B). 

 

Fig. 3. The displayed and captured phase distributions: (a) the phase image displayed on 

the PSLM at Δx = 27.66 μm and Δy = 0.00 μm, and (b) the phase image captured using 

HDI at the same time. 

 

Fig. 4. (Color Online) Phase images found (a) without the virtual 4f-system, (b) with the 

defocus wavefront synthesized by the virtual 4f-system, and (c) with the virtual 4f-system. 

Phase profiles at y = 0.00 μm found (d) without the virtual 4f-system, (e) with the defocus 

wavefront synthesized by the virtual 4f-system, and (f) with the virtual 4f-system. 

 

Fig. 5. (Color Online) Reconstructed depth information when measuring the mirror at z = 

100.00 μm: (a) the sliced image (xz-plane) from volume data, which is composed of 

multiple transverse images at each depth position found using the virtual 4f-system; and (b) 

the intensity profile at x = 3.20μm. The peak position is at 95.85 μm. 

 

Fig. 6. (Color Online) Optical sectioning (I-z) curve of confocal microscope using our 

technique, when the pinhole size is 1.19 AU (blue points and line) and when it is 0.39 AU 

(red points and line). 

 

Fig. 7. (Color Online) Reconstructed depth information from measuring a single cover 

glass: (a) the sliced image on the xz-plane from volume data, which is composed of 
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multiple transverse images of each depth position produced using the virtual 4f-system, 

and (b) the intensity profile at y = 0.00 mm. 

 

Fig. 8. (Color Online) Reconstructed depth information from measuring two cover glasses 

stacked along the optical axis: (a) the sliced image (xz-plane) from volume data, which is 

composed of multiple transverse images of each depth position produced using the virtual 

4f-system, and (b) the intensity profile at y = 0.00 mm. 
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Fig. 3 
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Fig. 4 (Color Online) 
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Fig. 5 (Color Online) 
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Fig. 6 (Color Online) 
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Fig. 7 (Color Online) 
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Fig. 8 (Color Online) 
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