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Abstract

Optical switches are known for the ability to provide high bandwidth con-
nectivity at a relatively low power consumption and low latency. Several
recent demonstrations on optical data center architectures confirm the po-
tential for introducing all-optical switching within the data center, thus
avoiding power hungry optical-electrical-optical conversions at each node.
This Ph.D. thesis focuses precisely on the application of optical technolo-
gies in data center networks where optics is not only used for extending the
reach, but more importantly the benefits of photonic devices are exploited
for the purpose of deploying optical switching within the network.

First, the Hi-Ring data center architecture is proposed. It is based on
optical multidimensional switching nodes that provide switching in hierar-
chically layered space, wavelength and time domain. The performance of
the Hi-Ring architecture is evaluated experimentally and successful switch-
ing of both high capacity wavelength connections and time-shared subwave-
length connections is demonstrated. Error-free performance is also achieved
when transmitting 7 Tbit/s using multicore fiber, confirming the ability to
scale the network.

Moreover, the limitations of previously proposed optical subwavelength
switching technologies are discussed and a novel concept of optical time
division multiplexed switching is proposed. A detailed elaboration of the
envisioned scheme is given, with a special focus on the problem of synchro-
nization. A novel synchronization algorithm for the Hi-Ring architecture is
proposed and experimentally validated. Furthermore, software controlled
switching in the data plane is experimentally demonstrated when the pro-
posed algorithm is used for synchronization.

Finally, integration is discussed from two different perspectives: the
first one referring to hardware-software integration where the data plane
is integrated with a centralized control plane deploying a software defined
controller, and the second one referring to on-chip integration of devices in
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vi Abstract

the data plane ultimately leading to integrated systems and networks on
chip. Software controlled switching using an on-chip integrated fiber switch
is demonstrated and enabling of additional network functionalities such as
multicast and optical grooming is experimentally confirmed. Altogether
this work demonstrates the potential of optical switching technologies and
their implementation in future data center networks.
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Resume

Optiske netværkskontakter, ofte kaldet optiske switche, er kendetegnet
ved den store båndbredde og lille tidsforsinkelse på de etablerede optiske
forbindelser kombineret med et beskedent effektforbrug. Adskillige nylige
demonstrationer af optiske datacenterarkitekturer bekræfter potentialet af
eksklusiv brug af optiske switche i datacentrene, hvorved de effektkrævende
optisk-til-elektrisk-til-optisk konverteringer i hvert knudepunkt kan undgås.
Denne PhD afhandling fokuserer netop på brugen af optiske teknologier i
datacenternetværk, ikke blot for at øge rækkeviden men også for at høste
de fordele fotoniske elementer tilbyder når de udnyttes til optisk switching
i selve netværket.

Først i afhandlingen introduceres vores nye forslag til en datacenter-
arkitektur, Hi-Ring. Denne arkitektur er baseret på optiske flerdimen-
sionelle kontaktknudepunkter, der switcher i tre dimensioner, tid, rum og
frekvens (bølgelængde), efter en hierarkisk opdeling. Funktionen af Hi-
Ring arkitekturen demonstreres succesfuldt eksperimentelt, og ydeevnen
evalueres i eksperimenter med switching af både højkapacitetsbølgelængde-
forbindelser samt tidsdelte subbølgelængdeforbindelser. Fejlfri funktion op-
nås efter transmission af 7 Tbit/s over en flerkernefiber, hvilket understreger
potentialet for at skalere netværket op yderligere.

Dernæst diskuteres begrænsninger af eksisterende forslag til optiske
subbølgelængde switchteknologier, og et nyt koncept til optisk tidsmul-
tipleksswitching foreslås. Det foreslåede koncept uddybes i detaljer med
særlig fokus på synkronisering. En ny synkroniseringsalgoritme til Hi-Ring
arkitekturen foreslås og bekræftes eksperimentelt. Ved at benytte den fores-
låede synkroniseringsalgoritme bliver softwarekontrolleret switching på dat-
aplanet også eksperimentelt demonstreret.

Til sidst bliver integration diskuteret fra to forskellige perspektiver. Det
første tager udgangspunkt i hardware-software integration hvor dataplanet
er integreret med det centrale kontrolplan via en softwaredefineret kon-
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trolenhed. Det andet perspektiv refererer til on-chip integration af enheder
i dataplanet hvilket i yderste konsekvens fører til chipintegrerede systemer
og netværk. Softwarekontrolleret switching baseret på en onchip integreret
siliciumswitch demonstreres, hvorved ekstra netværksfunktionaliteter som
multicast og optisk grooming eksperimentelt bekræftes. Det samlede arbe-
jde i denne afhandling understreger potentialet af optiske switchteknologier
og deres implementering i fremtidens datacenternetværk.
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Chapter 1

Introduction

The development of different applications and technologies over the years
has made Internet services such as web browsing, voice calls, email access
etc. available today on devices like personal computers, tablets and smart-
phones. The rapid penetration of new services directly contributes to the
growth of the overall Internet Protocol (IP) traffic. According to the Cisco
visual networking index (VNI) forecast [1], the smartphone traffic will ex-
ceed the personal computer traffic by 2020, while traffic from wireless and
mobile devices will account for two thirds of the total IP traffic by 2020.
Additionally, the number of devices connected to the Internet will be three
times higher than the global population in 2020. In order to provide sup-
port for various services, service providers have to enable non-interrupted
and synchronized access to user account data independent of the underlying
device used to access it.

As more information moves to the cloud, data centers (DCs) are faced
with a challenge of maintaining the pace at which traffic grows. In order to
cope with this growth, data center operators have been forced to expand
their existing DCs in size and additionally build new ones. Over a period
of seven years, data centers have grown in size by an amazing 173 % [2]
and this trend is also likely to continue in the future. Moreover, projections
on the growth of the data center construction market reveal an increase of
50 % by 2020 [3]. As shown in Fig. 1.1, by 2020, assuming a 27 % compound
annual growth rate (CAGR), the global data center IP traffic is expected to
reach 15.3 Zettabytes [4]. By expanding existing data centers and building
new ones, the overall number of data centers in the world will continue to
grow. According to the Cisco global cloud index (GCI) forecast [4], this will
result in an astonishing number of 485 hyper-scale data centers around the

1
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Figure 1.1: Forecast of the global data center IP traffic growth and the
number of hyperscale data centers by Cisco GCI [4] for a 27 % CAGR.

world by 2020. Considering that small and medium size data centers are
not even included in this estimate, it becomes clear that the overall data
center industry will continue to grow exponentially over the next few years.

Industry research studies from companies like Gartner [5] and the In-
ternational Data Corporation (IDC) [6] indicate that the average age of a
data center is 7 to 9 years, respectively. Furthermore, the current refresh
status of data center equipment ranges from 3 to 5 years [7]. This stems
from the fact that with the development of new technologies it becomes
cheaper to replace the old equipment with newer and more energy efficient
one. Additionally, older equipment will have an increased failure rate and
will experience longer downtime, that will directly translate to an increased
cost of maintenance and support. The rapid refresh cycle also comes from
the fact that the currently deployed equipment in data centers relies heavily
on both server interfaces and electrical switching at fixed serial data rates.
With traffic growth, there is a turning point after few years when instal-
ment of new equipment that operates at higher serial rate allows for a more
cost effective scaling. The issue of scalability is one of the key challenges
that today’s data centers face and has been the main motivation of a lot

2
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of existing work. Similarly, the main motivation of this thesis is to address
this and other issues as discussed below, that pose a challenge to the future
development of data centers.

1.1 Description and scope of the thesis

This Ph.D. work is part of the European Commission project ECFP7 grant
619572 combining optics and software defined networking in next genera-
tion data center networks (COSIGN) [8] that started in 2014. The main goal
of COSIGN is the integration of advanced optical hardware and software de-
fined networking (SDN) for future all-optical data center networks (DCNs).
Considering that optical technologies are known for providing high band-
width and energy efficient operation, COSIGN aims at proposing novel DCN
architectures that deploy optics in the data plane.

Optical networking has the benefit of seamless scaling to higher data
rates, as both relatively slow optical circuit switches and fast optical
switches can work independently of the bit rate and channel count. This
holds the promise of smoother scalability and less frequent refresh cycles.
However, optical switching does not provide support for functionalities that
are inherent to electrical packet switching (EPS), hence a novel control plane
has to be developed that will allow for smart and effective resource alloca-
tion and switch control. Within COSIGN, not only new devices and hard-
ware have been developed, but also a lot of attention has been devoted to
integrating hardware and software in such a way that the control plane is
completely independent from the underlying hardware and each device in
the data plane can be controlled from a common software defined control
plane.

As part of COSIGN, this Ph.D. project has mainly focused on optical
switching technologies for data center networks. The main contribution of
the Ph.D. project is the proposed Hi-Ring DCN architecture, in which the
main switching elements are all-optical multidimensional nodes that enable
switching with different granularities. To allow for optical subwavelength
switching, the concept of optical time division multiplexing (TDM) switch-
ing and scheduling has been developed and furthermore the problem of
synchronization in the Hi-Ring architecture has been addressed. In addi-
tion, this thesis tries to tackle some of the fundamental principles behind
integration of the data plane and control plane. Software and hardware
integration is fundamental in providing enhanced network functionalities
and optimized network resource utilization.
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1.2 Structure of the thesis

The Ph.D. thesis is organized in five main chapters. Chapter 2 gives an
overview of today’s data centers. The currently deployed DCN architectures
are briefly presented and their main challenges such as scalability, energy
efficiency, resource utilization etc. are discussed. By establishing the need
for new DCN architectures, existing research work on novel DCN architec-
tures is reviewed. The presented architectures are analysed with focus on
their advantages and shortcomings. At the end of the chapter, state-of-
the-art optical switching technologies are revised and their possible role in
future DCN architectures is discussed based on their main characteristics.

Chapter 3 introduces the Hi-Ring data center architecture. A thorough
overview of the structure of the multidimensional switching nodes is given
and each switching layer is discussed in details. Moreover, the network
implications are analysed, emphasising the main benefits of deploying opti-
cal multidimensional switching in future data centers. In order to evaluate
experimentally the performance of a small subset of the proposed archi-
tecture, an experimental prototype is introduced, consisting of a ring with
three multidimensional nodes. The initial system performance results are
presented and analysed and the chapter is concluded with a discussion on
the main benefits and future improvements needed for these technologies
to be deployed.

Chapter 4 gives an overview of existing optical subwavelength switch-
ing paradigms such as optical packet switching (OPS) and optical burst
switching (OBS). Additionally, the main challenges behind deployment of
any of these technologies, namely optical buffering and synchronization
are discussed in details. Then, by emphasizing the importance of optical
subwavelength switching especially to resource utilization in data centers,
optical TDM switching is introduced as a switching layer in the multidi-
mensional node structure from the Hi-Ring architecture. Moreover, the
problem of synchronization is addressed and an algorithm is proposed al-
lowing for synchronization of all nodes within the Hi-Ring network. Finally,
the algorithm behaviour is validated experimentally and the data plane op-
eration is evaluated in a dynamic switching scenario with automated switch
synchronization.

Chapter 5 deals with the process of software and hardware integration.
Decoupling the control plane from the data plane is extremely important
for providing unified software control over any type of underlying hardware
deployed in the data plane. Furthermore, this chapter highlights the im-
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portance of integrating SDN control platforms with novel on-chip integrated
devices, ultimately leading to fully SDN-controlled system on chip (SoC) and
network on chip (NoC). Different examples of software controlled switching
devices are presented and provisioning of enhanced network functionalities,
such as multicast and incast is discussed and experimentally demonstrated.

Chapter 6 summarizes the work presented in this Ph.D. thesis, by mak-
ing concluding remarks and giving a brief outlook on possible future devel-
opments.
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Chapter 2

Data center networks

2.1 Introduction

This chapter aims at providing a brief introduction of today’s data cen-
ter organization as well as outlining existing work on novel architectures
and technologies developed for future data center networks. In Section 2.2,
current data center networks are reviewed with special focus on the main
issues and challenges that data centers face, such as scalability, energy ef-
ficiency, resource utilization etc. Furthermore, the implications of different
network solutions on scaling, power consumption and cost are discussed in
details. In Section 2.3, an overview of the work on novel data center archi-
tectures is given. Data center networks based solely on electrical switch-
ing, hybrid architectures as well as all-optical architectures are presented.
These novel architectures are analysed in terms of their performance and
contrasted against the main requirements outlined in Section 2.2. Addition-
ally, in Section 2.4, optical switching technologies used for optical circuit
switching (OCS), optical wavelength switching and fast optical switching
are reviewed. Based on their main characteristics, their role in future data
center networks is discussed. At last, Section 2.5 summarizes the current
state of data center networks and outlines the motivation for novel architec-
tures and technologies that will overcome the challenges that data centers
face today.
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2.2 Data center networks: current status and
challenges

The constant traffic growth has led to an inevitable data center expan-
sion over the years. Today, relatively large data centers cover an area of
around 30 000 m2. Newly built data centers, such as one of Facebook’s
data centers that will become operational in 2019 [9] are planned to cover
an area of 50 000 m2. In addition, there are a number of data centers in the
world which are more than ten times larger and with size that surpasses
400 000 m2 [10]. Although there are some fundamental differences between
the different types of data centers, i.e. small, mid-range and large data
centers, most of the general data center considerations apply to any type.
However, as the main goal of this Ph.D. project revolves around solutions
for relatively large scale data centers, all future references to data centers
will be made having in mind data centers which fall under the mid-range
and large-scale data center categories.

Traffic characteristics

At the beginning of the Internet era, data centers were mainly used to pro-
vide services such as email or basic web search. Accessing remotely stored
content, at a time when rather obscure amount of data was available on-
line resulted in communication that follows the north-south traffic pattern.
This means that the end user or the client will access some information
that is stored on a server in the data center and the request will be served
by responding accordingly.

However, as the amount of information available continued to grow
and most notably services such as social networking emerged, data centers
have gone through a tremendous change. According to Moore’s law [11],
the number of transistors in an integrated circuit doubles approximately
every two years. With such technological development and the immense
growth of data stored in data centers, it becomes impossible to contain an
application in a single server. Thus, scaling up by building larger servers
as traffic grows becomes infeasible.

Instead, the scale out approach has been adopted and virtually mas-
sive supercomputing units have been built by interconnecting distributed
resources, similar as in high performance computing (HPC) environments.
Therefore, unlike responding directly to a client request as in legacy data
centers, an access machine has to consult other machines within the data
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W i t h i n d a t a c e n t e r

Figure 2.1: Global data center traffic by destination in 2020 according to
Cisco [4].

center in order to be able to service the query [12]. This distributed com-
putational framework also known as Map Reduce [13] allows tasks to be
delegated to servers (map phase) and after completition, the access machine
collects all the results and compiles a final response (reduce phase). Exam-
ples of implementation of this framework are the different distributed file
systems widely used in data centers for storing information such as Google
File System (GFS) [14] and Hadoop Distributed File System (HDFS) [15].
They operate in a way that files are divided into chunks of data (64 MB for
GFS, 128 MB for HDFS), which are replicated and stored in different servers
for reliability. Accessing the storage and providing the user with the re-
quested content, results in a scatter-gather traffic pattern and generates a
lot of server-to-server or east-west traffic.

According to a Cisco analysis [4], 77 % of the global data center traffic in
2020 will remain within the data center. This comes as a direct consequence
of the distributed computing framework. As shown in Fig. 2.1, only 9 % of
the overall traffic corresponds to traffic between data centers and is mainly
due to data replication. The remaining 14 % is traffic between the data
center and the end user, as a result of provisioning services such as email,
web browsing, video streaming etc. This clearly indicates that most of
the traffic in data centers is east-west, meaning within or between data
centers, while only a small portion i.e. 14 % is north-south traffic or traffic
between the end user and the data center. Moreover, it is important to
note that even a small growth of the traffic from the end user generates an
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Figure 2.2: Standard three-tier tree data center architecture.

exponential growth of the traffic within the data center. Hence, it can be
easily concluded that the traffic within the data center is the main driver
of the data center expansion.

Organization

In a standard three-tier tree data center, electrical switches with different
sizes are used to interconnect servers as shown in Fig. 2.2. Servers are
placed in racks together with one or two top of rack (ToR) switches. The
ToR switches are the smallest electrical switches and are used as an access
point for the servers. Copper cables [16] are usually used for interconnection
between the servers and the ToR switches. The interconnection between the
ToR switches is established using several bigger aggregation switches often
connected using short reach (SR) optics [16,17]. These switches are in turn
interconnected through few massive core switches using long reach (LR)
optics [16,17].

The rapid traffic growth has severely influenced this internal data
center organization. The problem of scaling and building these enormous
switches as well as maintaining and repairing them has shown to be
detrimental in abandoning the scale up approach. Thus, attention
has been focused towards modular scale out approaches that favour
scalability. An example is shown in Fig. 2.3. The fat-tree data center
architecture [18] is based on a Clos network [19] and incorporates many
relatively small switches throughout the whole network. More precisely,
there are k pods, each containing k switches. Each switch has k ports and
a network built out of k switches supports k3/4 hosts. The fat-tree ar-
chitecture illustrated in Fig. 2.3 is an example of a Clos network with k = 4.
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Figure 2.3: Fat-tree data center architecture.

The main advantage of this design is that all switching elements are
relatively small and identical. Although the number of switches and con-
nections in a fat-tree will be higher than in a standard tree architecture, the
cost of all components will still be lower than the cost of a standard tree
network with fewer, but larger and more expensive switches. Therefore,
this architecture along with many other alterations of the Clos network are
the most common ones in today’s data centers around the world. Consid-
ering this as the state-of-the-art architecture, all further discussions on the
challenges of data centers will refer to fat-tree networks.

Scalability

As previously mentioned, the fat-tree architecture has mainly been adopted
due to the fact that it allows for significant cost savings when scaling the
network compared to a standard tree network. However, besides cost, there
are other metrics that are equally important and directly impacted by scal-
ing the network, such as network performance. In order to observe the
effect of scaling on performance, it is crucial to consider the different ways
that a fat-tree network can be scaled.

In general, there are two ways of scaling a data center based on a fat-tree
topology. The first approach is by replacing all the switches for others that
have higher port count. However, it is important to note that the switch
radix cannot be made arbitrarily high, as this goes against the whole idea
behind the fat-tree topology in the first place. Additionally, replacing all
the switches may not be the most cost effective method. Another approach
is to keep the same switch port count and to gradually increase the num-
ber of switches at each tier. Although more feasible, this approach has a
different shortcoming. Namely, as the number of servers grows rapidly in
the data center, eventually the number of tiers has to be increased too.
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Adding additional tiers affects the overall performance of the network as it
implies an increased end-to-end latency. For latency-sensitive applications,
like most of the applications in data centers, this may be detrimental. Thus,
considering large-scale data centers, it becomes extremely difficult to scale
the fat-tree network in a cost effective way without affecting the perfor-
mance. Considering this, it becomes apparent that the deployed network
topology in a large scale data center has to be scaled without impairing the
performance.

Energy efficiency

The last decade has seen a rise in both data center facilities and their as-
sociated power consumption. The fast expansion compared to any other
industry is especially important when taking into account sustainable en-
ergy as well as low carbon footprint. In 2010, the electricity consumption
of data centers around the world accounted for 1.1 % to 1.5 % of the to-
tal electricity consumption [20] and currently this has increased to almost
3 % [21]. Moreover, the carbon footprint of data centers is around 0.3 %
and they are the fastest growing contributor to the carbon footprint of the
information and communication technologies (ICT) sector, which in total
accounts for 2 % [22]. Thus, in order to sustain the future growth of the
industry, it becomes crucial that the power consumed by data centers is
reduced to the bare minimum.

Several recommendations and guidelines [23–25] have been published
with the aim of achieving better energy efficiency in data centers. Met-
rics such as power usage effectiveness (PUE) and carbon usage effectiveness
(CUE) are often used to identify how energy efficient and carbon efficient
one data center is. A PUE value of 1 indicates that all the power is used
for actual operation of the data center i.e. by equipment such as servers,
switches etc. and no energy is used for redundant operations such as cool-
ing and other types of overhead for running the facilities. A CUE value of 0
indicates that no carbon use is associated with the data center operation,
making the data center carbon neutral.

Although data center operators have come a long way with respect of
improving their PUE, there are still a lot of data centers that report values
close to 2, which basicaly indicates that the facility consumes as much
energy as the data center equipment. The biggest improvement can be
seen by companies like Google and Facebook that have reported averaged
twelve-month values for all of their facilities of 1.12 [26] and 1.09 [27],
respectively.
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Furthermore, all bigger data center operators have slowly started to
shift to renewable energy sources such as solar or wind energy trying to
improve their CUE. For example, Facebook has reported that in 2015, 35 %
of the energy used to power their data centers came from renewable sources
and the remaining was from coal, nuclear and natural gas [27]. In addition,
their newly planned data center site [9] is expected to be powered 100 %
by renewable sources and to operate with a PUE of 1.08.

Using renewable energy is one way to mitigate climate change. However
there are also different measures that can be taken such as utilizing energy
efficient equipment or maximizing the resource utilization, so that data
center operators can reduce their overall power consumption. It has been
estimated that the both servers and storage consume individually around
40 % of the total power, while the network portion is around 20 % [28].
Optimizations and further technological development, such as looking into
blu-ray storage [29] aim to reduce the power consumption of the most hun-
gry parts of the data center. However, a study from Microsoft [30] has
shown that at low server utilization, the network share can be increased
even up to 50 %, indicating that the power consumed by the network can
affect significantly the total power consumed. Considering the huge impact
that the network itself can have, it is very important to focus on how the
network power consumption can be reduced.

As mentioned previously, data centers today rely on electrical switching
and optical links. Thus, each optical link has to be terminated electrically
at the switch interface, so that data can be switched in the electrical do-
main. Not only these frequent optical-electrical-optical (OEO) conversions
contribute additionally to the power consumption of the network, but be-
cause of the limited serial rate, switching of high speed data streams, such
as 40 Gbit/s or 100 Gbit/s is performed by switching several demultiplexed
lower speed data streams. This poses a serious challenge for designing
energy efficient data centers, as it implies that with traffic growth, an in-
creased number of switching interfaces would be required, that will consume
more power.

Cost

The overall cost of networking equipment in data centers can be classified
as either capital expenditure (CAPEX) or operational expenditure (OPEX).
Capital expenditure includes the initial cost for buying and installing the
equipment. The operational expenditure is the cost incurred for the ongoing
powering and running the equipment. Thus, cost efficiency can be achieved
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by reducing both the capital and operational costs.
The main components of the capital investment regarding the network

are the switches, optical transceivers and fiber links. Correspondingly, by
reducing the power consumption of the used switches and transceivers, the
operational costs can be minimized. There are different ways to mini-
mize either one of these costs. Typically, data center operators have been
applying some level of oversubscription. For standard tree topologies an
oversubscription ratio higher than 1:2 is rather common and allows for
some resource savings. This is usually achieved by providing lower avail-
able capacity on the ToR upstream facing links compared to the available
ToR downstream facing bandwidth towards the servers. Although, this can
result in improved utilization and ultimately lead to lower cost, in times
of high traffic demand, some connections will be dropped and may expe-
rience longer delays. Thus, oversubscription can easily create bottlenecks
and traffic congestion which impair the network performance.

Another way to minimize the cost is by lowering the direct equipment
cost such as the cost of buying the switches, transceivers and fiber. More-
over, reduced power consumption of the used switches and transceivers
can directly translate to lower operational costs. These reductions however
are technology related and typically only gradual improvements are to be
expected.

2.3 Novel data center architectures

Taking into account some of the aforementioned challenges that data cen-
ters face, several studies have investigated different approaches for novel
data center architectures. These architectures can easily be classified as
architectures based solely on electrical switching, hybrid architectures and
architectures based on optical switching technologies. Since most of the ar-
chitectures deploying some kind of optical switching often do so by replacing
the electrical switches up-facing the ToR, the following considerations will
apply onwards. Hybrid architectures are considered to be all architectures
where both electrical and optical switching are present at aggregate/core
level, while optical architectures are considered to be the ones that deploy
only optical switching at aggregate/core level. Note that a data center
architecture based on optical switching may have an electrical ToR switch
according to this definition. The reason for this is that often these func-
tionalities can be moved down to the server, allowing for the architecture
to be all-optical.
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Figure 2.4: A 4-ary 2-fly butterfly and the corresponding 4-ary 2-flat flat-
tened butterfly network.

Architectures based on electrical switching

There have been several different works on data center architectures based
on EPS. Although most of them are different variations of a tree topology,
such as the already mentioned fat-tree, there have also been several pro-
posals on non-tree based topologies. In general, most frequently referred
works relate to networks such as the flattened butterfly [31], dragonfly [32],
DCell [33], BCube [34], or commercial architectures deployed by Google [35]
and Facebook [36] etc. For the sake of brevity, attention is only focused
on few of these architectures and their main advantages and disadvantages
are briefly described.

The flattened butterfly uses high radix switches in order to reduce the
number of tiers and generate a low-diameter network. In order to intercon-
nect N servers, n dimensions are used with k switches in each dimension.
Fig. 2.4 illustrates a standard butterfly network and a conversion to a 4-ary
2-flat flattened butterfly. The basic principle is that the number of tiers is
flattened in a way that several switches are combined into one. This allows
that the number of hops is reduced and intermediate stages are removed.
As a result, the flattened butterfly scales better than a fat-tree network,
allowing that a higher number of servers can be supported for the same
switch radix. The reduced number of switches also leads to lower network

15



i
i

“Main” — 2017/7/11 — 18:47 — page 16 — #32 i
i

i
i

i
i

Data center networks

TORs

Servers

Space

Wavelength

Time

... ...

To/From
 TORs

From ring

Multidimensional 
switching nodes

Ring architecture with 
multidimensional switching nodes

Fan-out Fan-in

...

...

TDM switch

WDM 
switches

Fiber switch

...

MCF switch
To ring

Network Node 1 Network Node 2 Network Node 3

SDN

Network Node 1 Network Node 2 Network Node 3

Network Node 1 Network Node 2 Network Node 3

TDM 
switch

WDM 
switch

Fiber 
switch

TDM 
switch

WDM 
switch

Fiber 
switch

a)

b)

TORs

Servers

Space

Wavelength

Time

... ...

To/From
 TORs

From ring

Multidimensional 
switching nodes

Ring architecture with 
multidimensional switching nodes

Fan-out Fan-in

...

...

TDM switch

WDM 
switches

Fiber switch

...

MCF switch
To ring

SDN

Fabricated PIC

TOR

TOR

TOR

TOR

TOR

TOR
Space

Wavelength

Time

......

To/From
 TORs

From ring

Multidimensional 
switching nodes

Ring architecture with 
multidimensional switching nodes

Fan-outFan-in

...

...

TDM switch

WDM 
switches

Fibre switch

...

MCF switch
To ring

TOR

TOR

TOR

TOR

TOR

TOR

SDN

Detailed node structure

Space

Wavelength

Time

... ...

To/From
 TORs

From ring

Multidimensional 
switching nodes

Ring architecture with 
multidimensional switching nodes

Fan-out Fan-in

...

...

TDM switch

WDM 
switches

Fiber switch

...

MCF switch
To ring

SDN

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

Detailed node structure

Core
switches

Fat-tree architecture

Agg. 
switches

TORs

Servers

Core
switches

Agg. 
switches

TORs

Servers

Common data center architecture

Butterfly

Flattened Butterfly

G1

Dragonfly

G2 G3 G4 G5

Figure 2.5: A dragonfly network with g = 5, a = 4, p = 2, h = 1.

cost and lower power consumption. However, due to the reduced num-
ber of paths and links between the switches, the flattened butterfly is a
blocking network [37]. This results in a deteriorated performance for high
traffic load, i.e. when all devices are transmitting and receiving at the same
time. Such blocking behaviour can cause an unacceptable switching delay
or packet loss.

The dragonfly network is a hierarchical three-level network that extends
the flattened butterfly by increasing the effective radix of the switches to
further reduce the cost and increase the scalability of the network. As the
network fiber cost is dominated by the longer optical cables, the dragonfly
reduces the number of global links by creating larger virtual switches. This
is done by creating groups of switches and each group acts as a virtual
high radix switch. There are g groups in the network and in each group
there are a switches. A single switch connects to p terminals, a − 1 local
switches within the group and has h global links towards switches in other
groups. Thus, instead of having a switch radix of k = p + h + a − 1,
a single group represents a virtual switch with radix k′ = a × (p + h).
Fig. 2.5 illustrates an example of a dragonfly network where the radix
of the virtual switch (k′ = 12) is double than the radix of the switches
within the group (k = 6). Although, the dragonfly network offers several
improvements in terms of cost and scalability, the fixed connectivity
between groups is only suitable for a rather uniform traffic pattern. In
the case of adversarial traffic or traffic that generates non-uniform load
on the network, bottlenecks can be created [38]. In order to increase
the throughput, non-minimal (indirect) routing [39, 40] can be applied,
but this results in increased number of hops and thus higher latency [41,42].
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Figure 2.6: A level-1 DCell network.

DCell is a server-centric recursive architecture in which not only
switches, but also servers themselves are used to switch traffic. Thus, a
server is connected to a switch and additionally other servers. The basic
building block of a DCell is called DCell0 and it contains n servers and a
switch. DCellk is used to denote the level-k DCell. Fig. 2.6 illustrates an
example of a DCell network with n = 4. A DCell1 is constructed using n+1
basic DCells. Additionally, each DCell0 connects to other DCell0 using a
single link. It can be seen that by increasing the level of the DCell, the
number of servers increases double-exponentially, allowing the topology to
scale very well and to be only limited by the number of ports on both the
servers and the switches. However, DCell has issues with traffic congestion
and latency especially as the network grows [43]. This is due to the fact
that inter-DCell links in large networks are often congested and this results
in packet loss. Moreover, direct routing is not inherent for this topology,
so for high levels, the number of hops can increase dramatically.

Similarly to DCell, the BCube architecture is also a recursive network in
which both servers and switches are used to switch traffic. This topology
is specially designed for modular shipping container based data centers
that can be portable and have a shorter deployment time. BCubek is
defined from BCube0, which represents the basic building block and is
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Figure 2.7: A BCube network.

equivalent to the basic DCell. The main difference lays in the process of
constructing higher level topologies. A BCubek is constructed not only by
using n BCubek-1, but also by using nk n-port switches. For example, a
BCube1 is constructed by using n BCube0 and n additional n-port switches
as shown in Fig. 2.7. Just like DCell, the number of levels is also dependent
on the number of ports on the servers. However, although the number
of servers in BCube grows exponentially with the levels, it grows much
slower than DCell. Considering that this network is envisioned for modular
data centers this may be acceptable, however its application for larger data
center networks may be challenging.

Table 2.1 summarizes some of the main parameters characteristic for
the different networks discussed such as the number of servers, switches
and links supported for specific switch radix. It should be noted that
notations may vary depending on the architecture, so please refer to the

Table 2.1: Summary of the main parameters of architectures based on elec-
trical switching.

Topology 
 Resources 

Fat-tree Flattened butterfly Dragonfly DCell BCube 

Switch radix 𝑘 𝑘′ = 𝑛(𝑘 − 1) + 1 
𝑘 = 𝑝 + ℎ + 𝑎 − 1  

𝑘′ = 𝑎(𝑝 + ℎ) 
𝑛* 𝑛* 

No. of servers, 𝑁 
𝑘3

4
𝑘𝑛 𝑔𝑎𝑝 

≥(𝑛 +
1

2
)

2𝑘

−
1

2

≤(𝑛 + 1)2𝑘
− 1 

𝑛𝑘+1 

No. of switches 
5𝑘2

4

𝑁

𝑘
𝑔𝑎 

𝑁

𝑛
𝑛𝑘(𝑘 + 1) 

No. of links 
3𝑘3

4

𝑁

2𝑘
(𝑘′ − 𝑘) + 𝑁 

𝑔𝑎(ℎ + 𝑎 − 1 + 2𝑝)

2
(
𝑘

2
+ 1)𝑁 𝑛𝑘+1(𝑘 + 1) 

* Only switch radix, but servers also used for switching.

Resource Cost [$] Power consumption [W] Reference 

Eth. switch port 500 8.5 [1], [2], [3] 

SDM switch port 500 0.14 [1], [4] 

WDM switch port 1000 1 [5] 

TDM switch port 1000 1 [6] 

Transceiver, short reach 200 1 [1], [5] 

Transceiver, long reach 400 1 [1], [5] 

Transceiver, tunable DWDM 800 2 [1], [5] 

1m fiber 0,1 0 [1] 

Resource Cost [$] Power consumption [W] Reference 

Eth. switch port 500 8.5 [37], [57], [58] 

SDM switch port 500 0.14 [37], [47] 

WDM switch port 1000 1 [52] 

TDM switch port 1000 1 [56] 

Transceiver, SR 55 1 [52] 

Transceiver, LR 110 1 [52] 

Transceiver, tunable DWDM 1900 2 [52] 

1m fibre 0,1 / [60] 

18



i
i

“Main” — 2017/7/11 — 18:47 — page 19 — #35 i
i

i
i

i
i

2.3 Novel data center architectures

TORs

Servers

Space

Wavelength

Time

... ...

To/From
TORs

From ring

Multidimensional 
switching nodes

Ring architecture with
multidimensional switching nodes

Fan-out Fan-in

...

...

TDM switch

WDM 
switches

Fiber switch

...

MCF switch
To ring

Network Node 1 Network Node 2 Network Node 3

SDN

Network Node 1 Network Node 2 Network Node 3

Network Node 1 Network Node 2 Network Node 3

TDM 
switch

WDM 
switch

Fiber 
switch

TDM 
switch

WDM 
switch

Fiber 
switch

a)

b)

TORs

Servers

Space

Wavelength

Time

... ...

To/From
TORs

From ring

Multidimensional 
switching nodes

Ring architecture with
multidimensional switching nodes

Fan-out Fan-in

...

...

TDM switch

WDM 
switches

Fiber switch

...

MCF switch
To ring

SDN

Fabricated PIC

TOR

TOR

TOR

TOR

TOR

TOR
Space

Wavelength

Time

......

To/From
TORs

From ring

Multidimensional 
switching nodes

Ring architecture with
multidimensional switching nodes

Fan-outFan-in

...

...

TDM switch

WDM 
switches

Fibre switch

...

MCF switch
To ring

TOR

TOR

TOR

TOR

TOR

TOR

SDN

Detailed node structure

Space

Wavelength

Time

... ...

To/From
TORs

From ring

Multidimensional 
switching nodes

Ring architecture with
multidimensional switching nodes

Fan-out Fan-in

...

...

TDM switch

WDM 
switches

Fiber switch

...

MCF switch
To ring

SDN

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

TOR

Detailed node structure

Core
switches

Fat-tree architecture

Agg.
switches

TORs

Servers

Core
switches

Agg.
switches

TORs

Servers

Common data center architecture

Butterfly

Flattened Butterfly

G1

Dragonfly

G2 G3 G4 G5

DCell network

Level 1

Level 0

BCube

Helios architecturec-Through architecture

OCS

OCS

MUX MUX MUX MUX

Dragonfly

G2 G3 G4 G5G1

Dragonfly with OCS

G2 G3 G4 G5

OCS

G1

(b)(a)

Figure 2.8: (a) A c-Through network and (b) a Helios network. (OCS -
optical circuit switch).

text description for the different parameters used. In addition, some of the
architectures like DCell or BCube also use servers for switching, so direct
comparisons based on the switch radix and number of switches should be
avoided, as the total number of switching interfaces in those cases will be
a combination of the switch and server ports used for switching.

Hybrid architectures

The main motivation behind hybrid architectures is the introduction of
optical switching in the data center in a way that it will either complement
or exist in parallel with the already established network based on electrical
packet switching. Among the many solutions, the c-Through [44] and the
Helios [45] architectures are an example of a data center network in which
optical circuit switching is gradually introduced.

The c-Through architecture proposes the use of optical circuit switch-
ing in parallel with the existing network based on electrical switching. As
shown in Fig. 2.8 (a), an optical circuit switch is introduced in such a way
that all the ToR switches are connected to both the electrical switches at
aggregation level and to the optical switch. The goal is that, for high band-
width connection between racks, the optical circuit switch can be used to
offload the electrical packet switched network. This is done by monitoring
the traffic at the host side.

The concept behind Helios is very similar to the c-Through proposal,
with few main differences. First, the links in Helios are based on wave-
length division multiplexing (WDM). A passive wavelength multiplexer at
the ToR side is used to multiplex several wavelength channels as shown in
Fig. 2.8 (b). These WDM signals can be regarded as links with high ca-
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pacity. Another difference is that the Helios network envisions a flatter
2-layer architecture only composed of electrical ToR switches (also regarded
as pod switches) and core switches that can be both electrical and opti-
cal. Similarly, the optical switches are used for high capacity long lived
communication between racks.

The main advantage of both of these schemes is that they are based on
components and technologies that are readily available and commercially
mature. Additionally, they allow for incremental updates of the network.
Introducing optics in the data center can provide increased capacity at a
reduced cost and power consumption. Although these are crucial improve-
ments that pave the way for optics in the data center, both proposals are
based on optical circuit switching, which has a reconfiguration time in the
millisecond range. This means that in order to compensate for the recon-
figuration overhead, the optical switch should be used only for long lived
connections. Thus, no changes and improvements are introduced to the
electrical packet network that handles short lived connections.

Architectures based on optical switching

All-optical switching for data center networks has become quite attractive
in recent years. Proposals such as the data center optical switch (DOS) ar-
chitecture [46], Proteus [47], Petabit [48], a flat DC architecture [49], Light-
ness [50], throughput optimized photonically optimized embedded micro-
processors system (TOPS) [51], hybrid optoelectronic packet router (HORP)-
based torus [52], reconfigurable dragonfly [53], OPSquare [54], etc. are
representatives of this type. Based on their similarities and whether they
deploy only optical circuit switching, only optical packet switching, or com-
bine both, a few of these architectures will be presented in details.

The reconfigurable dragonfly presented in [53] is an example of an all-
optical data center architecture based solely on OCS. The dragonfly is a
network topology in which the number of global links between groups is
fixed. Thus, even when some of the links between groups are not used,
they can not be allocated to groups that have high load. For this reason,
the main goal of this proposal is to introduce optical switching for the pur-
pose of physical rewiring in the data center in order to facilitate asymmetric
link allocation for adversarial traffic patterns. The original dragonfly and
the envisioned network are illustrated in Fig. 2.9 (a). Although, optical
switching can provide significant performance improvements for adversar-
ial traffic patterns compared to a standard dragonfly network, this proposal
has the same drawback as the hybrid architectures. Namely, the reconfig-
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Figure 2.9: (a) A dragonfly network with fixed global links (top) and with
reconfigurable global links (bottom). (b) The DOS architecture. (OCS - op-
tical circuit switch, OLG - optical label generator, TWC - tunable wavelength
converter, AWGR - arrayed waveguide grating router).

uration is only worth it if the data flows are long lived. Similar reasoning
also applies to other all-optical data center architectures based on OCS such
as Proteus [47].

The DOS architecture is an example of an all-optical architecture based
solely on OPS. The main idea behind this proposal is to directly re-
place electrical packet switching with optical packet switching as shown in
Fig. 2.9 (b). This is done by deploying an optical label generator (OLG) at
the transmitter side, so that packet labels carrying the routing information
can be inserted. A combination of tunable wavelength converters (TWCs)
and arrayed waveguide grating router (AWGR) is used to perform the packet
switching. Label extraction is performed at the input of the switch and
based on the processed data, the TWC is configured, allowing for different
routing through the passive AWGR. Congestions are solved by buffering in
the electrical domain.

Similar proposals based on this concept, deploying the same or other
technologies to perform the optical packet switching and solving contentions
are Petabit [48], the flat DC architecture [49], a variation of the HORP-based
torus [52], OPSquare [54], etc. For all of these works, similar consider-
ations apply. Although the idea of replacing electrical packet switching
with optical packet switching can bring advantages in terms of scaling and
power consumption, there is one fundamental issue. Namely, even though
optical buffering technologies have been researched for some time, there
are still no mature and cost effective products. Thus, replacing electrical
packet switching directly with optical packet switching is not straightfor-
ward. Moreover, buffering in the electrical domain as well as label process-
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ing requires OEO conversion. These components together with the OLGs
make the overall system cost relatively high.

At last, several architectures combine the use of OCS and OPS such as
Lightness, [50], a variation of the HORP-based torus [52], etc. Considering
the aforementioned considerations for each technology, although these so-
lutions exploit the benefits of the two approaches, they are still limited by
the unavailability of mature optical buffering techniques.

2.4 Optical switching technologies for data
center networks

Since most of the different architectures already discussed are based on
different optical switching technologies, this section will give an overview
of their main characteristics. Based on this, their role in future data center
networks will be studied.

Optical circuit switching technologies

Optical circuit switching is a mature technology that is deployed in
metro/core and long-haul networks. The principle behing this type of
switching is that first, a connection i.e. a circuit, has to be established and
only then, data can flow between the two endpoints. The time to establish
the connection depends on the reconfiguration time of the switch, which
is often in the millisecond range. The switching can be based on differ-
ent physical effects such as micro-electro-mechanical system (MEMS) based
switching, piezoelectric beam-steering switching, or thermo-optic switching
and commercial solutions of these technologies can easily be found [55–57].
Additionally, monolithically integrated silicon photonic MEMS switches with
high radix have already been demonstrated [58].

Optical circuit switching offers protocol and bit rate independent
operation. Additionally, several wavelength channels can be switched
simultaneously, thus leading to energy efficient operation. This also
means that, as the traffic grows, scaling by increasing the rate or the
number of wavelength channels can be done without affecting the network
infrastructure. Optical circuit switches often have very low insertion loss
(maximum 1-2 dB) and excellent crosstalk performance (<-50 dB). Their
port count can easily be scaled to 384x384 [59] and higher, with switch
size ranging from chip scale to few rack units (RUs).
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Optical wavelength switching technologies

Optical wavelength switching is also a mature and commercially deployed
technology in metro/core and long-haul networks. The goal of this type of
switching is to be able to access the individual channels from a WDM system
where several wavelength channels can be transmitted simultaneously in the
same fiber. The most commonly used switches from this type are liquid
crystal on silicon (LCoS) based wavelength selective switches (WSSs) [60],
which can be dynamically reconfigured.

The reconfiguration time of these types of switches is also in the mil-
lisecond range. Additionally, WSSs with radix as high as 1x93 have already
been demonstrated [61]. WSSs often have insertion loss of few dB, relatively
good crosstalk performance (<-35 dB) and size around one RU.

Fast optical switching technologies

Fast optical switches usually have reconfiguration time of few nanosec-
onds, that allows for good bandwidth utilization, as the channel is not
used for transmitting data only during a small portion of the time. There
are different types of switches with this characteristic, such as electro-
optic lithium niobate (LiNbO3) based switches [62,63], semiconductor opti-
cal amplifier (SOA) based switches [11], lanthanum-modified lead zirconate
titanate (PLZT) switches [64], etc.

They can operate with insertion loss of 0 dB for SOA based switches
and up to 4-5 dB loss for LiNbO3 and PLZT based switches. Their size
can range from few millimetres for on-chip fully integrated solutions to few
centimetres. Increasing their radix is rather challenging as their insertion
loss also scales with the port count, or in the case of SOA based switches
their operation is not noiseless. Moreover, port scaling is often achieved
by adding intermediate stages in the switch matrix, which can affect the
crosstalk performance.

2.5 Summary

In this chapter, we have provided a brief overview of the status in today’s
data centers and looked into their current organization. Based on the traf-
fic distribution within the data center, we have discussed the main issues
that data centers are facing, such as scaling, power consumption, cost, etc.
Novel architectures based on electrical packet switching, hybrid architec-
tures based on both electrical and optical switching, as well as all-optical
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architectures have been presented and analysed with respect to how well
do they satisfy the aforementioned requirements. At last, we have summa-
rized state-of-the-art optical switching technologies, focusing on their main
characteristics. By presenting the current issues and existing proposals and
technologies, we have outlined the motivation for new data center architec-
tures that will pave the way for deployment of optical switching in future
data center networks.
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Chapter 3

The Hi-Ring data center
architecture

3.1 Introduction

This chapter introduces the Hi-Ring data center architecture. In Sec-
tion 3.2, the main concept behind the proposed architecture is discussed,
along with the motivation for deployment of optical switching technologies
in data center networks in general. A detailed overview is given on the
structure of the multidimensional switching nodes, describing thoroughly
each switching layer. In addition, the main benefits of the Hi-Ring architec-
ture as well as the overall network implications are discussed. In Section 3.3,
the experimental setup for a lab prototype of a scaled-down version of the
architecture is presented, outlining the different network scenarios inves-
tigated. Furthermore, the results of the experimental demonstration are
presented and the system performance is analysed. Successful communica-
tion between three nodes in two different network scenarios is achieved with
relatively low penalty, confirming the feasibility of the architecture. In ad-
dition, aggregated 7 Tbit/s throughput is achieved using a single multicore
fiber, reaffirming the ability to provide support for tremendous capacity. At
last, Section 3.4 summarizes the proposed data center network, the concept
of multidimensional switching and the advantages of the Hi-Ring architec-
ture. The experimental demonstration and results are outlined and based
on the system performance, future work and improvements are discussed.
The chapter is based on work published in [J4], [C10].
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Figure 3.1: The Hi-Ring data center architecture. (ToR - top of rack switch,
SDN - software defined networking, MCF - multicore fiber, WDM - wavelength
division multiplexing, TDM - time division multiplexing.)

3.2 The Hi-Ring data center architecture

The proposed architecture is illustrated in Fig. 3.1. Servers are placed in
racks and connected to ToR switches. Each ToR switch is connected to a
multidimensional switching node. These nodes are composed of all-optical
switches that can switch connections with different granularities, i.e. within
the space, wavelength and time domains. Assuming that the add/drop ratio
is asymmetric with respect to the pass-through traffic, a ring topology for
interconnection of the nodes is envisioned.

The main motivation of the architecture is to deploy optical switching
in data centers, as optical switches are known for providing high bandwidth
at a relatively low power consumption and low latency. However, having
previously discussed the different approaches to this matter, it is clear that
any architecture deploying optical switching has to provide support for the
different connectivity requests within the data center. Connections have
commonly been classified as either ‘elephant’ flows i.e. large and long-
lasting flows demanding greater bandwidth and ‘mice’ flows, namely the
smaller, more dynamic flows requiring high connectivity. Thus, although
optical circuit switching is suitable for ‘elephant’ flows, a viable alternative
has to be found for serving ‘mice’ flows and replacing EPS.
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In order to provide support for connections with different granularity,
the proposed architecture introduces the use of full wavelengths and time
slots (as a subwavelength entity), serving ‘elephant’ and ‘mice’ flows, re-
spectively. Instead of trying to replace electrical packet switching directly
with optical packet switching, the use of optical TDM switching is pro-
posed. The concept behind TDM is that a single wavelength can be shared
in time among few bursty connections that require bandwidth lower than a
full wavelength. However, unlike packet switching, connections are circuit-
oriented, meaning that resources have to be allocated in advance. By doing
this, the need for optical buffering within the network is eliminated com-
pletely and buffering is pushed towards the network edge. For a detailed
description of the envisioned scheme, refer to Chapter 4.

In addition, in order to support future growth and provide cabling con-
solidation, space division multiplexing (SDM) using multicore fibers (MCFs)
is envisioned. Utilizing several different multiplexing technologies allows
for flexibility in terms of the direction of scaling, i.e. by increasing the bit
rate per channel, by adding more wavelengths, cores per fiber, multicore
fibers etc. Furthermore, in order to provide optimal resource allocation
and efficient bandwidth utilization, the deployment of a centralized SDN
controller is crucial.

3.2.1 Miltidimensional node structure

The main building block of the Hi-Ring architecture is the multidimensional
switching node. Three different multiplexing technologies are used as part
of the architecture and thus reflect the switching levels in the node struc-
ture, i.e. space, wavelength and time-based switching. The node layout is
depicted in Fig. 3.1. It can be seen that the three dimensions are hierarchi-
cally laid out, allowing that only connections that require switching with
finer granularity proceed higher along the stack. Thus, bypass at lower
levels results in both low switching penalty and low latency connectivity.

Switching in the space dimension is performed using two different types
of switches, the multicore fiber switch and the fiber switch. The multicore
fiber switch allows for switching of full multicore fibers, meaning that all
cores are switched from the same input port to the same output port. A
switch with this functionality has recently been demonstrated for the first
time in [65]. As nodes are interconnected with multicore fibers, this switch
allows that traffic from a specific multicore fiber can either be accessed
or directed towards a specific destination node. This means that most of
the ports on this switch are used for multicore fibers connecting the node
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with its neighbouring nodes and a smaller portion of the input/output
ports is dedicated for traffic originating or destined for the higher level
switch within the node, i.e. the fiber switch. The spatial (de)multiplexing
needed between the two levels is performed using designated fan-in and
fan-out devices. Bypass of traffic at this level, results in negligible latency
for the connections served through those physical resources. Moreover,
the simultaneous switching of highly aggregated traffic leads to very low
switching energy per bit, and in turn, low operational costs.

The fiber switch is a standard optical circuit switch that operates at a
single fiber core granularity. By switching individual cores, a single core
can be added or dropped at each node or rerouted to a different multicore
fiber. Moreover, it is possible to use the two space switches in combination
to change the core arrangement and perform bypass at a fiber core granu-
larity, thereby providing additional flexibility in the network. By adding or
dropping cores and performing switching at higher levels, the fiber switch
allows for traffic to be repacked and rearranged and then added back to
the ring. Most of the inputs/outputs of this switch are connected to the
multicore fiber switch, with only a smaller portion of fiber cores connected
to the higher level switches, i.e. the WDM switches.

The WDM switch is a reconfigurable wavelength selective switch. Using
this switch, dynamic wavelength multiplexing and demultiplexing can be
performed i.e. wavelengths can be added or dropped from fiber cores. This
is important for two reasons. First, because full wavelengths are used for
establishing long-lived connections that usually require a certain amount of
bandwidth over longer period of time. The second reason is for accessing
individual wavelengths that are used for establishing slotted connections,
before proceeding with subwavelength switching. At each node in the Hi-
Ring architecture, several 1xN WDM switches are deployed, enabling 1:N
demultiplexing for dropped cores or N :1 multiplexing for cores on the add
side. Thus, on both the add and drop side, a single fiber core is connected
to a single WDM switch. The fibers carrying the individual wavelengths are
connected either to the WDM ToR front-end ports allocated for long-lived
connections, or to the ports of the higher level TDM switches. Additionally,
it is possible to have bypass ports, i.e. directly connected ports between
the demultiplexer and multiplexer, providing bypass at WDM level.

The TDM switch allows for optical subwavelength switching in the time
dimension. As previously discussed, the main motivation behind TDM is to
provide support for bursty connections by sharing a single wavelength and
thus utilize the available bandwidth efficiently. The switching at this level
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is achieved by using fast optical switches that switch in the nanosecond
range, making the whole sharing concept, bandwidth efficient. The ports
of the TDM switches are connected either to the WDM switches or to the
ToR ports allocated for subwavelength connections. It is important to note
that, ideally, the transmitter at the ToR is a wavelength tunable transmitter
or as an alternative, a cheaper fixed wavelength transmitter can be used. In
any case, a burst mode receiver (BMR) is required for reception of data in
burst mode. Moreover, in order for transmission and switching to happen
at the right time instance, a synchronization mechanism is required.

Node modelling and trade-offs

In order to choose a node structure with a given number of switches at each
level, a specific case of a data center with N servers is considered. The
goal is to demonstrate that the architecture is feasible in terms of practical
deployment and equipment organization. Moreover, the trade-offs of having
a lot of smaller multidimensional nodes vs. having a few bigger nodes are
studied. The optimum node configuration is chosen by considering real
implementation constraints, such as the signal integrity or the length of a
row with server racks that connect to a single multidimensional node.

The following assumptions are made. A data center with 100 000 servers
is considered as a reference case, although the same considerations will
apply for any arbitrary number of servers. 24 servers are connected to a
single ToR switch and there are 2 ToRs per server rack. The ratio of WDM
and TDM ports is set to 50 %, meaning that half of the ToR ports are used for
full wavelength connections, while half are shared in a time slotted manner.
For this analysis, the port ratio is kept constant, however it is important to
note that further optimization can be achieved by varying this parameter
to better match the real traffic demand. 8x8 TDM switches, 1x16 WSSs,
384x384 fiber switches and 8x8 MCF switches are available for building the
node. Eight ports of the WSSs are connected to the TDM switches and the
remaining 8 ports are connected to the ToR switches.

The node is modelled based on the number of dropped fiber cores. An
equivalent add and drop capacity is considered and either one of them can
be used as a reference to indicate the number of ToRs or servers connected
to the node. Thus, the number of dropped cores at each nodes dictates the
different node configuration with different number of switches required at
each level. Considering that more MCFs could be added between the nodes
for increased flexibility without affecting the dimensioning of the node, only
the minimum number of MCF switches at each node will be stated.
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Table 3.1: Main parameters for modelling the Hi-Ring network in terms
of the number of multidimensional nodes required and the structure of each
node.

Topology
Resources 

Fat-tree Flattened butterfly Dragonfly DCell BCube 

Switch radix 𝑘 𝑘′ = 𝑛(𝑘 − 1) + 1 
𝑘 = 𝑝 + ℎ + 𝑎 − 1  

𝑘′ = 𝑎(𝑝 + ℎ) 
𝑛* 𝑛* 

No. of servers, 𝑁 
𝑘3

4
𝑘𝑛 𝑔𝑎𝑝 

≥(𝑛 +
1

2
)

2𝑘

−
1

2

≤(𝑛 + 1)2𝑘
− 1 

𝑛𝑘+1

No. of switches 
5𝑘2

4

𝑁

𝑘
𝑔𝑎 

𝑁

𝑛
𝑛𝑘(𝑘 + 1) 

No. of links 
3𝑘3

4

𝑁

2𝑘
(𝑘′ − 𝑘) + 𝑁 

𝑔𝑎(ℎ + 𝑎 − 1 + 2𝑝)

2
(
𝑘

2
+ 1)𝑁 𝑛𝑘+1(𝑘 + 1) 

* Only switch radix, but servers also used for switching.

Resource Cost [$] Power consumption [W] Reference 

Eth. switch port 500 8.5 [37], [57], [58] 

OCS port 500 0.14 [37], [47]

WDM switch port 900 1 [52]

TDM switch port 900 1 [56] 

Transceiver, SR 65 1 [52]

Transceiver, LR 130 1 [52]

Transceiver, tunable DWDM 800 2 [37] 

1m fibre (SMF, MMF) 0,2 / [60] 

1m fibre (MCF) 1 / Undisclosed

Dropped 
cores per 
node 

Min. 
MCF 

switches 
per node

Fiber 
switches 
per node 

WDM 
switches 
per node 

TDM 
switches 
per node 

Number 
of nodes 

Servers 
per node 

ToR 
switches 
per node 

Length 
of rack 

row [m] 

20 1 1 40 40 312.5 320 13.3 5.9

50 2 1 100 100 125 800 33.3 14.7

100 4 1 200 200 62.5 1600 66.7 29.3

170 7 1 340 340 36.8 2720 113.3 49.9

340 13 2 680 680 18.4 5440 226.7 99.7

480 18 3 960 960 13 7680 320 140.8

620 23 4 1240 1240 10.1 9920 413.3 181.9

690 25 4 1380 1380 9.1 11040 460 202.4

760 28 4 1520 1520 8.2 12160 506.7 222.9

830 30 5 1660 1660 7.5 13280 553.3 243.5

The parameters used for the different dimensioning cases are shown in
Table 3.1. The number of nodes and the number of switches per node for
each case are illustrated in Fig. 3.2. From Table 3.1, it can be seen that
when varying the number of dropped cores, different node configurations
with different amount of switches at each level are possible. Moreover, for
the given node structure, different number of servers and ToRs will be served
from a single node. Assuming 2 ToRs per rack and a rack width of around
0.4 m, for each case the length of the rack row will be different. As shown
in Fig. 3.2, the lower the total number of nodes, the bigger the nodes will
be, i.e. the number of switches at each level per node will be higher.

On one side, having a lot of small nodes with a relatively low number
of ToR switches per node is not desirable, mainly because of maintaining
a good signal integrity. In order to limit this to an acceptable value, the
preferred number of nodes is set below 20. On the other side, assuming
that a node is assigned to a single row of racks, then the number of racks
per node will be limited by the calculated row length shown in Table 3.1. If
we consider a row length of around 200 m to be the maximum acceptable,
the minimum amount of nodes to support the given number of servers is
around 9. Having a range of acceptable node configurations, demonstrates
that the architecture is feasible in terms of practical deployment and the
best node configuration can be chosen based on the specific network served.
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Figure 3.2: Resource dimensioning of a multidimensional node indicating
the number of nodes and the number of switches per node for different node
structures.

3.2.2 Network impact evaluation

As previously mentioned, the Hi-Ring architecture has several benefits.
First, the hierarchical design as well as the use of SDM technologies allows
for traffic aggregation which results in a relatively simplified physical topol-
ogy. This means that a high number of servers can be supported with a
reasonably low number of nodes and physical links, which directly trans-
lates to simplified cable management, easier maintenance and improved
airflow.

Another important feature is the ability to perform bypass at different
levels. Since the switching is performed optically and connections are pre-
established, bypassing a node enables low latency communication, as the
only delay experienced will be the physical propagation delay through the
switch. Considering that many data flows are switched at the same time,
the switching is performed with relatively low switching energy per bit.
Moreover, intermediate nodes are not required to process all the incoming
traffic at each level, but only at the lowest level needed. In this way,
significant offloading is obtained and no additional components are required
for processing at higher levels.

Unlike Ethernet switching, the proposed multidimensional nodes are
fully bit rate independent and can easily upgrade to a higher serial rate
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without the need to replace equipment. Thus, the same switch port count
can be retained without having to resort to parallel solutions to support
higher rate. This is important not only in terms of the capital invest-
ments savings, but also because the operational costs of the network can
remain the same i.e. the same infrastructure can be used to provide higher
throughput.

The knowledge of the traffic pattern in the data center can effectively
be exploited in order to optimize the resource allocation through the SDN
controller. Thus, application specific traffic patterns, long-term traffic pat-
terns like ‘peak of day’ traffic demands, ‘night and day’ traffic pattern,
seasonal patterns etc., can be taken into account. In addition, flexibility
and adaptability can easily be achieved by dynamically reconfiguring the
switches at each level.

There are two different approaches with respect to the actual physical
structure of the node and the level of integration. One approach is to keep
a modular node design where the different switching levels exist as different
components that are interconnected with each other. The advantage of this
approach is that it can provide simplified upgrades and component repairs
as well as elastic migration towards new technologies. However, although
individual switches at each level may provide greater flexibility when scal-
ing, there are also arguments for integrating all or some of the components
on a single platform such as silicon (Si). Integration is important in terms
of achieving low footprint and low power consumption as well as addressing
relevant commercial issues such as fabrication and packaging, cost, cooling
approach etc. Moreover, as in most data center network proposals based
on optical switching technologies, optical amplification is required to com-
pensate for the insertion loss. Thus, integration can facilitate combining
the switching devices and on-chip optical amplifiers.

Considering the definition of hybrid and all-optical architectures in
Chapter 2, the Hi-Ring architecture can be classified as an all-optical archi-
tecture. Although in the current proposal the ToR switches are access point
for the multidimensional switching nodes, in future, this functionality can
easily be pushed down to the server level.

Having mentioned some of the main benefits offered by the Hi-Ring ar-
chitecture, it is also important to reflect on areas that require future work.
The overall network performance is one important issue to be addressed.
This includes preserving the signal integrity, by carefully designing the
network, limiting the maximum penalty experienced by connections, tech-
nological improvements with respect to insertion loss and crosstalk of the
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Table 3.2: Overview of the cost and power consumption of the main network
components used for the analysis. The specified values are an estimate from
commercially available data and existing research studies available in [45,55,
60,64,66–69].

Topology
Resources 

Fat-tree Flattened butterfly Dragonfly DCell BCube 

Switch radix 𝑘 𝑘′ = 𝑛(𝑘 − 1) + 1 
𝑘 = 𝑝 + ℎ + 𝑎 − 1  

𝑘′ = 𝑎(𝑝 + ℎ) 
𝑛* 𝑛* 

No. of servers, 𝑁 
𝑘3

4
𝑘𝑛 𝑔𝑎𝑝 

≥(𝑛 +
1

2
)

2𝑘

−
1

2

≤(𝑛 + 1)2𝑘
− 1 

𝑛𝑘+1

No. of switches 
5𝑘2

4

𝑁

𝑘
𝑔𝑎 

𝑁

𝑛
𝑛𝑘(𝑘 + 1) 

No. of links 
3𝑘3

4

𝑁

2𝑘
(𝑘′ − 𝑘) + 𝑁 

𝑔𝑎(ℎ + 𝑎 − 1 + 2𝑝)

2
(
𝑘

2
+ 1)𝑁 𝑛𝑘+1(𝑘 + 1) 

* Only switch radix, but servers also used for switching.

Resource Cost [$] Power consumption [W] Reference 

Ethernet switch port 500 8.5 [45], [66], [67]

OCS port 500 0.14 [45], [55]

WDM switch port 900 1 [60]

TDM switch port 900 1 [64]

Transceiver, SR 65 1 [60], [68]

Transceiver, LR 130 1 [60], [68]

Transceiver, DWDM 350 1.5 [60], [68]

1m fiber (SMF, MMF) 0.2 / [69]

1m fiber (MCF) 1 / 

Dropped
cores per 
node

Min. 
MCF 

switches
per node

Fibre 
switches
per node 

WDM 
switches
per node 

TDM 
switches
per node 

Number 
of nodes 

Servers 
per node 

ToR 
switches
per node 

Length
of rack 

row [m] 

20 1 1 40 40 312,5 320 13,3 5,9 

50 2 1 100 100 125 800 33,3 14,7 

100 4 1 200 200 62,5 1600 66,7 29,3 

170 7 1 340 340 36,8 2720 113,3 49,9 

340 13 2 680 680 18,4 5440 226,7 99,7 

480 18 3 960 960 13 7680 320 140,8 

620 23 4 1240 1240 10,1 9920 413,3 181,9 

690 25 4 1380 1380 9,1 11040 460 202,4 

760 28 4 1520 1520 8,2 12160 506,7 222,9 

830 30 5 1660 1660 7,5 13280 553,3 243,5 

/ 

used switching devices, and of course, including optical amplification, if
needed. Another important aspect is the control plane and the process of
establishing connections. Unlike electrical packet switching, the nature of
the connections is circuit-oriented, thus it is crucial to establish connections
fast and to provide low latency communication.

Cost and power consumption analysis

As already discussed, the Hi-Ring architecture holds the promise to provide
benefits in terms of cost and power consumption of the network. In order
to evaluate these improvements, an inventory comparison has been made
between a standard fat-tree network and a Hi-Ring network. The used
values for the cost and power consumption of the different devices and
resources in general are listed in Table 3.2. Note that the displayed values
are estimates derived from commercially available product data sheets and
existing research work.

Fat-tree

The following assumptions have been made regarding the fat-tree ar-
chitecture. The number of servers supported is denoted as N . 2 ×N short
reach transceivers are used for connecting the servers to the ToR switches,
2 ×N short reach transceivers are used for connecting the ToR switches to
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the aggregation switches and 2×N long reach transceivers are used for con-
necting the aggregation switches to the core switches. The total transceiver
cost, CT X/RX is defined as the sum of the cost of all transceivers or

CT X/RX = 4 ×N × CSR + 2 ×N × CLR (3.1)

with CSR and CLR indicating the cost of a short reach transceiver and the
cost of a long reach transceiver, respectively. In connection with the short
reach transceivers, multimode fibers (MMFs) are used, and single mode
fibers (SMFs) are used with the long reach transceivers. The average length
of the links is assumed to be 2 m for server to ToR, 50 m for ToR to aggre-
gation switches and 500 m for the links between the aggregation and core
switches. For simplicity, the same link length will be used for data centers
with different number of servers. The overall link cost, Cfiber is calculated
as the sum of the total cost for both MMF and SMF i.e.

Cfiber = 2×N×2×CMMF +2×N×50×CMMF +2×N×500×CSMF (3.2)

where CMMF is the cost of MMF, and CSMF is the cost of SMF. The
Ethernet switches are assumed to operate at 10 Gbit/s and the total cost of
the Ethernet switches, Csw is calculated as the product of the total number
of switch ports and the cost per port, CET H . The number of Ethernet
switch ports in a fat-tree is 5 ×N , thus

Csw = 5 ×N × CET H (3.3)

The total cost of the fat-tree infrastructure can be expressed as the
sum of the cost of transceivers, fiber and switches.

Hi-Ring

The following assumptions have been made regarding the Hi-Ring archi-
tecture. Similarly as for the fat-tree, the total cost of the Hi-Ring network
can be divided into cost of transceivers, fiber and switches. Note that some
of the components used in the Hi-Ring network are not even technologies
that are mature and commercially available, but are rather in the research
phase, so some of them will be omitted from the analysis. The number
of servers supported is denoted as N . 2 × N short reach transceivers are
used for connecting the servers to the ToR switches and N dense wavelength
division multiplexing (DWDM) transceivers are used for transmitting data
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from the ToR switches towards the multidimensional switching nodes. The
total transceiver cost, CT X/RX is defined as

CT X/RX = 2 ×N × CSR +N × CDW DM (3.4)

with CSR and CDW DM indicating the cost of a short reach transceiver
and a DWDM transceiver, respectively. In connection with the short reach
transceivers, MMF is used, SMF is used between the ToR switches and the
nodes, and MCF is used between the nodes. Although some SMF will be
used for connecting the switches within the node, at this point that cost is
negligible with respect to the remaining fiber cost and will be disregarded.
Moreover, another reason for dismissing this cost is the fact that no fiber
will be used if the node is fully integrated. The length of the links is
assumed to be 2 m for server to ToR, 50 m for ToR to a multidimensional
switching node and 500 m for the links between the nodes. The total
number of MCFs, x, depends on the number of nodes in each case. Similar
as for the fat-tree, the same link length will be preserved for data centers
with different number of servers. The overall link cost, Cfiber is calculated
as the sum of the total cost of MMF, CMMF , the cost of SMF, CSMF , and
the cost of MCF, CMCF i.e.

Cfiber = 2 ×N × 2 ×CMMF + 2 ×N × 50 ×CSMF +x× 500 ×CMCF (3.5)

For comparison purposes, the multidimensional nodes are assumed to op-
erate at 10 Gbit/s and the total cost of a single node is calculated as the
sum of the cost of the individual switches at the different layers. The cost
of the switches at each level is calculated as the cost per port at the corre-
sponding level, i.e. CSDM , CW DM and CT DM multiplied with the number
of ports at each level or NSDM , NW DM and NT DM . Considering that the
MCF switch [65] is not commercially available, an assumption will be made
that its price will be equivalent to that of a fiber switch. Hence, the cost
of SDM ports will include ports for both types of switches, the fiber switch
and the MCF switch. The same price and power consumption will be used
for both types. Thus, the total cost for switches in the Hi-Ring network
can be defined as the cost of the switches comprising the multidimensional
nodes and the cost of the ToRs, defined as the product of all ToR ports, and
the cost per ToR port, CET H

Csw = NSDM ×CSDM +NW DM ×CW DM +NT DM ×CT DM +2×N×CET H

(3.6)
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Furthermore, it is important to note that supplementary components
such as optical amplifiers or spatial (de)multiplexers may additionally
contribute to the overall cost analysis of the Hi-Ring network. However,
these components will be omitted from the current analysis, mainly
because it is expected that those components will be integrated with other
parts of the node such as the switches, and therefore will not contribute
significantly to the overall cost. Additionally, the exact number of required
devices can not be known in advance without detailed network planing and
power budget estimation. At last, as it will be discussed in the following
subsections, the cost of these extra components can be compensated by
other means.

CAPEX comparison

Fig. 3.3 illustrates the CAPEX comparison for a fat-tree and a Hi-Ring
network. It can be seen that the total cost of both networks is very similar.
For a data center with 500 000 servers, the Hi-Ring network has a total
cost that is higher than the fat-tree network for around 3 million USD.

The distribution of cost over the different components, i.e. switches,
links and transceivers for both the fat-tree and the Hi-Ring network are
shown in Fig. 3.4 (a) and Fig. 3.4 (b), respectively. In the Hi-Ring network,
the cost of fiber and transceivers is lower compared to the fat-tree network.
Although the price per unit of some of the transceivers and fibers used in
the Hi-Ring network is higher than the ones used in the fat-tree network,
the overall lower cost is mainly due to the fewer transceivers used and the
reduced number of links.

The main cost contributor in both networks are the switches. The cost
of switches in the Hi-Ring is higher compared to the cost of switches in
the fat-tree network. This is mainly due to the fact that several different
switching technologies are used in addition to the electrical ToRs. However,
this capital investment can easily be justified, if it can be compensated
with the annual or few year OPEX savings and a fast return of investment
can be achieved.

OPEX comparison

In order to confirm that the Hi-Ring network has lower power con-
sumption due to the transparent switching in the optical domain, the two
architectures are compared based on the power consumption and annual
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Figure 3.3: CAPEX comparison of a fat-tree and a Hi-Ring network.
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Figure 3.4: Total CAPEX distribution of (a) a fat-tree network and (b) a
Hi-Ring network.

OPEX cost. The power consumption of both networks, P is calculated as
the sum of the power consumed by switches, Psw and transceivers, PT X/RX

i.e.
P = Psw + PT X/RX (3.7)

The annual OPEX cost is calculated as the cost of annual power con-
sumption considering a price of 0.12 USD per kWh [70]. Fig. 3.5 (a) il-
lustrates the total power consumption and Fig. 3.5 (b) shows the corre-
sponding annual OPEX cost for both architectures. It can be seen that the
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Figure 3.5: (a) Power consumption comparison of a fat-tree and a Hi-Ring
network and (b) an annual OPEX comparison of a fat-tree and a Hi-Ring
network.
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Figure 3.6: Total OPEX savings of deploying the Hi-Ring instead of the
fat-tree network for 1, 5 and 10 years.

Hi-Ring consumes less power than the fat-tree which directly translates to
lower annual OPEX cost.

Moreover, in order to see what is the time for return of investment,
the annual OPEX savings have been used to estimate the OPEX savings
for 1, 5 and 10 years. From Fig. 3.6, it is clear that, over a period of
one year, the initial CAPEX cost difference can be compensated fully, and a
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 Communication between 3 network nodes using two 2-km 7-core MCFs

 Both WDM and TDM connections established between the nodes

 Transmission of 3 data channels/core and 25 data channels/core for 1Tbit/s/core throughput
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Figure 3.7: Experimental setup for the network prototype consisting of three
nodes. (WDM - wavelength division multiplexing, TDM - time division multi-
plexing, TX - transmitter, RX - receiver, CW - continuous wave, MZM - Mach-
Zehnder modulator, FPGA - field programmable gate array, MCF - multicore
fiber).

significant amount of savings can be achieved over a period of 5 or 10 years.
Considering this, it becomes clear that, even with the cost of additional
components omitted in this analysis, the Hi-Ring architecture is a promising
solution for an overall cost reduction in future data centers.

3.3 Experimental demonstration
Besides modelling and cost/power consumption analysis, it is also impor-
tant to investigate the performance of the network experimentally. The
experimental demonstration is significant in terms of identifying the parts
that need future improvement and will make the architecture a viable al-
ternative to existing solutions.

3.3.1 Experimental setup and scenarios

In order to assess the performance of the network experimentally, a small
network prototype consisting of three nodes is built. The experimental
setup is shown in Fig. 3.7. The nodes are interconnected with a single
2-km 7-core fiber on each of the two links. For the purpose of spatial
multiplexing/demultiplexing of the traffic in the two MCFs, free space cou-
pling devices and spliced fan-in/fan-out devices are used. Two types of
connections are established, full wavelength connections and time slotted
connections. The used wavelength channels are placed on a 100-GHz grid
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Figure 3.8: Investigated network scenarios. The ‘full bypass’ network sce-
nario (top) and the ‘add/drop/bypass’ network scenario (bottom). (WDM -
wavelength division multiplexing, TDM - time division multiplexing).

in the C-band and in both cases, 40 Gbit/s on off keying (OOK) modulated
data is transmitted.

Initially, the system performance is evaluated when three data channels
are used, two for full wavelength connections and a single shared wavelength
for slotted operation. Subsequently, the number of channels is scaled to
25 (24 full wavelength connections and one wavelength channel used for
establishing two TDM connections). The latter one, demonstrates that the
network operation can easily be scaled to 1 Tbit/s/core capacity or 7 Tbit/s
throughput using a single MCF.

At the first network node (NN), traffic is generated, aggregated and
sent out through the MCF towards NN2. The connections include two full
wavelengths and one wavelength shared among two TDM transmitters in an
alternating fashion, i.e. every second slot is allocated to the same transmit-
ter. The used time slot width is 200 ns, out of which 190 ns are dedicated for
transmission of useful data and 10 ns are used as a switching gap, which
allows for switch reconfiguration between bursts of data that need to be
directed towards different output ports.

The data bursts are generated using a field programmable gate array
(FPGA), which coordinates the medium access of the two TDM transmit-
ters. For the purpose of synchronous operation of the TDM transmitters
and switches, a 5 MHz trigger is modulated on a separate wavelength and
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Figure 3.9: BER performance of the full wavelength connections in (a) the
‘full bypass’ network scenario and in (b) the ‘add/drop/bypass’ network sce-
nario.

propagated along the network. Synchronization is enabled by detecting the
trigger after propagation at each node and using it to determine the slot
status. Considering that the trigger propagates along the same fiber that
is used for data transmission, it is received with a delay that corresponds
exactly to the propagation delay between the first node and any other node.
This allows that the nodes can be aligned to the correct slot edge. More-
over, based on the recovered trigger and a counting process implemented on
the FPGA, each node can keep track of the slot status, as time elapses. The
delayed trigger indicates that the nodes will have a different slot status at
a given moment in time, meaning that each slot can be uniquely identified
by network elements such as path computation elements (PCEs) or an SDN
controller.

NN2 and NN3 are composed of switches operating in three switching
dimensions that are dynamically configured to demonstrate fully reconfig-
urable multidimensional switching. Because the nodes are connected with
a single multicore fiber on each link, no MCF switch is used. A 48x48
beam-steering Polatis switch is used as a fiber switch at both NN2 and NN3,
logically segmented into two 24x24 sections. A wavelength selective switch
and a LiNbO3 based 2x2 electro-optic switch is used at WDM and TDM level,
respectively.

Two switching scenarios are considered as shown in Fig. 3.8. The first
scenario is referred to as the ‘full bypass’ scenario, and it aims at inves-
tigating bypass of connections at a fiber core granularity using the space
switch. Thus, all connections from NN1 are destined to NN3 and are by-

41



i
i

“Main” — 2017/7/11 — 18:47 — page 42 — #58 i
i

i
i

i
i

The Hi-Ring data center architecture

- 3 8 - 3 6 - 3 4 - 3 2 - 3 0 - 2 8 - 2 6 - 2 4 - 2 2 - 2 01 1
1 0

9
8
7
6
5

4

3 B u r s t 1 , B 2 B
B u r s t 2 , B 2 B
B u r s t 1 , f u l l b y p a s s
B u r s t 2 , f u l l b y p a s s

-lo
g(B

ER
)

P o w e r ( d B m )

(a)

- 3 8 - 3 6 - 3 4 - 3 2 - 3 0 - 2 8 - 2 6 - 2 4 - 2 2 - 2 0 - 1 8 - 1 6 - 1 41 1
1 0

9
8
7
6
5

4

3 B u r s t 1 , B 2 B
B u r s t 2 , B 2 B
B u r s t 3 , B 2 B
B u r s t 1 , N N 1 - N N 3
B u r s t 2 , N N 1 - N N 2
B u r s t 3 , N N 2 - N N 3

-lo
g(B

ER
)

P o w e r ( d B m )

(b)

Figure 3.10: BER performance of the individual TDM connections in (a)
the ‘full bypass’ network scenario and in (b) the ‘add/drop/bypass’ network
scenario.

passed at the lowest level at NN2. The second switching scenario i.e. the
‘add/drop/bypass’ scenario, aims at investigating the performance when
traffic is repacked at intermediate nodes. Hence, the traffic generated and
sent out from NN1 is partially dropped at NN2 (i.e. one full wavelength and
one slotted connection) and the remaining is bypassed at higher levels and
combined with traffic generated at NN2. The burst added at NN2 is gen-
erated based on the propagated trigger, thus the TDM synchronization is
retained. At last, both the traffic originating from NN1 and NN2 is received
at NN3.

3.3.2 System performance

First, the performance of the system with three data channels is evaluated.
The bit error rate (BER) results for the full wavelength connections in both
switching scenarios i.e. the ‘full bypass’ and ‘add/drop/bypass’ scenario are
shown in Fig. 3.9 (a) and Fig. 3.9 (b), respectively. For both cases, error-
free performance (BER<10-9) is achieved for all the connections. Moreover,
the results confirm the preference of bypassing at lower levels in interme-
diate nodes, which results in lower penalty. However, as indicated by the
performance of the first WDM channel, the penalty of bypassing at WDM in-
stead of SDM level in intermediate nodes is relatively low, only 1 dB, which
means that a connection could still use such a path in the lack of resources.
By observing the performance of the second WDM channel, it can be seen
that transmission over two spans of MCF results with additional penalty
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Figure 3.11: Time domain traces of the generated, switched and received
bursts at each node. (NN - network node)

compared to a single span and this is mainly due to the impaired optical
signal-to-noise ratio (OSNR) and degradation as a result of the crosstalk
experienced from the spatial (de)multiplexers.

The BER results of the TDM connections in the ‘full bypass’ and
‘add/drop/bypass’ scenario are shown in Fig. 3.10 (a) and Fig. 3.10 (b),
respectively. Similar to the WDM connections, all TDM connections have
error-free performance (BER<10-9). Again, bypass at lower levels in inter-
mediate nodes is preferable, especially because of the limited suppression
ratio of the used TDM switches that results in additional penalty due to
crosstalk. However, this penalty can easily be minimized by using an al-
gorithm for proper path allocation that takes this into account and limits
the number of TDM switches in intermediate nodes along the path. The
time domain traces of the bursts generated at NN1 and NN2 and dropped
at either NN2 or NN3 in both scenarios are shown in Fig. 3.11.

Next, the system capacity is increased to 1 Tbit/s/core. Fig. 3.12 illus-
trates the spectra of all channels in all cores at the input of NN3, observed
through a 20-dB coupler. Only the ‘full bypass’ scenario is considered in
this case. The measured receiver sensitivities (at BER=10-9) of all 25 chan-
nels in a single core are shown in Fig. 3.13 (a). Moreover, in order to
confirm that similar performance is achieved for all channels in the remain-
ing cores, the receiver sensitivity of a representative channel is measured in
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Figure 3.13: (a) Measured receiver sensitivity of all channels in one core
(core 1) (top) and of a single representative channel (ch. 13) in all cores
(bottom) and (b) Measured relative loss (top) and relative crosstalk (bottom)
of the different fiber core pairs.

all the cores as shown in Fig. 3.13 (a). It can be seen that in one core the
different channels have receiver sensitivity within 4.9 dB difference, while
the receiver sensitivity of the single channel in the different cores is within
2.1 dB difference.

It is important to emphasize that due to the random choice of core
pairs in the two different multicore fibers the total loss and crosstalk per
fiber core pair were not optimized. Fig. 3.13 (b) shows the measured
relative loss and crosstalk of each fiber core pair with respect to the loss
and crosstalk of the pair denoted as core 1, on which the receiver sensitivity
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of all channels was measured. It can be seen that both the maximum loss
difference as well as the maximum crosstalk difference between any of the
different pairs remains within a 6 dB margin. Moreover, it can be seen
that two worst measured receiver sensitivities of a single channel in all
cores (in cores 4 and 6), actually corresponds to the two cores in which
the signals experience the highest insertion loss (core 4) and the worst
crosstalk (core 6).

3.4 Summary
In this chapter, the Hi-Ring data center architecture was presented. The Hi-
Ring architecture is based on multidimensional switching nodes that exploit
optical switching in the space, wavelength and time domain. The envisioned
switching dimensions allow for support of both long-lived connections i.e.
‘elephant’ flows, as well as short-lived bursty traffic or ‘mice’ flows. In
addition, the deployment of novel types of optical fibers, i.e. multicore
fibers holds the promise to carry a huge amount of traffic over a single
fiber, simplifying the cable management and improving airflow.

The node modelling was discussed in details and feasible node structures
were presented based on practical limitations. Moreover, the presented
cost and power consumption analysis confirms the ability to achieve cost
reductions compared to a standard fat-tree network. Although the Hi-Ring
network has slightly higher CAPEX, significant savings can be obtained due
to the lower OPEX costs.

In addition, the performance of the proposed architecture was experi-
mentally validated on a small network prototype composed of three nodes.
The presented results from the experimental demonstration indicate that
successful communication with relatively low penalty can be achieved for
different types of connections in different network scenarios. Transmitting
7 Tbit/s using a single multicore fiber and obtaining error-free performance
implies that the Hi-Ring network can easily be scaled to provide support
for immense capacity.

By outlining the main concept, advantages and areas that need im-
provement, as well as presenting results on the node modelling and system
performance, the Hi-Ring network feasibility is reaffirmed. Hence, not only
the motivation for optical switching in the data center is clear, but it be-
comes apparent that optical switching holds the promise to tackle the main
challenges of today’s data centers.
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Chapter 4

Optical subwavelength
switching and
synchronization

4.1 Introduction

This chapter deals with the concept of optical subwavelength switching
and the different aspects of its realization including control and synchro-
nization. First, existing proposals on various types of optical subwavelength
switching and their main differences are discussed. Moreover, the general
synchronization requirements, as well as proposed synchronization methods
are reviewed. In Section 4.2, the concept of optical TDM switching is pre-
sented and compared with other proposals. Unlike OPS paradigms, optical
TDM switching represents a way to establish circuit-oriented connections
with subwavelength granularity. In order to implement this type of switch-
ing in a Hi-Ring network, a new synchronization algorithm is developed.
The algorithm allows for synchronization in a ring network irrespective of
the ring length and operates by continuously estimating the propagation
distance and deciding on a slot size. The behaviour of the implemented
algorithm is validated experimentally as described in Section 4.3 and used
for assisting the data plane operation in a simplified Hi-Ring network pro-
totype. Successful synchronization and precise switching are demonstrated,
confirming the feasibility of the synchronization approach. At last, in Sec-
tion 4.4, the main concepts and results will be summarized. The chapter
is based on work published in [J2], [C8].
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4.1.1 Overview of optical subwavelength switching
concepts

As already discussed, optical circuit switching is a technology used for pro-
viding connectivity with coarse wavelength granularity and slow switching
speed, thus it is well suited for connections that require high bandwidth
over longer periods of time. However, connections may often require only
a portion of the full wavelength bandwidth and wavelengths can remain
underutilized. In order to improve the bandwidth utilization, it is possible
to share wavelengths in the time domain.

In general, any technology that facilitates establishing connections with
a subwavelength granularity can be referred to as optical subwavelength
switching technology. Considering that a wavelength is shared among sev-
eral connections, the switching has to be done fast, so that as minimum
bandwidth as possible is lost due to reconfiguration. For this reason, fast
optical switches that can switch in the nanosecond range have been devel-
oped and researched over the years [11,63,71–73].

Depending on various characteristics, optical subwavelength switching
technologies can easily be classified in different categories. One important
feature is the resource reservation i.e. whether the connection is established
before data is sent. Hence, one type is circuit-oriented subwavelength con-
nections, where complete resource reservation precedes the transmission.
The process of resource reservation can be either static, where a fixed
schedule of transmissions is followed, or dynamic, meaning it is flexible and
corresponds to the actual traffic demand [74, 75]. Basically, the only dif-
ference between this type of connections and conventional circuit-oriented
communication is the granularity of the connection.

Another type is the so called packet-oriented communication, where
data is sent without allocating resources. This definition will be used fur-
ther on and it is important not to associate all subwavelength switching
technologies with packet switching directly, as the type of connection dif-
fers from the connection granularity itself, i.e. packets or bursts of data will
still be sent in both cases. The terms ‘packet’ and ‘burst’ may be used inter-
changeably to indicate a data chunk that can be transmitted in a different
way throughout the network. However, ‘packet’ is most commonly associ-
ated with packet-oriented transmission, while ‘burst’ is frequently used to
indicate some kind of circuit-oriented transmission.

Different proposals exist that fall into one of these two categories. Pro-
posals on optical packet switching [76–80] are an example of a technology
that is packet-oriented. Variations of optical circuit-based subwavelength
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switching have also been proposed [81,82]. Optical burst switching [83,84]
falls somewhere in between the two types, as data is sent without full path
reservation, but there is a signalling message that is used to indicate the
burst arrival. However, there is no guarantee and the burst may still be
dropped if a contention occurs.

An important thing to note for circuit-oriented data transmission is
that some initial delay will be experienced while the resources are reserved,
but once the connection is established, the only delay experienced will be
the actual propagation delay. In packet-oriented transmission, instead, the
resources are not reserved in advance. On one hand, this results in lower
delay at the transmitter side, as the transmitter can start sending as soon
as there is data to send. On the other hand, this may result with longer
delays or even packets being dropped in case there is a congestion within
the network.

Thus, one may also distinguish between the two approaches based on
the way they deal with contentions. In circuit-oriented communication,
transmissions are contentionless, meaning that contentions are solved be-
fore transmitting and do not exists after transmission. In packet-oriented
communication, contentions may exist and the probability of a contention
to happen increases as the network load grows. Contentions can be solved
by the use of different techniques [85], such as optical buffering [86–90],
optoelectronic conversion followed by electrical buffering [46, 91, 92], wave-
length conversion [93–96], deflection routing [97–100], etc.

Depending on the medium access, a distinction can be made between
slotted and unslotted approaches or often refered to as synchronous and
asynchronous aproaches, respectively [101]. When the medium access is
slotted, a transmission can occur only at the beginning of a specifically
chosen interval. On the contrary, an unslotted medium allows that trans-
missions can occur at any time the transmitter is ready to transmit. Ex-
isting studies [102] have shown that the network performance in terms of
the blocking probability and the achievable throughput in slotted packet-
oriented networks outperforms unslotted packet-oriented networks. More-
over, slotted networks are often associated with fixed size bursts, while
switching of bursts with variable size is more common for unslotted net-
works.

The control of the switch can also be done in different ways. One way
is by sending packet headers, either in-band or out-of-band with the data,
that carry the control information. This is the typical way of routing opti-
cal packets in a packet-switched network. Another way is by using a time
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X 

Figure 4.1: Switch operation in an optical subwavelength switched network,
when the data arriving at the different inputs of the switch is aligned and not
aligned.

reference and a lookup table filled with control information, distributed
from a centralized controller to reconfigure the switches, without the need
to send headers throughout the network. This, instead, is a common way
to control the switches in a circuit-oriented network where transmissions
are scheduled and the centralized controller has a full overview of the net-
work. In both cases, when an NxN switch is used to perform the switching,
the switch is reconfigured at discrete time intervals. Thus, it is necessary
to perform alignment of the data arriving in the different inputs, so that
simultaneous switching can occur [103]. This raises the question of syn-
chronization which will be further discussed in the next subsection.

4.1.2 Overview of synchronization requirements

A synchronization mechanism is inevitable for subwavelength operation.
The general problem of synchronization is illustrated in Fig. 4.1. It can
be seen that the switch is reconfigured from a ‘bar’ state to a ‘cross’ state
during two consecutive slots. If data arriving on the two inputs is aligned
well to the slot boundaries, proper switching can occur. However, if data
on the two inputs is not aligned, bursts may be directed to two outputs,
losing some portion of the data, as the switch is reconfigured in the middle
of the burst.

In order to prevent this, it is necessary to develop methods that will
allow for alignment of data arriving on the different switch inputs. One
way to achieve this is by the use of synchronizers [104–107]. This approach
is common for unslotted networks, since transmissions can occur whenever
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there is data to be sent and the delay between bursts arriving at the switch
input can vary. In addition, considering that the propagation delay between
switches can also be different, this method can also be applied in slotted
networks in order to compensate for differences in the link lengths. A
synchronizer can be built out of 2x2 fast optical switches and fiber delay
lines (FDLs). The switches are connected in a sequence and the length of
the FDLs between the switches follows a geometric progression [108] i.e.
each FDL has a length of slot× (1/2)x, with x = 1, 2, 3.... This means that
the length of the first FDL is such, that it will cause a delay of 1/2 slot
duration, the second FDL will cause a delay of 1/4 slot duration, the third
FDL will cause a delay of 1/8 slot duration, etc.

By dynamically reconfiguring the switches, a fiber length can be chosen,
such that the data is delayed for the correct amount of time and arrives at
the switch input aligned with data on the other inputs. A delay mismatch of
a full slot can be successfully compensated by such schemes. By deploying
synchronizers at each input of the fast optical switches, all inputs can be
synchronized. However, the cascaded switching in the synchronizers may
affect the signal integrity. The overall experienced insertion loss, as well as
the limited suppression ratio of the switches can impair the performance.

A different solution is to use a method for global synchronization, by
distributing a control signal along the network, often denoted as a clock or
trigger. This allows that each node is provided with a common time refer-
ence and synchronous operation can take place. There are different ways
to achieve this depending if the method accounts for the propagation delay
between the nodes or not. One approach is to distribute a clock along the
same fiber infrastructure that is used for data transmission, allowing that
the clock experiences the same delay as the data. A second approach is
to distribute the same time reference to all nodes, without accounting for
the propagation delay between them. This can be done by using a local
network for master/slave clock distribution [109, 110] or the Global Posi-
tioning System (GPS) [111]. It is important to note that when doing this,
additional care has to be taken in adjusting the offset at each node by either
deploying fibers with matched length, so that data is automatically aligned
at the switch input or using synchronizers as mentioned previously. Al-
though it is much simpler to deploy fibers with pre-engineered link length,
this may pose severe practical limitations on the network planning, main-
tenance and flexibility. Commercial deployment of such a solution may be
extremely challenging, considering that all link lengths in the network have
to be strictly controlled.
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At last, it is worth noting that a certain scheme can be better suited for
a specific type of network i.e. packet-oriented or circuit-oriented, or within
a specific network topology. For example, synchronization approaches that
do not account for the propagation delay are rather independent from the
network topology, as the clock distribution can happen through a different
network infrastructure. On the contrary, approaches that do consider the
propagation delay largely depend on the network topology, as this also
defines the clock distribution network. Hence, synchronization in a star or
tree network can be performed relatively easy, but other topologies may
face additional limitations.

4.2 Optical TDM switching

Having presented an overview of the existing work with respect to both
the general concepts of optical subwavelength switching and the problem
of synchronization, the main concept behind optical TDM switching and its
differences compared to existing approaches will be discussed. Moreover,
the proposed algorithm for synchronization in the Hi-Ring network will be
described in details.

4.2.1 Switching concept

Optical TDM switching is defined as a circuit-oriented subwavelength
switching. Unlike OPS and OBS, optical TDM switching envisions con-
tentionless communication where connections are established in advance
and resources are allocated prior transmission. This also means that there
is no need for optical buffering within the network i.e. buffering can be
pushed towards the network edge, where data can be buffered in the elec-
trical domain. Thus, the need for extra components and additional control
overhead is eliminated, simplifying the network deployment and reducing
the overall network cost.

The medium access is slotted and a single wavelength is shared by
having time slots arranged in a periodic frame structure. A frame can
contain an arbitrary number of time slots. A time slot is composed of
a portion allocated for data transmission and a gap used to account for
the switch reconfiguration time or additional inaccuracies, as it will be
discussed further on. Initially, a fixed schedule of uniformly assigned slots
exists. However, the schedule can be modified dynamically through an
SDN controller, based on the traffic demand. This allows for a trade-off
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between on one side, a simple, but rigid connectivity and on the other side,
a complex, but completely dynamic connection establishment.

Unless otherwise indicated, it is possible that the current slot allocation
can remain valid for the next frame, periodically repeating the schedule.
Hence, the SDN controller is only required to configure the network initially
and to convey information of future changes. In this way, the amount
of control information that has to be exchanged between the nodes and
the controller is minimized. Furthermore, in order to take into account
the delay between the data plane and the control plane, the SDN controller
sends control information for few frames at once, so that by the next update
there is sufficient control information for configuring the switches. All the
slots have the same duration and switching of bursts with equal size is
performed throughout the whole network. However, it is possible to change
dynamically the value of the slot duration, allowing for better adaptation to
different traffic demands and contributing to the flexibility of the network.

Another important feature is the actual switch control and the time
envisioned switching. Namely, the switches are configured based on two
attributes: the current time slot at each node and the control information
for that time slot that is stored in the lookup table edited by the SDN con-
troller. Hence, it is important to note that, unlike in OPS, synchronization
is not only needed to align the data arriving at the switch inputs, but also
because each node has to keep track of the time.

This also means that there is no need to transmit the control infor-
mation in the data plane using packet headers. Thus, better bandwidth
utilization can be achieved and more bandwidth can be available for actual
data transmission. In addition, there is no need to have bitwise synchro-
nization, as header processing at each switch is eliminated. In this way, the
control plane is completely decoupled from the data plane. Furthermore,
the network is fully transparent to the traffic that is traversing it, and data
processing occurs only at the end sides. Considering that no processing is
done at any of the intermediate network nodes, the only delay experienced
after connections are established is the physical propagation delay.

In summary, the proposed optical subwavelength switching is a technol-
ogy much closer to existing optical circuit switched technologies rather than
optical packet-switched technologies. The circuit-oriented connectivity al-
lows for contentionless communication by a priori reserving the required
network resources, thus eliminating the need of buffering within the net-
work. However, in order to perform time based switching in the Hi-Ring
network, it is required that a proper synchronization mechanism is imple-

53



i
i

“Main” — 2017/7/11 — 18:47 — page 54 — #70 i
i

i
i

i
i

Optical subwavelength switching and synchronization

24/03/2016 3 DTU Fotonik, Technical University of Denmark

Synchronization issue in a ring network 

NN1 

NN2 

d1
d2

d3

2 

2 

1 

NN3 
1 

2 3 

3 

3 

D = d1 + d2 + d3

1 

2 1 
2 

3 3 

Desired behavior at NN1: 

If the delay is not matched: 

1 

2 1 

2 
3 

3 X 

1 3 

Figure 4.2: The problem of synchronization in a ring network with propa-
gation delay along the ring, D and propagation delay of the individual links,
d1, d2 and d3. (NN - network node).

mented, not only to align the data arriving at the switch inputs, but also
to be able to provide each node with a time reference that can be used for
switching.

4.2.2 Synchronization in the Hi-Ring architecture

In order to provide synchronization among the nodes in the Hi-Ring net-
work, it is necessary to consider the requirements coming from the network
topology and the concept of switching itself. The Hi-Ring network is a ring
network in which synchronization is required to align data at the input
of all switches and to perform time based switching. However, there are
additional limitations that stem from the network topology. These will be
further discussed in this section and the proposed algorithm for synchro-
nization in the Hi-Ring network will be presented.

Achieving synchronization in a ring network

The problem of achieving synchronization in a ring network is illustrated in
Fig. 4.2. For simplicity, it is assumed that there are three nodes in the ring
and only switching in the time domain is considered. Each node deploys
an NxN fast optical switch to add and drop bursts, thus simultaneous add
and drop can be performed only if the add and drop times at each node
coincide.
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The propagation delay experienced on each link is denoted as d1, d2 and
d3, while the total ring propagation delay is labelled as D. Furthermore
the following connectivity is envisioned. At NN1, burst 1 is added to the
ring and at NN2, the same burst is dropped. NN3 adds two bursts to the
ring, one of which has to be dropped at NN1 and another at NN2. It can
be seen that, at NN1, the arrival time of burst 2 has to match the add time
of burst 1, so that during that slot, the switch can be configured in a ‘bar’
configuration and both bursts can be directed to the desired port. This
will also mean that, during the next slot, the switch configuration will be
changed to ‘cross’ and burst 3 can remain on the ring.

If the delay is not matched, then improper switching will occur and the
switch will be reconfigured in the middle of the slot, which will result in
data being lost. Thus, in order for successful add and drop operation to
be performed at NN1, the propagation delay between the two nodes has to
be an integer multiple of the slot size. This condition also applies for any
other pair of nodes in the ring. In general, if the propagation delay on all
links in the ring is an integer multiple of the slot size, then the ring can be
closed and proper switching can be performed at each node.

The issue of synchronization in a subwavelength switched ring network
has commonly been resolved by using pre-engineered fiber links [109–111].
However, as previously discussed, this is a rather impractical solution as it
requires that care is taken for the length of each fiber link. Basically, such
solution indicates that each link in the network has to have a propagation
delay that is an integer multiple of the used slot size.

Synchronization in a ring network independent of the fiber length has
previously been proposed in [112]. The presented algorithm considers multi-
ring networks and operates by separating the add and drop time at each
node. This approach works well when tunable wavelength converters are
used in combination with an AWGR, but can not be applied if an NxN fast
optical switch performs the switching.

Synchronization algorithm for the Hi-Ring network

In order to circumvent these limitations and allow for synchronization in
the Hi-Ring network (and in general, any ring network) irrespective of
the propagation delay along the individual links and the ring itself, we
have proposed a new synchronization algorithm. The algorithm works by
assuming that a global clock is distributed through the same infrastructure
that is used for data plane operation. This allows that the offset between
the nodes is automatically compensated. For example, the slot boundaries
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Figure 4.3: Achieving synchronization in a ring network when no require-
ments are posed on the length of the individual links, but rather only on the
overall ring length. Note that the burst arrival time at NN2 and NN3 is off the
time slot grid applicable to NN1. (NN - network node).

at NN1 together with the propagation delay to each node dictate the time
at which switching is performed in the remaining nodes in the ring. Thus,
if a slot starts at NN1, the slot boundary at NN2 will correspond to the slot
boundary at NN1 plus the delay d1.

This feature is very important as it poses no requirements on the link
length between the individual nodes in the Hi-Ring network. As shown
in Fig. 4.3, the condition of having a propagation delay that is an integer
multiple of the slot duration, does not apply to the individual link segments.
If the individual links are observed on a time slot grid corresponding to NN1,
it can be seen that the arrival time of the burst at NN2 and NN3 does not
have to be aligned to the time slot boundaries at NN1. Instead the time slot
grid at these two nodes will have some offset. This indicates that the links
can have an arbitrary length that is not necessarily an integer multiple of
the slot duration.

However, removing the individual link conditions results in a new con-
dition in order to be able to close the ring, i.e. the total ring length has to
be an integer multiple of the slot size. As illustrated in Fig. 4.3, this means
that, if a burst of data is sent from NN1, after propagation along the ring,
this burst will arrive aligned to the slot boundaries of NN1. Hence, the ring
can successfully be closed.

In order to address the problem that the ring propagation delay should
be an integer multiple of the time slot duration, a novel synchronization
algorithm is proposed. The algorithm operates by first estimating the prop-
agation delay along the ring. Considering that data centers are a closed
and well-controlled environment, this can be done reliably and accurately.
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Figure 4.4: Diagram of the proposed synchronization algorithm and its
implementation in the synchronization plane. (NN - network node).

Once the propagation delay is known, a slot size is chosen, such that the
propagation delay is an integer multiple of the chosen slot size. A dia-
gram of the algorithm flow and the implementation of the synchronization
process in the Hi-Ring network is shown in Fig. 4.4.

One node in the ring, denoted as a master node is responsible for run-
ning the algorithm, which is implemented on an FPGA. The process of
estimating the propagation delay along the ring starts by sending a sig-
nal, labelled as sync_out from the master node. Once this signal is sent
out, a counter is started at the master node to measure the elapsed time.
When the signal is received after propagation, the counter is stopped and
the propagation delay along the ring, D is calculated. The accuracy with
which this delay can be measured depends on the clock frequency used
for counting. If a clock with frequency f and period T = 1/f is used,
then the accuracy of the measurement is defined by the clock period, T .
For example, for the actual implementation of the algorithm, a 200 MHz
clock is used, meaning that the propagation delay can be estimated with
an accuracy of 5 ns.

The measurement inaccuracy is something that can easily be accounted
for and compensated using the switching gap. The switching gap duration
is mainly defined by the physical effect used for switching as well as the
driving electronics. As long as any other inaccuracies are smaller or of the
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same order as the main contributor of the switching gap, their impact to
the overall system is not significant. In general, the switching time of fast
optical switches is around 10 ns, thus any contribution to the switching gap
can be considered negligible if it is lower or of the same order as this value.

Additionally, achieving a high precision propagation delay measurement
is something that can be done by using higher frequency clock for counting.
Considering that most FPGA boards [113,114] today deploy oscillators up to
1 GHz, this is a practically feasible solution. Although, more sophisticated
equipment can be implemented in order to achieve high precision, reducing
this contribution to the switching gap, will not affect the overall system
much, as the gap will still be dominated by the rise and fall time of the
optical switch.

Once the delay is calculated, the value is saved and assigned to the vari-
able Dlast. This allows that any further measurements can be compared to
the last measured propagation delay. Then, the algorithm starts a search
for slot durations such that the propagation delay is an integer multiple of
the given slot size. The search is performed within predefined slot bound-
aries, i.e. the minimum, TSmin and the maximum, TSmax acceptable slot
size. These values can be given as input parameters to the algorithm and
can be modified each time before running the algorithm, if needed. Only
the solutions within this range are considered feasible. The acceptable slot
solutions are the ones that satisfy the following conditions

for (TSmin < TSi < TSmax)

if (mod(D,TSi) == 0)

Save TSi.

Depending on the range of acceptable slot size, for some cases it may
be difficult to find a broad range of solutions or to find solutions at all. In
order to avoid this, it is possible to make exceptions and accept solutions
that would work for a propagation delay that is close to the exact delay
measured, i.e. a delay that is a few clock periods shorter or longer than the
measured one. Of course, by doing this, an extra inaccuracy is added and
this also has to be compensated using the switching gap.

Besides when a solution cannot be found, accepting neighbouring slot
solutions may also be beneficial in cases when there are acceptable solutions.
This can be done for the purpose of expanding the space of acceptable
solutions. The reason for doing this is to increase the flexibility of the
system by allowing that a slot size is chosen, that is better matched to the
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actual demand. Hence, the better the accuracy of the measurement process
is, the more can the system flexibility be improved and a wider solution
space can be provided for the cost of a relatively small contribution to the
switching gap.

After finding the acceptable slot solutions, a single one can be chosen
to be used in the data plane. It is assumed that the used frame will have
a duration corresponding to the ring propagation delay and depending on
the chosen slot solution, it will consist of a different number of slots. Each
network node should keep entries for the slot configuration of at least one
frame. For the first implementation of the algorithm, one solution is ran-
domly chosen by the FPGA and used for establishing subwavelength connec-
tions in the data plane. A fixed switching gap of 25 ns is used irrespective
of the chosen solution.

In a real network scenario, the slot solutions can be disclosed to an SDN
controller and the decision of the slot size can be made by the controller
based on different aspects, such as the real traffic demand. This allows
that the network performance as a whole can be optimized by choosing a
solution that can provide reduced blocking, lower latency, etc. The gap
could also be adjusted such that the minimum required gap is implemented
based on the chosen solution. Considering that the SDN controller has a
global overview of the data plane operation as well as the solution space,
it can also decide to dynamically change the slot solution for another one
that is better suited. Thus, the algorithm can also provide adaptability to
real traffic demands and facilitate network dynamicity and flexibility.

After deciding on a slot size, the SDN controller can inform the master
node that is responsible for the synchronization of the network nodes as
well as all transmitters. The master node is responsible of conveying this
information to all nodes in the Hi-Ring network by distributing either a
trigger or a clock signal. A trigger only initiates the counting process at
each node based on a local clock, while a clock signal besides initiating
the process, also provides the actual clock for counting. In both cases, the
propagation delay is accounted for and the counting starts with a specific
offset at each node. At this point, all nodes become synchronized, allowing
that transmissions within the data plane can start.

The fact that an approach for distributing the clock through the same
fiber infrastructure is taken, indicates that the propagation delay is auto-
matically compensated. Hence, there is no need to implement offsets for
when exactly the control signals for reconfiguration of the switches at the
different nodes are applied, but rather nodes along the ring will receive a
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delayed clock and will be automatically synchronized. This allows that a
slot can be uniquely identified in the network, i.e. a burst of data sent in
slot 1 at the first node will arrive at any other consecutive node when the
local node status is slot 1. The SDN controller can also take advantage of
this feature and use the slot identifier as a full connection identifier when
reconfiguring the switches on the desired path.

In order to be able to provide automatic resynchronization, in case there
are changes to the propagation delay of the ring, it is possible to imple-
ment a continuous measurement of the propagation delay. This can be
done by sending the sync_out signal whenever it is received. The same
procedure follows once the signal is received back. In addition, in order
to avoid frequent reconfigurations of the slot size for small drifts, the mea-
sured propagation delay can be compared to the last measured and if the
difference is within an acceptable range, the same slot size can be kept. For
example, if the measured delay is one period off, i.e. one clock period less
or more than the last measured delay (-5 ns or +5 ns), no change will be
made. Of course, it is required that the implemented switching gap can
account for this inaccuracy. If the difference is greater than the specified
limit, a search for new slot solutions will begin again and the process will
continue as initially described.

Considering that the sync_out signal is sent out only after it is received
at the master node, in the worst case, a change of the propagation delay
can be detected after two round trips. This is due to the fact that it takes
one round trip to be able to detect the change. However, the speed of
resynchronization can be improved in several different ways. A simple way
is by increasing the frequency at which the sync_out signal is sent. Instead
of sending it only when one round trip has been made, it is possible to send
it few times per one cycle. For a relatively short period of the sync_out
transmissions, the resynchronization time can be reduced to around one
round trip.

It is also important to consider the environment where the algorithm
will be applied and used. As the main purpose is to use it within the Hi-
Ring network for data center applications, the ring length will be relatively
short, i.e. in the order of tens of kilometers, in the worst case. Thus, a
reaction time on the order of a single round trip is believed to be rather
acceptable. Additionally, the main reason for variation of the propagation
delay is the temperature dependence of the refractive index of the optical
fiber. Standard optical fibers can experience delay variations on the order
of 40 ps/◦C/km [103, 115]. Considering that DCNs are a well controlled
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environment [23], extreme temperature variations are not expected. Thus,
even a fluctuation of 10 ◦C would result with only 4 ns variation on the
propagation delay in a ring of 10 km, which can easily be accommodated
in the switching gap.

The synchronization algorithm can also be used to provide synchroniza-
tion in a network where several time shared wavelengths are used, as it is
also envisioned in the Hi-Ring network. The typical fiber dispersion of a
standard fiber is around 20 ps/nm/km. Therefore, considering a ring of
10 km, the delay variation for a 30 nm wavelength span is around 6 ns.
Since this can be compensated in the switching gap, it is fair to claim that
the proposed scheme is WDM compatible. Thus, simultaneous switching
of bursts carried on different wavelengths can be achieved using the same
control signal for switching. This simplifies the overall implementation
and operation as no dispersion compensation is required before switching.
Moreover, as the Hi-Ring envisions the use of MCFs, it is important to
note that the synchronization algorithm is also SDM compatible, i.e. it can
automatically provide joint synchronization for bursts in all cores of the
MCFs.

At last, the synchronization algorithm can also provide additional func-
tionalities with respect to failure detection within the network, by perform-
ing some additional processing. One way is to implement a condition that
evaluates what actions should be taken if the sync_out signal is not received
after propagation. An apparent indicator that something has changed in
the network is the absence of the sync_out signal and a counter that ex-
ceeds the value of the last measured propagation delay. In that case, the
master node can stop the transmissions in the data plane until resynchro-
nization is achieved. Moreover, the master node can send a message to the
SDN controller indicating that a possible node or link failure has occurred,
thereby assisting protection and restoration schemes.

4.3 Experimental demonstration

In order to validate the behaviour of the proposed synchronization scheme,
the algorithm is implemented on an FPGA. First, the propagation delay
along the ring is changed and the ability to provide automatic synchroniza-
tion is investigated. Then, the algorithm is applied to a simplified Hi-Ring
network prototype and used to provide synchronization. After a slot size
is chosen and synchronization is achieved, data bursts are transmitted,
switched and received.
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4.3.1 Algorithm validation

To confirm that the proposed algorithm can provide synchronization in a
ring network, as well as automatic resynchronization, a simple validation
test is performed. A ring network composed of three nodes, identical to
the one shown in Fig. 4.4 is used. The nodes are connected using a single
7-core fiber. The fiber is 2 km long and a set of two cores are used on each
link. One core is used to transmit the sync_out signal on each link and
another core is used to distribute the trigger for synchronization and to
transmit data.

NN1 acts as a master node and runs the synchronization algorithm that
is implemented on an FPGA. The sync_out signal is generated from the
FPGA and used to modulate a continuous wave (CW) laser at 1549.72 nm.
A 200 MHz clock is used for counting during the process of measuring the
propagation delay along the ring, allowing that the delay can be measured
with a precision of 5 ns.

For the purpose of validation and in order to investigate if the algorithm
can detect different fiber lengths and act accordingly, the fiber length along
the ring is varied on the link between NN3 and NN1. The detailed experi-
mental setup of the synchronization plane is illustrated in Fig. 4.5. Initially,
one reference fiber length is used to measure the propagation delay. Then,
the fiber length is reduced in one case and increased in another, in order
to see if the algorithm can detect the change.

The time domain traces of the received sync_out signal after propa-
gation for the three different fiber lengths used are shown in Fig. 4.6 (a).
It can be seen that the received signal has a different period depending
on the measured propagation delay. Furthermore, the reference measured
propagation delay either increases or decreases when the fiber length is
changed.

Once the propagation delay along the ring is measured, the process of
selection of the correct slot solution is verified. The acceptable range of slot
solutions is defined within 100 ns and 1 µs. It is assumed that a transmitter
connected to NN1 will start sending data bursts in each slot after a slot size
is chosen. By recording the time domain traces of the generated bursts
at NN1, the chosen slot size can be monitored and the behaviour of the
algorithm can be verified.

Fig. 4.6 (b) illustrates the time domain traces of the generated bursts
for the three different propagation delays measured. It can be seen that,
for a propagation delay of 30.625 µs and 30.770 µs, the algorithm decides
on a slot size for which the propagation delay is exactly an integer multiple
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Figure 4.5: Experimental setup for validating the algorithm implementation
and assessing the data plane performance when the proposed algorithm is used
for providing synchronization. (NN - network node, CW - continuous wave,
SDN - software defined networking, OF - open flow, WSS - wavelength selective
switch, TDM - time division multiplexing, TX - transmitter, RX - receiver,
OOK - on off keying, BPF - bandpass filter, PD - photo-diode, MZM - Mach-
Zehnder modulator).

of the time slot size, i.e., 125 and 181 time slots of duration 245 ns and
170 ns, respectively.

For a propagation delay of 30.620 µs, the algorithm selects a slot
size such that the ratio propagation delay vs. slot size is not an integer
(157.026). This fiber length has been chosen on purpose, in order to in-
vestigate the algorithm behaviour for cases when a slot solution cannot
be found. 157 slots with a duration of 195 ns are a correct solution for a
propagation delay of 30.615 µs. As previously discussed, when a solution
cannot be found (30 620 ns has no factors in the range of 100–1000 ns),
the algorithm can consider neighbouring solutions, as it is this case. Thus,
the chosen solution indeed conforms to the expected behaviour and the
implementation of the algorithm complies with the described concept.

4.3.2 Data plane operation

After verifying that the algorithm performs accurate measurement of the
propagation delay and correctly chooses an acceptable slot solution, the
performance in the data plane is assessed. It is assumed that first the
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Figure 4.6: (a) Time domain traces of the received sync_out signal after
propagation. (b) Time domain traces of the generated bursts for the different
propagation delays measured.

algorithm runs and performs initial synchronization. Once the delay is
measured and a slot size is chosen, the data plane operation can start.
The same network is used, composed of three nodes connected in a ring.
For simplicity, only the TDM level is implemented and the other switching
levels from the multidimensional node structure are omitted. The detailed
experimental setup, illustrating the implemented data plane, control plane
and synchronization plane is shown in Fig. 4.5.

A single ring length is considered, with a propagation delay along the
ring of 30.625 µs. The slot size for the data plane is the one chosen from
the algorithm (245 ns) as discussed before. Three cores of the MCF are
used for transmitting the sync_out signal and measuring the propagation
delay along the ring. It is important to note that the propagation delay is
continuously measured during the data plane operation. Other three cores
are used for distributing a trigger for synchronization and transmitting the
data bursts.

The sync_out signal is sent using the 1549.72 nm wavelength channel,
while the trigger for synchronization and the data bursts use the 1550.12 nm
and 1549.32 nm wavelength channels, respectively. NN1 acts as a master
nodes and after a slot size is chosen, it distributes the trigger along the net-
work. At NN2 and NN3, the trigger and the data are separated using a WSS.
Then, the trigger is split, allowing that one copy continues to propagate
along the network. The second copy is used by the local node for synchro-
nization. It is detected using a photo-diode (PD) and the corresponding
output is passed to the FPGA.
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Figure 4.7: (a) Overview of the implemented data plane connections.
(b) Time domain traces of the generated and switched bursts at the different
nodes. (NN - network node).

Once synchronization is achieved, transmissions are allowed and a con-
tinuous stream of 10 Gbit/s OOK modulated data bursts are generated and
added to the ring at NN1. Fig. 4.7 (a) gives an overview of the envisioned
data plane connectivity. One burst is dropped at each node, confirming
that the ring can be closed successfully. At NN1, only the data is filtered
out using a band-pass filter (BPF) and the same signal that is used to con-
trol the transmissions is used to generate the control signal for the switch,
confirming that the add and drop times coincide and the ring is perfectly
synchronized.

Three 1x2 LiNbO3 switches are used as TDM switches at each node. The
switches are controlled by an Open Daylight (ODL) SDN controller [116].
The controller sends the control information regarding the slot configura-
tion at each of the nodes to an Open Flow agent [117]. The agent, in turn,
compiles an Ethernet frame with a predefined structure and sends it to
the FPGA. The FPGA, based on the received information, generates digital
signals for driving the three TDM switches. A subwavelength connection is
established by configuring all the switches along the data path, i.e. con-
necting the relevant input switch port to the output switch port throughout
the duration of a specific slot.

Although the same FPGA is used for enabling the synchronization and
configuring all the different switches, the different operations are logically
separated. For example, the switching at each node is performed based on
the control information received from the SDN controller, but the slot status
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Figure 4.8: BER performance of the bursts dropped at each node. (NN-
network node, B2B - back to back).

at each node depends on the received trigger. Thus, the control signals for
the different switches are generated at different time slot grids, as it was
previously discussed and illustrated in Fig. 4.3.

Fig. 4.7 (b) illustrates the recorded time domain traces of the generated
and switched bursts. It can be seen that, at NN1, bursts are generated in
each slot with the correct slot duration. At NN2, one burst is dropped, while
the remaining data is directed towards NN3. Similarly, at NN3, one burst
of the incoming data is dropped, while the remaining data is sent towards
NN1. Finally, at NN1, the switch is configured in a bypass configuration by
default, meaning that the burst will remain on the ring unless otherwise
indicated. Hence, only by configuring the switch at NN1 to drop the last
burst, data can be received.

Fig. 4.8 shows the BER results of the bursts dropped at each node as
a function of the received power. It can be seen that the penalty expe-
rienced by each burst dropped at different nodes is only 1 dB compared
to the back-to-back BER performance. Considering that all nodes are
synchronized and bursts are generated with the correct size confirms that
the implemented synchronization algorithm operates as desired. Moreover,
the proper switching at each node in the ring indicates that the algorithm
can be practically used to facilitate the data plane operation in an optical
subwavelength switched network.
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Figure 4.9: Spectra and receiver sensitivity of all channels on a single burst
dropped at NN2.

In order to demonstrate the scalability of the scheme and to confirm that
it is WDM compatible, the number of wavelength channels carrying slotted
data is increased to 15. The used channels are spaced on a 50 GHz grid and
fall within the range of 1547.72 nm to 1553.33 nm, inclusive. Again, bursts
are continuously generated in each slot at NN1 and carry 10 Gbit/s OOK
modulated data. The trigger is distributed using the wavelength channel
at 1553.73 nm and the sync_out signal using the channel at 1547.32 nm.
No dispersion compensation is done for the purpose of switching, and dis-
persion is compensated only at the receiver using dispersion compensation
fiber (DCF).

Fig. 4.9 illustrates the spectra of all the wavelength channels dropped at
NN2 and the measured receiver sensitivity (BER=10-9) of a single burst on
all the wavelength channels. The individual bursts carried on all the wave-
lengths are switched using the same control signal for the switch, to confirm
the compatibility of the scheme with WDM systems. It can be seen that all
channels have similar performance (within a 1.45 dB margin). Compared
to the single channel scenario, worse performance is observed i.e. higher
receiver sensitivity is measured for each channel. This stems from the fact
that due to power limitations of the used devices, the total optical power
had to be kept constant as the number of channels was increased, hence
amplification at a reduced power per channel resulted in OSNR degradation.
However, the error-free performance of all channels with small margin con-
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firms that the same control signal can be used to switch bursts on different
wavelengths without observing synchronization errors. Considering that
no dispersion compensation is performed prior switching indicates that the
used switching gap is sufficient in order to compensate for possible offsets
between the bursts that are carried on different wavelengths. Hence, the
WDM compatibility of the scheme is undoubtedly confirmed.

Moreover, as the propagation delay is measured in a core different than
the one used for data transmission, the ability to use the algorithm in
systems deploying SDM technologies is verified. The presented results not
only reaffirm the feasibility of the proposed synchronization algorithm, but
also demonstrate its compatibility with both WDM and SDM systems, and
the potential of optical subwavelength switching technologies for practical
deployment and implementation.

4.4 Summary

In this chapter, an overview was given of the main concept behind optical
subwavelength switching, as well as the different existing proposals for its
implementation. The synchronization requirements in an optical subwave-
length switched network were discussed in details and related work was
reviewed. The concept of optical TDM switching was proposed and a thor-
ough analysis of the synchronization requirements for the Hi-Ring network
was presented.

Based on the main synchronization requirements outlined, a new algo-
rithm was proposed, that allows for synchronization in a ring network with
arbitrary link lengths and irrespective of the ring propagation delay. The
algorithm operates by measuring the propagation delay along the ring and
deciding on a slot size such that the propagation delay is an integer multiple
of the chosen slot size. Besides providing support for synchronization, the
algorithm can also be used to facilitate provisioning of additional network
functionalities such as failure detection and restoration. Moreover, an SDN
controller can dynamically make the decision of the slot size, allowing for
adaptability to the current traffic demand.

The algorithm behaviour was validated experimentally on a ring net-
work composed of three nodes. The propagation delay was measured ac-
curately for three different fiber lengths and the correct slot solution has
been chosen in each case. Furthermore, using the implemented algorithm,
successful synchronization was achieved among the three nodes and data
plane operation was experimentally demonstrated. Bursts with the right
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slot size were generated and switched at each node, confirming that the
algorithm operates properly.

At last, by using different fiber cores and switching bursts carried at
different wavelength channels using the same control signal, the SDM and
WDM compatibility of the algorithm is confirmed. Based on the verified
behaviour and demonstrated performance, the algorithm, with no doubt,
can be implemented easily in practice and can help pave the way toward
commercially deployable optical subwavelength technologies.
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Chapter 5

Software controlled on-chip
integrated data plane

5.1 Introduction

This chapter focuses on two different aspects for future development of
the Hi-Ring architecture. The first one is integration, including physical
component integration, as well as software-hardware integration. Both of
these features are extremely important for future-proof deployable tech-
nologies. The second aspect is provisioning of additional network function-
alities in the Hi-Ring network. The use of optical switching for providing
support to multicast and traffic grooming is considered. In Section 5.2,
possible approaches to integration of the components of the multidimen-
sional switching nodes will be reviewed. Existing proposals, as well as
fabricated devices will be outlined. Moreover, the process of integration of
the individual switches with an SDN controller will be elaborated and SDN -
controlled operation will be demonstrated for different types of switches.
In Section 5.3, provisioning of additional network functionalities, such as
support for multicast and incast, will be discussed. The results from an
experimental demonstration, using an on-chip integrated fiber switch with
fan-in and fan-out devices, for the purpose of enabling unicast switching,
multicast and incast in the Hi-Ring network will be presented, confirming
the feasibility of the envisioned network scenarios. At last, in Section 5.4,
the main concepts and results will be summarized. The chapter is based
on work published in [J1], [J2], [C8].

71



i
i

“Main” — 2017/7/11 — 18:47 — page 72 — #88 i
i

i
i

i
i

Software controlled on-chip integrated data plane

5.2 Software controlled on-chip integrated
multidimensional switching nodes

There are several important features that a future-proof data center net-
work has to posses. One of them is the ability to physically integrate
network components used in the data plane. On-chip, hardware compo-
nent integration allows for building compact and cost effective systems,
that are commercially attractive. Another crucial feature is the integration
of hardware in the data plane with software in the control plane. Software
defined networking has become increasingly popular over the last decade
and it is paramount for any data center architecture. Having in mind these
two features, existing efforts and future work on the Hi-Ring architecture
and on-chip integration, as well as software-hardware integration will be
discussed.

5.2.1 Approaches to hardware integrated mutidimensional
switching nodes

As briefly mentioned in Chapter 3, there are different approaches to the ac-
tual physical structure of the multidimensional switching nodes. Adopting
a modular design, by keeping all switching elements separate, may provide
easier upgrade and debugging. However, in order for these technologies to
become commercially attractive, integration is inevitable.

Integration is extremely important for achieving low footprint and com-
pact devices that can be jointly powered and cooled, allowing for reduced
power consumption. Moreover, this is the only way to tackle commercial
issues such as fabrication and packaging, as well as improving the fail-
ure in time (FIT). Among different platforms, silicon photonics seems the
most promising, mainly because of the mature complementary metal-oxide-
semiconductor (CMOS) infrastructure and the ability to integrate photonic
components with driving electronics. This yields low production cost and
paves the way towards commercialization of optical technologies for data
center application and deployment.

Although, full node integration on a single platform may be challeng-
ing due to the different nature of the individual components, the benefits
of integration can be exploited even for partially integrated approaches,
where only few node components are integrated on a single chip. One
example is the silicon photonic integrated circuit (PIC) proposed in [J3]
and [C6]. The PIC is composed of fan-in and fan-out devices for spatial
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(de)multiplexing of a 7-core fiber and a 7x7 fiber core switch. This al-
lows coupling a multicore fiber directly on-chip and all the operations like
spatial (de)multiplexing and switching are taken care of by the chip. The
switch is thermally controlled by configuring a heater in each of the 57
Mach-Zehnder interferometer (MZI) structures. The chip has been used for
experimental demonstrations and integrated with an SDN controller, as it
will be further discussed below. This device is a good example of a partial
integration of the node components, which results with a low footprint chip
(12 mm x 5 mm). Fabricating an array of these devices allows that a high
amount of components and a subset of the node can be fabricated as a
single on-chip integrated device with relatively small size.

Additionally, future work on node integration includes increasing the
number of components that are integrated on a single platform. Integrated
solutions composed of switches operating at the different layers of the mul-
tidimensional switching nodes, as well as integrated circuits (ICs) consisting
of additional node components, such as optical amplifiers and spatial demul-
tiplexers, have already been demonstrated using different technologies. A
packaged and fiber-coupled gain-integrated Si photonic carrier with silicon
nitride (SiN) waveguides and flip-chip attached SOA array has been deomon-
strated in [118] and a grating coupler array on the silicon on insulator (SOI)
platform for spatial (de)multiplexing has been fabricated and demonstrated
in [119,120].

With respect to switching devices, several works have presented in-
tegrated solutions of different types of optical switches, that have been
fabricated and/or packaged. A silicon photonic MEMS switch with high
port radix and submicrosecond switching time, suitable for a fiber switch
operation, has already been demonstrated in [58, 121, 122]. An SOI fully
integrated, fast reflective slot-blocker with nanosecond switching time, has
been demonstrated in [123]. MZI based, nanosecond switching time, SOI
switches with different switching matrices have also been demonstrated
in [63,71,72,124,125]. An integrated silicon photonic circuit for wavelength
selective switching has been fabricated in [126]. A cascade of micro ring
resonators (MRRs) as wavelength selective elements has also been proposed
to realize on-chip wavelength selective swtching [127].

This work indicates that integration of the different components of
the multidimensional switching nodes is a feasible approach. Moreover, it
confirms that integration holds the promise of fabricating market-ready
deployable products.
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5.2.2 Software controlled multidimensional switching
nodes

Software defined networking is based on physical separation between the
data plane and the control plane, allowing for control functions imple-
mented in software to be decoupled from the actual hardware devices de-
ployed in the data plane. The main motivation for a separate control plane
is the flexibility, that enables rapid adaptation to innovation. Consider-
ing that the control functions are separated from the hardware platform,
new services can be introduced easily. In addition, besides enabling control
of programmable hardware, SDN offers great support for network function
virtualization (NFV) [128]. NFV is a rapidly emerging network architecture
concept that uses virtualization to create virtual instances of network node
functions that can provide communication services.

Different communication interfaces, i.e. vendor specific or open source
interfaces can be implemented between the control and data plane with
the goal to support SDN. Open Flow [117] is an open source interface
which enables that a common interface is established between the data
plane and control plane. Hence, vendor specific protocols are completely
eliminated and a single control plane can be used to control devices from
different manufacturers. This reduces the cost and simplifies the operation
significantly, as it removes the need of having several software controllers for
different components. Furthermore, it enables that interoperability issues
between the different controllers are completely eliminated.

There are two main approaches for implementation of the control plane,
a centralized and a distributed approach. While a distributed control ap-
proach allows for locally optimized performance at a single node in the net-
work, a centralized controller has a holistic view on the network, resulting
in network-wise optimized throughput and improved resource utilization.
Google’s globally deployed wide area network (WAN), B4, that is used to
interconnect Google’s data centers around the world, is a great example of
this. Using Open Flow and SDN with centralized traffic engineering (TE),
nearly 100 % utilization of the network links in B4 has been achieved and
reported [129].

Over the past few years, several different open SDN controllers have
emerged, such as OpenDaylight [116], Floodlight [130], open network op-
erating system (ONOS) [131], Ryu [132], etc. Moreover, besides controlling
the network, control of other components, including storage and computing
resources, as well as overall orchestration, has developed under the open
source software platform for cloud computing, Open Stack [133]. This
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Figure 5.1: Structure of the Ethernet frame that is used between the SDN
agent and the FPGA for configuring the TDM switches.

clearly illustrates the trend of decoupling the software control from the
hardware components.

Compatibility with SDN paradigms is extremely important for commer-
cial technologies and crucial for the deployment of any developing tech-
nology. Especially, new, on-chip fabricated devices have to demonstrate
the ability to interconnect to an SDN entity, through which they can be
remotely controlled and configured. Thus, as part of this Ph.D. project,
attention has been focused not only on evaluating the performance of the
data plane, but also striving to provide software controlled operation using
a common SDN controller. The process of integrating the different hardware
devices with a software-defined control plane will be further described in
details.

5.2.3 Software controlled switching and data plane
operation

Software controlled operation in the data plane can be realized by hav-
ing a centralized SDN controller that communicates with SDN agents using
Open Flow. One or several switches are most commonly controlled by a
single SDN agent. The SDN agent receives the Open Flow messages from the
SDN controller and is responsible for conveying the control information to
a hardware, like an FPGA or application specific integrated circuit (ASIC),
that can generate the control signals required to configure the switch. Ide-
ally, the agent would run using the microprocessor on the same FPGA or
ASIC. However, in order to simplify the implementation process, both the
SDN controller and the agent run on a computer and an FPGA is used to
interface with the different switches in the data plane.
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Figure 5.2: Wireshark snapshots of the exchanged Ethernet frames between
the SDN agent and the FPGA. To the left, the frame sent by the agent to
configure input port 1 to output port 2, during a single time slot. To the
right, the frame sent back as a confirmation from the FPGA.

The used SDN controller is an Open Daylight controller. An FPGA is
chosen instead of an ASIC, mainly because of its flexibility and the fact
that it can be reprogrammed depending on the desired behaviour. The
SDN agent and the FPGA communicate using raw Ethernet by exchanging
Ethernet frames with a predefined structure. The control of the fast opti-
cal switches, as well as the on-chip integrated fiber switch will be further
described in details.

Software controlled fast optical switching

SDN-controlled operation of the TDM switches is performed during the ex-
perimental demonstration described in Chapter 4. The FPGA that config-
ures the switches communicates with the SDN agent. The structure of the
Ethernet frame that is used between the SDN agent and the FPGA is illus-
trated in Fig. 5.1. Note that, for brevity, only the part with the used fields
from the frame are shown, although the used frame length is fixed and set
to 1500 Bytes.

It can be seen that besides the source and destination media access
control (MAC) address, the only other remaining fields used are the sequence
number (SN) and the slot configuration bytes. The SN is used to track the
number of frames sent from the agent. When the FPGA receives a frame,
it has to send a confirmation to the agent, thus it sets the correct source
and destination addresses and replies by sending the same frame content
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Figure 5.3: SignalTap snapshot of the the process of dynamic switch re-
configuration through the SDN controller. Once the Ethernet frame from the
agent is received, the switch is reconfigured.

back to the agent. This allows that the agent can confirm what will be the
exact switch configuration, which will be applied, and react accordingly, if
errors have occurred.

The TDM switches are configured based on three distinct features, i.e.
the input port, the time slot and the output port. The used agent allows
for configuration of a 4x4 switch, however only a subset of the input and
output ports are used. The switch input ports at the SDN controller are
denoted as 0-3, while the output ports are denoted as 4-7. A time frame
consisting of 96 time slots is defined and for each input port, the value of
the output port is carried in a one byte field allocated for a single specific
time slot. Hence, 96 Bytes indicate the configuration of input port 1, during
96 consecutive slots.

In order to verify that the switches are properly configured, Wireshark
[134] is used to capture the frames exchanged between the agent and the
FPGA, and SignalTap [135] is used to monitor the signals generated from
the FPGA. The exchanged Wireshark frames are shown in Fig. 5.2 and the
SignalTap snapshot is shown in Fig. 5.3. For simplicity, only reconfiguration
of one switch is illustrated, although the same applies for the others.

As the default configuration of the switch is ‘bar’, the SDN controller is
used to establish a connection from input port 1 (port label 0) to output
port 2 (port label 5). Thus, as it can be seen in both frames, a value of
‘05’ is carried in the first byte indicating the configuration for input port 1
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Figure 5.4: Time domain traces of the control signals for configuring the
switch in ‘bar’ and ‘cross’ configuration. The signals are generated from the
FPGA when instructed by the software controller.

during the first time slot. The same can be observed in Fig. 5.3, where as
soon as the Ethernet frame by the agent is received, the value ‘05’ is read
from the random access memory (RAM) and the switch configuration sig-
nal, labelled ‘configuration’ is immediately set to high level. This confirms
that successful SDN-controlled operation of the TDM switches can indeed
be achieved, making the concept even more attractive for real commercial
applications.

In addition to this work, software controlled operation of a fast op-
tical switch has also been demonstrated using the switch presented in
[71, 124, 125]. As the switch drivers are integrated on-chip, the control
plane should provide only three driving signals, i.e. a ‘clock’, an ‘enable’
and a ‘data’ signal. This allows that the on-chip registers are set to the
correct value and once the ‘enable’ signal is set to high level, the configu-
ration stored in the registers is applied. A 2x2 switch was used, thus two
possible configurations, a ‘bar’ and a ‘cross’ configuration are possible.

A Python script is used to control the switch and an FPGA is responsible
for generating the three driving signals for the chip. The communication
between the controller and the FPGA is established using the universal se-
rial bus (USB) port. The oscilloscope traces of the driving signals at the
output of the FPGA are used as an indicator of a successful software con-
trolled operation. Fig. 5.4 illustrates the time domain traces of the FPGA
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Ethernet Frame for Fiber Switch Configuration
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Figure 5.5: Structure of the Ethernet frame that is used between the SDN
agent and the FPGA for configuring the on-chip fiber switch.

outputs, for static switch control and when both switching configurations
are applied. It can be seen that, depending on the exact registers that have
to be set in each case, the ‘data’ signal is set high either in the seventh or
eighth clock cycle, indicating a ‘bar’ or ‘cross’ configuration, respectively.

Software controlled fiber switching

SDN-controlled operation has also been demonstrated using the on-chip
fiber switch from [J3], [C6]. The 7x7 switch is envisioned to operate as
a fiber switch, thus the required configuration data consist of a pair of
input and output port that should be interconnected. Similarly, on the
upstream side, the FPGA communicates with the SDN agent. However, on
the downstream side, the FPGA is connected to a micro-controller that sets
the correct voltage level for the individual heaters.

The structure of the Ethernet frame that is used between the SDN agent
and the FPGA is illustrated in Fig. 5.5. Again, an Ethernet frame of
1500 Bytes is used, however only the part with the used fields from the
frame are displayed. It can be seen that seven bytes are used (labelled
from 0-6), one for each input port. Each byte carries the value of the
output port to which the corresponding input should be connected. The
values of the output ports on the SDN controller side are labelled from 7-13,
or as displayed using hexadecimal notation, 07-0D.

In order to verify that the switch is properly configured, Wireshark is
used again. The exchanged Wireshark frames are shown in Fig. 5.6. It
is envisioned that the switch is by default in a ‘bar’ configuration, thus
the SDN controller sets it in a ‘cross’ configuration, such that input port 1
(label 0) is connected to output port 7 (label 13), input port 2 (label 1)
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Figure 5.6: Wireshark snapshots of the exchanged Ethernet frames between
the SDN agent and the FPGA. To the left, the frame sent by the agent to
configure all input ports to a complementary output port. To the right, the
frame sent back as a confirmation from the FPGA.

is connected to output port 6 (label 12), etc. It can be seen that the
values of the corresponding output port are set correctly in the bytes for
each individual input port of the frame sent by the agent. In order to
distinguish between the frames for configuring a TDM and a fiber switch,
the agent sends the frames for the fiber switch with a predefined MAC
address.

A modified serial peripheral interface (SPI) protocol [136] is used for
communication between the FPGA and the micro-controller. Thus, in order
to observe the process of switch reconfiguration, the different signals are
tapped from the micro-controller and monitored on an oscilloscope. The
time domain traces of the tapped signals are shown on Fig. 5.7. Channel 1
(yellow label) is the clock signal sent from the FPGA and channel 2 (green
label) is the transmitted data, also displayed in hexadecimal notation using
the trace with blue label at the bottom. Channel 3 or the second trace
from the top (blue label) shows the slave select (SS) signal, i.e. the cycle
of master-slave communication and data transfer. Channel 4 or the first
trace from the top (pink label) illustrates the output of one, randomly
chosen digital to analog converter (DAC). Once the values for the DACs are
received from the FPGA, the output voltage is set to a predefined value, in
order to result in a specific configuration of that individual heater and the
corresponding MZI.

It can be seen from Fig. 5.7, that one cycle of the SS signal, which
basically defines the time to transfer the configuration data for all the used
heaters, labelled as ∆x is 84 µs. Note that this is dependent on the specific
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Figure 5.7: Time domain traces of the tapped signals from the micro-
controller.

hardware available, as well as the existing limitations on the frequency of
the used clock that is distributed from the FPGA to the micro-controller.
It is expected that better performance can be achieved by using a more
advanced micro-controller or by optimizing the communication protocol
between the FPGA and the micro-controller. Considering that the average
heater response time is around 30 µs, the rise and fall time of the switch is
limited to a minimum of 30 µs, if all heaters are configured simultaneously.
In any case, these results indicate that software control of the fabricated
on-chip fiber switch is achievable, making the device attractive for real
network deployment.

5.3 Enabling advanced network functionalities

As discussed in Chapter 2, in order to achieve sustainable data center
growth, it is important to optimize the operational efficiency by either
reducing the power consumption or obtaining a good bandwidth utiliza-
tion. Exisiting work on optical networks has shown that switching in the
optical domain can lead to several advantages, such as improved energy
efficiency [137–139]. Power consumption savings ranging from 25 % -
40 % [140] have been demonstrated by preferring bypass at the optical
level in IP over WDM networks.

Besides optical bypass or performing optical unicast (one input to one
output) switching, different proposals exist on the use of optics in data
centers in order to enable additional functionalities, currently performed at
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higher levels such as IP [141–143]. Examples include, but are not limited to
multicast communication (one node sends data to many nodes) or incast
communication (one node receives data from many nodes). Note that the
terms incast and traffic grooming can be used interchangeably. The ability
to accomplish these operations in the optical domain by performing 1:N
and N:1 optical switching yields several advantages.

For example, in the case of multicast communication, the same data
has to be sent to N nodes. If optical multicast is not possible, N differ-
ent connections have to be established and network resources have to be
allocated along the full path for each individual connection. If optical mul-
ticast is possible, it is enough to send a single copy of the data and then
propagate it along the network. At each of the N nodes, instead of perform-
ing unicast switching, the data will be split to two output ports (or more,
if needed), allowing that each node receives a single copy, while another
copy continues to propagate along the network until all nodes are reached.
By replacing several unicast connections with one multicast connection,
a reduced amount of network resources are used, resulting in lower net-
work load and higher achievable network throughput. Furthermore, as the
sender sends only one copy, energy efficient and low latency communication
i.e. faster task execution time can be achieved, leading to improvement of
the transmission time [144,145].

There are several applications where the use of optical multicast and in-
cast can be found useful, including services such as in-cluster updating [146],
virtual machine (VM) migration [144, 147], data replication in distributed
file systems such as GFS or HDFS [14,15,148] or distributed computational
frameworks in general [13], as well as iterative machine learning [149].

5.3.1 SDM switching for unicast, multicast and traffic
grooming in the Hi-Ring network

Similar as in other data center networks, optical multicast and incast
can also be useful for the Hi-Ring network architecture. Besides the
general motivation, there are special cases that arise as a result of the
network topology and node structure, for which optical multicast and
incast can bring additional advantages. These cases, as well as the process
of implementation of these functionalities in the Hi-Ring architecture will
be discussed below.
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Figure 5.8: Inter-node and intra-node traffic grooming scenarios in the Hi-
Ring network. (ToR - top of rack switch, WSS - wavelength selective switch).

Motivation for optical multicast and grooming in the Hi-Ring
network

There are several reasons why optical multicast and grooming are important
for the Hi-Ring network. First, it is important to consider the specific topol-
ogy and the node structure. As already mentioned in Chapter 3, connec-
tions to and from the ToRs are either full wavelengths for bandwidth-hungry
applications or time slots for bursty traffic. Thus, support for optical mul-
ticast and grooming should be provided for both types of connections. For
simplicity, attention will be focussed only on optical multicast and groom-
ing of full wavelength connections, although the same concept is applicable
to time slotted connections.

The importance of optical traffic grooming is illustrated in Fig. 5.8. For
brevity, the MCF switches have been omitted and only the fiber switches and
wavelength switches at each node are displayed. Two different applications
of optical grooming can be identified, inter-node and intra-node grooming,
referring to grooming of traffic originating at different nodes or within the
same node, respectively.

From the node modelling discussion, presented in Chapter 3, it is clear
that a specific amount of switches are deployed at each level of the nodes.
If it is assumed that a node has a single WSS for dropped traffic, then it can
only receive simultaneously data carried in a single fiber core. Simultaneous
reception of data carried in different fiber cores (i.e. coming from different
WSSs within a single node or from WSSs located in different nodes), is
not possible with a single WSS. The same reasoning applies for a node
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Figure 5.9: Inter-node and intra-node multicast scenarios in the Hi-Ring
network. (ToR - top of rack switch, WSS - wavelength selective switch).

that deploys N switches, i.e. only N cores can be dropped at the same
time. Thus, it is important that traffic is packed in a way that as many
connections as possible can be established simultaneously and can coexist
in the network.

As shown in Fig. 5.8, all connections that use wavelengths carried in
different cores have to be established sequentially, even if they are destined
to different destination ToR ports. Hence, even when the destination is
free, an additional delay has to be experienced. In order to prevent this,
traffic can be combined by using the fiber switch. This can be done both by
combining traffic originating from different WSSs at one node, but destined
to the same destination node (resulting in intra-node grooming), as shown
at the first node on the left, or by grooming traffic between the two nodes
(resulting in inter-node grooming), as shown at the node in the middle. At
the node to the right, a single core can be dropped and all connections can
be established simultaneously.

Alternatively, traffic grooming can also be done using the WSSs in the
intermediate nodes, however this requires that some of the WSS ports are
pure bypass ports, which may not be effective for a high hop count path
as it will cause some extra delay. The fact that some of the ports are used
for bypass would also mean that higher number of switches is required to
serve the same server capacity, resulting in increased cost. Thus, being able
to combine traffic using the fiber switch is a feasible alternative to reduce
blocking and achieve higher network throughput in the Hi-Ring network.

The motivation for using multicast is similar as previously discussed for
data center networks in general. As shown in Fig. 5.9, by using a single
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wavelength to establish several connections at the same time, significant
resource savings can be achieved. The obtained bandwidth efficiency is
directly proportional to the multicast group size. Moreover, all connections
are established simultaneously, allowing for the overall completion time to
be shorter compared to the completion time of all the individual connections
together, resulting in low latency connectivity. Similar as for optical traffic
grooming, multicast can be performed inter-node, as well as intra-node
among the different WSSs within a single node.

Implementation of optical multicast and grooming in the
Hi-Ring network

In order to implement optical multicast and grooming in the Hi-Ring net-
work, it is necessary that the used fiber switch can support power splliting
and combining. For that purpose, the PIC composed of a fiber switch and
fan-in and fan-out coupling devices [J3], [C6] has been chosen to be used
in this occasion. Not only the switch perfectly suits this need, but also the
chip itself is a great example of partially integrated multidimensional node
components. This is an attractive feature allowing for the realization of
compact devices that can perform different functions.

As shown in Fig. 5.10, the PIC combines two different components of the
multidimensional switching nodes in the Hi-Ring architecture, the spatial
(de)multiplexers and the fiber switch. In addition, the displayed switch
matrix of the 7x7 switch shows how the different inputs and outputs can
be connected. The different cores of the MCF are switched by controlling
a heater in each of the 57 MZI structures. The use of MZI indicates that,
besides unicast switching, power splitting and combining is also possible,
with appropriate heater control.

Fig. 5.11 illustrates how the switch can be configured in a 1x7 multicast
configuration. It is important to note that only the switching elements in
a red box are the ones that need special control in order to operate in a
power splitting mode, instead of a true switching mode. This means that
establishing multicast/grooming connections can be done in a similar way
to establishing unicast connections through the switch. For example, a 1x2
multicast from input port 1 to output port 1 and 2, requires that all MZIs
are configured using the configuration settings for unicast connections from
input 1 to outputs 1 and 2, and only a single MZI is configured to operate in
power splitting mode. Similarly, a 1xN multicast requires modifying only
the setting of N-1 MZIs. This means that the control of the switch is greatly
simplified, as only few MZIs have to be configured with new settings, while
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Figure 5.10: The proposed Hi-Ring architecture and the components in-
cluded in the fabricated chip. The inset illustrates the chip layout and the
switch matrix. (ToR - top of rack switch, WSS - wavelength selective switch,
TDM - time division multiplexing, MCF - multicore fiber, SDN - software de-
fined networking).

the remaining ones are configured in the same way as in unicast switching.
Moreover, multicast from any input port is possible similar to the il-

lustrated example in Fig. 5.11. The multicast ratio can also be adjusted,
i.e. the size of the multicast group can vary from two to seven outputs.
Furthermore, any combination of output ports for a specific group size is
possible. In order to perform grooming, the same considerations apply in
reversed order. Additionally, the coupling ratio can be asymmetric for both
multicast and grooming. This is very important as it allows for trade-offs,
such as allocating more power to the inter-node terminated connections,
resulting in similar inter/intra node performance.

Unlike other demonstrations of optical multicast [144,147] where optical
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Figure 5.11: Configuration of the individual MZI elements in order to es-
tablish 1:7 multicast. Only the MZIs in a red box operate in power splitting
mode.

splitters are required in addition to an optical circuit switch, the fabricated
PIC can perform both multicast and grooming without the need of ad-
ditional equipment. Moreover, switching in unicast and multicast/incast
fashion can be done on-demand and provisioning of these additional net-
work functionalities can be enabled by extending the existing support of
SDN control.

5.3.2 Experimental demonstration

In order to confirm that the on-chip fiber switch can be used to perform op-
tical multicast and traffic grooming, the system performance is experimen-
tally investigated. Intra-node and inter-node scenarios are considered for
both optical multicast and grooming. The receiver sensitivity is measured
for multicast with different multicast group size and at different output
port pairs. Moreover, multicast and grooming with different power ratios
is investigated. At last, a combined case of simultaneous unicast, multicast
and traffic grooming is evaluated, in order to confirm the system ability to
deal with different types of switching scenarios.

Multicast and grooming characterization

Initially, a basic system characterization is performed to confirm that suc-
cessful multicast and grooming can be performed using the PIC. The ex-
perimental setup is shown in Fig. 5.12 (a). For the different scenarios in-
vestigated for characterization purposes, similar considerations apply, with
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Figure 5.12: (a) Experimental setup. Spectra at the input of the MCF for
(b) cores 1,2,7; (c) cores 3,4,5,6 and (d) spectra of all cores after switching.
(CW-continuous wave, OOK-on off keying, WSS-wavelength selective switch,
MCF-multicore fiber, RX-receiver, EDFA - Erbium-doped fiber amplifier, PC -
polarization controller).

few small differences. When traffic grooming is investigated, the different
wavelength channels are launched in the seven fiber cores. Grooming is per-
formed using the fiber switch and the groomed traffic propagates in the 2
km MCF, as shown in Fig. 5.12 (a). When multicasting is performed, a sin-
gle channel is launched in only one core propagating first in the 2 km MCF
(reversed MCF coupling from Fig. 5.12 (a)). Thus, proper multicast can be
performed using the switch (one copy sent and appropriately split at the
desired node). Inter-node grooming and multicast is performed by adding
extra 2 km MCF before the switch for grooming, and after the switch, when
multicasting.

An important thing to note is the control of the switch. The configura-
tion settings of all heaters for unicast switching have already been identified
in a previous characterization [J3], [C6]. A micro-controller board and a
feedback circuit are used to find the correct voltage setting for which dif-
ferent connections can be establish through the switch. Similarly, for the
purpose of multicast and grooming, the micro-controller is used to find the
desired voltage level for which the MZIs will perform power splitting or
combination. A thorough search enables that the settings for all possible
combinations of input and output ports, and ratios can be identified. These
values can be stored, allowing for fast dynamic reconfiguration in future.

Initially, a single channel (1550.12 nm) is used, carrying 40 Gbit/s OOK
modulated data. The channel is launched in one core of the 2-km MCF, that
is coupled to the chip where multicast is performed. First, we investigate
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Figure 5.13: Receiver sensitivity (BER=10-9) of single channel (1550.12 nm)
for performing 1:2 multicast on different output ports (top) and for different
multicast group size (bottom).

the ability to perform 1:2 multicast for six different combinations of output
port pairs. Then, we verify that similar performance can be obtained for
different size of the multicast group.

The measured receiver sensitivity (BER=10-9), for both cases is shown in
Fig. 5.13. It can be seen that for 1:2 multicast over different output ports,
similar behaviour is observed. The minor variations in the performance are
due to imperfections in the process of fine tuning the heaters for the different
paths. It is expected that this can be avoided by further optimization of the
control process. In any case, the similar performance is an indicator, that
the switch can be used to provide flexible multicast along the full range of
output ports. When the multicast group size is varied from 2 to 7 output
ports, it can be seen that this results in a negligible penalty for both intra-
node as well as inter-node multicast, confirming the ability to provide an
on-demand multicast ratio without additional equipment.

In addition, the effect of the coupling ratio on the system performance
is investigated, for both multicast and grooming scenarios. The measured
receiver sensitivities (BER=10-9) for both cases are shown in Fig. 5.14. The
receiver sensitivity of a single channel (1550.12 nm), for a 1:2 multicast, is
measured on a single fixed port (port 1) and for power splitting ratios
ranging from 10 % to 89 %. It can be seen that, for both intra-node and
inter-node multicast, the experienced penalty is negligible when the power
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Figure 5.14: Receiver sensitivity (BER=10-9) of a single channel (1550.12
nm) for performing 1:2 multicast (top) and 2:1 grooming (bottom) with dif-
ferent power ratios.

at the output port is reduced.
Similar behaviour is also observed for 2:1 grooming of two channels

(1550.12 nm and 1550.92 nm) at two input ports. The performance of a
single channel (1550.12 nm) is measured at the output of the switch (output
port 1). It can be seen that the penalty of modifying the combining ratio
is relatively small and satisfying performance can be achieved for a wide
range of power ratios. This could be exploited in a real network scenario,
where by identifying the optimal condition in different cases and using an
asymmetric ratio, the overall performance can be improved.

Combined unicast, multicast and grooming scenario

In order to verify that all functionalities such as unicast, multicast and
grooming can coexist and be simultaneously provided using the same
switch, the following combined scenario is considered. On two input cores
(input core 1 and input core 2), carrying 25 wavelength channels each, 1:2
multicast is performed. 2:1 grooming is performed on four input cores (in-
put cores 3 and 4; input cores 5 and 6), where each groomed core carries 13
or 12 spectrally non-overlapping wavelength channels. At last, one input
core (input core 7), carrying 25 wavelength channels is unicast switched.

The established paths through the switching matrix of the fiber switch
are illustrated in Fig. 5.10. The experimental setup for the combined
network scenario is shown in Fig. 5.12 (a). All wavelength channels carry
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Figure 5.15: Receiver sensitivity (BER=10-9) of all channels for three out-
put cores (output cores 1 and 2, undergoing multicast and output core 5,
undergoing grooming).

40 Gbit/s OOK modulated data. The spectra of all cores at the switch input
and output, observed through a 20-dB coupler are shown in Fig. 5.12 (b-d).
Due to the specific switching scenario considered, each core after switching
has 25 wavelength channels transmitted in the 2-km MCF.

The performance of the system is evaluated by measuring the receiver
sensitivities (BER=10-9) on all channels for two output cores that undergo
intra-node (output core 1) and inter-node (output core 2) multicast and
for one output core (output core 5) that carries groomed traffic. Fig. 5.15
shows the measured receiver sensitivity of all channels for the three output
cores. As it can be seen, error-free performance is achieved for all channels.
The variations of the measured receiver sensitivity for the different channels
are mainly due to the imperfect power equalization of the used lasers, as
well as the wavelength dependent crosstalk of the switch, as a result of the
polarization variation.

In addition, Fig. 5.16 illustrates the measured receiver sensitivity
(BER=10-9) of a single wavelength channel in all cores for the same
switching configuration. It can be seen that BER<10-9 is achieved for all
cores. The observed variations in the measured receiver sensitivity are due
to the different insertion loss and crosstalk of the MCF coupling devices, as
well as the different crosstalk that is experienced in the specific switching
configuration.
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Figure 5.16: Receiver sensitivity (BER=10-9) of a single channel
(1550.92 nm) in all cores undergoing either unicast switching, multicast or
grooming.

5.4 Summary

This chapter has addressed several important aspects of commercializing
the technologies used with the multidimensional switching nodes, proposed
as the main switching entity in the Hi-Ring architecture. First, the fea-
sibility of on-chip integration is discussed and existing work is reviewed.
Several examples of on-chip integrated switches and other components are
mentioned, including some that have been used during experimental work
described in this thesis.

Moreover, the process of integrating the hardware in the data plane with
a software defined control plane has been presented, emphasising the main
benefits of having a completely decoupled control plane. Several efforts on
integrating different types of switches used in the data plane, including fast
optical switches, as well as fiber switches, with software controllers have
been presented. Successful integration and software controlled operation
has been demonstrated.

At last, enabling advanced network functionalities has been discussed in
details. The motivation behind using optical multicast and traffic grooming
has been introduced, together with existing studies and implementation
efforts. Moreover, the benefits of optical multicast and traffic grooming
in the Hi-Ring network have been analysed in details. Using an on-chip
fiber switch, the actual implementation of these functionalities has been
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experimentally demonstrated.
Error-free performance (BER=10-9) is achieved for 1:2 multicast at dif-

ferent output port pairs, as well as for multicast with different multicast
group size (from 2 to 7) over a fixed range of output ports. In addition,
it has been shown that it is feasible to perform both multicast and traf-
fic grooming with different power ratios. Finally, error-free performance
(BER=10-9) has also been achieved in a combined network scenario deploy-
ing simultaneous switching of 5 Tbit/s in a unicast, multicast and incast
fashion.

The presented analysis and experimental results confirm once again that
both hardware component integration and hardware-software integration
hold the promise to make the proposed Hi-Ring architecture and the con-
cept of multidimensional switching, a commercially deployable solution. In
addition, such future software controlled on-chip networks can easily sup-
port a range of additional network functionalities, like optical multicast and
incast, allowing for optimized network performance.
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Chapter 6

Conclusion

Over the last decade, data center traffic has grown tremendously, resulting
in a lot of attention focussed on data center networks in general. In order
to cope with this and achieve a sustainable growth, data center operators
have been forced to look at ways to improve their current infrastructure.
The use of novel technologies and alternative solutions for scaling future
data center networks have become increasingly attractive and optics has
emerged as a viable candidate.

The need of introducing optical switching in the data center has be-
come prevalent from several reasons, the main reason being that optical
switching holds the promise of energy-efficient and bit rate independent
communication. This allows that data center networks can seamlessly scale
and maintain the pace at which data center traffic grows. Different research
proposals on hybrid and all-optical data center architectures have exploited
optical switching for various applications in the data center and demon-
strated that optics can be applied to solve many of the current challenges
that data centers face today.

In this Ph.D. thesis, the concept of optical multidimensional switching
for data center networks has been presented and a novel data center archi-
tecture, namely the Hi-Ring architecture, composed of multidimensional
switching nodes has been proposed. The overall presented work aims to
demonstrate that optical switching technologies are a promising solution
for deployment in future data center networks. The presented concepts
and results in the aforementioned chapters are summarized in the following
section. Additionally, an overview is given on future work and the aspects
worth further investigation are discussed in details.
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6.1 Summary

In Chapter 2, an overview has been given of today’s data centers. The cur-
rent organization and challenges of the deployed data center architectures
were discussed, outlining the motivation for new technologies and solu-
tions. It has been shown that data centers today struggle to cope with the
traffic growth from several aspects, including scaling and achieving energy-
efficient operation. This has motivated the work behind several proposals
on novel data center architectures based on different technologies. Data
center architectures deploying electrical switching, optical switching and
hybrid proposals have been reviewed and analysed in terms of their advan-
tages and shortcomings. As the motivation to use optical switching in the
data center starts to build up and becomes more apparent, state-of-the-art
optical switching technologies have been revised, with the aim to determine
their main features and based on that envision their possible role in future
data center architectures.

In Chapter 3, the Hi-Ring data center architecture has been presented.
The concept of optical multidimensional switching and the different switch-
ing technologies have been discussed in details. Modelling of a network
composed of these nodes has shown that several feasible node implemen-
tations exist for data centers with different number of servers. Based on
the modelled structure, the cost and power consumption of the Hi-Ring
network has been compared to a fat-tree network. It has been shown that
although the capital investment in the Hi-Ring network is higher than the
fat-tree, significant OPEX savings can be achieved by using the Hi-Ring, that
can compensate for the CAPEX difference. The feasibility of the Hi-Ring
network has also been investigated in an experimental scenario. Switching
of connections with different granularity has been performed successfully
and moreover, error-free transmission of 7 Tbit/s between nodes has been
demonstrated.

Chapter 4 has given an overview of existing optical subwavelength
switching schemes. Optical subwavelength switching is crucial in shifting
towards all-optical data center architectures and replacing electrical packet
switching. The lack of optical buffering has shown detrimental in adopting
optical packet switching paradigms and thus, the need for a new optical sub-
wavelength technology is pressing. Optical TDM switching is presented as
a viable alternative to both replace electrical packet switching and use the
best of optics. However, deployment of any optical subwavelength technol-
ogy is dependant on synchronization. The importance of synchronization
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is elaborated in details and different proposals are revised. The problem
of synchronization in the Hi-Ring network is revised and a new synchro-
nization algorithm is proposed. The algorithm is experimentally verified
and moreover, successful data plane operation is achieved when it is used
to synchronize the SDN-controlled network nodes.

In Chapter 5 the integration and provisioning of advanced network
functionalities have been discussed. First, on-chip hardware integration
has been addressed and efforts towards node integration have been pre-
sented. Commercialization of any of the aforementioned solutions, strongly
depends on hardware integration in order to reach a deployment phase.
Low footprint, reduced cost and standardized fabrication and packaging
are paramount. Another crucial characteristic is software control. Integra-
tion with an SDN platform and SDN compatibility are a must for any data
center architecture. Several efforts on software controlled switching have
been presented, confirming that the full multidimensional node could even-
tually be SDN controlled. Furthermore, the benefits of optical multicast and
incast have been analysed and their importance to the overall performance
in the Hi-Ring network has been highlighted. Provisioning of these func-
tionalities in the Hi-Ring network using an on-chip integrated fiber switch
has been experimentally demonstrated.

6.2 Future work

This thesis has addressed some of the challenges of current data centers
and proposed concepts based on optical technologies, that aim to solve
many of them. In several turns, the feasibility of these solutions has been
confirmed either through analytical studies or experimental work. Success-
ful switching of connections with different granularity, synchronized optical
TDM switching, SDN-controlled operation and enabling advanced network
functionalities such as multicast and incast are some among the main con-
tributions of this thesis.

Although the proposals presented in this thesis have been verified and
shown feasible, reaching the stage of commercial deployment still requires
that some improvements are made, both from technological and network
point of view. It has been shown that the CAPEX of the Hi-Ring network
is higher than the fat-tree network. This directly indicates that the cost of
the components of the multidimensional switching node has to be reduced.
Integration is one way to achieve this, allowing that both the fibers within
the node are eliminated and that joint powering and cooling is achieved,
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that can reduce the overall cost. Silicon photonics has already been men-
tioned as a platform that holds the promise to facilitate the development
of future SoC and NoC. Proposals of on-chip integrated devices including
switches [58,63,71,72,121–126] and additional node components [119,120]
are some of the few, whose further development can bring optical switching
technologies closer to the market.

From the experimental demonstrations on the Hi-Ring prototype and
the TDM switching, it is clear that technological development is needed to
improve the performance of the used optical switches. For a large data
center network, it is extremely important to preserve the signal integrity.
The insertion loss of all optical switches has to be optimized, so that the
use of optical amplification along the network is minimized. For the fast
optical switches, it is crucial that the crosstalk performance is satisfying,
as significant degradation can occur otherwise. In addition, careful net-
work planning is required in order to consider the physical impairments
and incorporate them in the routing and resource allocation process. Sev-
eral studies [75, 150] have already extended the work on the basic routing
and wavelength assignment (RWA) problem to include either time slots or
multicore fibers, and work of this kind is extremely important in order to
be able to develop enhanced routing algorithms.

For the deployment of optical subwavelength switching, development
of additional technologies, such as optical burst mode receivers is needed.
It is desirable that the BMR have very fast locking time, allowing that a
short preamble can be sent. The length of the preamble directly influences
the bandwidth utilization of a channel that is time shared, similar like
the switching gap of the fast optical switches. Reducing both of these,
allows that most of the bandwidth is used for actual data transmission,
making the sharing concept feasible. Additionally, BMRs operating at data
rates higher than 10 Gbit/s, such as 25Gbit/s and higher are required in
order to be able to support the current serial data rates in data centers.
Existing research work on BMRs [151] has demonstrated locking time of
several tens of nanoseconds. Future work on both system integration, as
well as enhanced receiver performance is extremely important for adopting
optical subwavelength switching.

Software controlled operation is another prerequisite for actual network
deployment. It is necessary that all network elements are integrated with
a chosen SDN controller and dynamical reconfiguration is enabled. Soft-
ware controlled operation is crucial to maximize the resource utilization.
A centralized controller with a holistic network overview can optimize the
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overall network performance as shown in [129], by reducing the blocking
and achieving higher throughput.
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Acronyms

ASIC application specific integrated circuit

AWGR arrayed waveguide grating router

BER bit error rate

BMR burst mode receiver

BPF band-pass filter

B2B back to back

CAGR compound annual growth rate

CAPEX capital expenditure

CMOS complementary metal-oxide-semiconductor

COSIGN combining optics and software defined networking in next gener-
ation data center networks

CUE carbon usage effectiveness

CW continuous wave

DAC digital to analog converter

DC data center

DCF dispersion compensation fiber

DCN data center network

DOS data center optical switch

DWDM dense wavelength division multiplexing
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ACRONYMS

EDFA Erbium-doped fiber amplifier

EPS electrical packet switching

FDL fiber delay line

FIT failure in time

FPGA field programmable gate array

GCI global cloud index

GFS Google File System

GPS Global Positioning System

HDFS Hadoop Distributed File System

HORP hybrid optoelectronic packet router

HPC high performance computing

IC integrated circuit

ICT information and communication technologies

IDC International Data Corporation

IP Internet Protocol

LCoS liquid crystal on silicon

LiNbO3 lithium niobate

LR long reach

MAC media access control

MCF multicore fiber

MEMS micro-electro-mechanical system

MMF multimode fiber

MRR micro ring resonator

MZI Mach-Zehnder interferometer
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MZM Mach-Zehnder modulator

NFV network function virtualization

NN network node

NoC network on chip

OBS optical burst switching

OCS optical circuit switching

ODL Open Daylight

OEO optical-electrical-optical

OF Open Flow

OLG optical label generator

ONOS open network operating system

OOK on off keying

OPEX operational expenditure

OPS optical packet switching

OSNR optical signal-to-noise ratio

PC personal computer

PC polarization controller

PCE path computation element

PD photo-diode

PIC photonic integrated circuit

PLC planar lightwave circuit

PLZT lanthanum-modified lead zirconate titanate

PUE power usage effectiveness

RAM random access memory
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ACRONYMS

RWA routing and wavelength assignment

RU rack unit

RX receiver

SDM space division multiplexing

SDN software defined networking

Si silicon

SiN silicon nitride

SMF single mode fiber

SN sequence number

SOA semiconductor optical amplifier

SoC system on chip

SOI silicon on insulator

SPI serial peripheral interface

SR short reach

SS slave select

TDM time division multiplexing

TE traffic engineering

TOPS throughput optimized photonically optimized embedded micropro-
cessors system

ToR top of rack

TWC tunable wavelength converter

TX transmitter

USB universal serial bus

USD United States dollar

VM virtual machine
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VNI visual networking index

WAN wide area network

WDM wavelength division multiplexing

WSS wavelength selective switch
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