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(57) ABSTRACT 
Methods for hierarchical hole-filling and depth adaptive hier
archical hole-filling and error correcting in 2D images, 3D 
images, and 3D wrapped images are provided. Hierarchical 
hole-filling can comprise reducing an image that contains 
holes, expanding the reduced image, and filling the holes in 
the image with data obtained from the expanded image. 
Depth adaptive hierarchical hole-filling can comprise prepro
cessing the depth map of a 3D wrapped image that contains 
holes, reducing the preprocessed image, expanding the 
reduced image, and filling the holes in the 3D wrapped image 
with data obtained from the expanded image. These methods 
are can efficiently reduce errors in images and produce 3D 
images from a 2D images and/or depth map information. 

10 Claims, 31 Drawing Sheets 
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HIERARCHICAL HOLE-FILLING FOR 
DEPTH-BASED VIEW SYNTHESIS IN FTV 

AND3DVIDEO 

CROSS-REFERENCE TO RELATED 
APPLICATION 

2 

This Application claims benefit under 35 USC § 119( e) of 
U.S. Provisional Patent Application Ser. No. 61/412,512 filed 
11 Nov. 2010, which is incorporated herein by reference as if 
fully set forth below in its entirety. 

BACKGROUND OF THE INVENTION 

eliminates photometric asymmetries between the left and 
right views because both views are generated from and based 
on the same original image. The inherent advantages ofDIBR 
have lead the Motion Pictures Expert Group ("MPEG") to 
include it in their standard for coding video plus depth format, 
which is known as MPEG-C part 3. As shown in FIG. 1, the 
process of producing 3D images from captured content (with 
a 3DTV system, for example) can comprise six main steps: 
3D video capturing and depth content generation 101; 3D 

10 content video coding 102; transmission 103; decoding the 
received sequences 104; generating virtual views 105; and 
displaying the stereoscopic images on the screen 106. 

With DIBR, virtual views can be generated from the refer-

Embodiments of the present invention relate generally to 
three-dimensional images, and more specifically to improved 
three-dimensional image synthesizing using depth image
based rendering (DIBR) and hierarchical hole-filling. 

15 ence image and the corresponding depth map using a process 
known as 3D wrapping. The 3D wrapping technique allows 
mapping of a pixel at a reference view to a corresponding 
pixel at a virtual view at a desired location. This can be 
accomplished by first projecting the pixels at the reference An increasing number of movies and TV programs are 

being produced and/or presented in stereoscopic 3D format. 
This trend is being driven, at least in part, by noticeable 
advances in stereoscopic display technologies. Three dimen
sional television (3DTV) and 3D mobile TV are widely con
sidered to be the future of multimedia broadcasting. 3DTV 
and other technologies can bring a more life-like and visually 25 

20 view into world coordinates using explicit geometric infor
mation from the depth map and camera parameters. The pix
els in the world coordinates can then be projected into the 
estimated virtual image coordinates to yield a 3D wrapped 

immersive experience to viewers. 
In the future, viewers may have, for example, the freedom 

image. 
To better understand DIBR, consider a reference camera Cr 

and a virtual camera Cv, as shown in FIG. 2. Further consider 
that Fr and F v are the focal lengths of the reference and the 
virtual cameras, respectively (for simplicity, Fr and F v are 
assumed to be equal, but do not have to be). Additionally, B is 

to navigate through a scene and choose multiple viewpoints. 
This is known as free-viewpoint TV (FTV). This technology 
can also be desirable and applicable to, for example and not 
limitation, movie theaters, presentations, still pictures, com
puter generated images (CGI), and animation, where viewers 
view 3D printed or projected image or motion picture. 

30 the baseline distance that separates the two cameras, and Zc is 
the convergence distance of the two cameras axis. The hori
zontal coordinates vector Xv of the virtual camera as a func
tion of the horizontal coordinate vector Xr of the reference 
camera is given by: Producing an FTV image can be complex. To produce 

stereoscopic 3D videos, for example, each individual view- 35 

point requires two videos corresponding to the left and right 
camera views. In addition, true multi-viewpoint video, such 

40 where s=-1 when the estimated view is to the left of the 

as true FTV, for example, can require up to 32 viewpoints (or 
possibly more). Consequently, capturing and broadcasting 
arbitrary viewpoints for FTV can require an unrealistically 
high number of cameras, extremely complex coding, and 
expensive processors. In addition, advances in 3D display 
technologies, such as autostereoscopic displays, require flex
ibility in the number of views and/or the ability to resize each 
view to match the display resolution. Hence, generating FTV 45 

from the multi-camera capture of a large number of views can 
be cumbersome and expensive. 

One alternative is to generate, or synthesize, the interme
diate views using view synthesis. One method of view syn
thesis is the aforementioned DIBR. In DIBR, two or more 50 

views for 3D display can be generated from a single 2D image 
and a corresponding depth map (i.e., an image or image data 
that contains information relating to the distance of the sur
faces in a scene from a particular viewpoint). 

DIBR has several advantages including, but not limited to, 55 

high bandwidth-efficiency, interactivity, easy 2D to 3D 
switching, and high computational and cost efficiency. These 
advantages make it possible for a TV, or other multimedia 
display device, to receive a 2D image and a depth map, and to 
convert the 2D image and depth map into a 3D image. In 60 

addition, through DIBR, a TV or other multimedia display 
device can receive a series of2D images and depth maps, and 
convert the 2D images and depth maps into 3D images, which 
can be shown in succession to form 3D video. 

In addition, DIBR can be accomplished using one or two 65 

cameras (less than would be required if each viewpoint was 
captured by its own camera or set of cameras). DIBR also 

reference view and s=+ 1 when the estimated view is to the 
right of the reference view, Z is a vector of the depth values at 
pixel location (xr, Yr), and his the horizontal shift in the 
camera axis which can be estimated as: 

h = -sF,B 
Z, 

In some applications the depth value is presented in terms of 
disparity maps. In such cases, the depth vector Z at a certain 
pixel location can be obtained from disparity vector D as: 

where bis the original baseline distance of the stereo camera 
pair used in the disparity calculation. Finally, the wrapping 
equation can be expressed in terms of disparity as: 
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3D wrapping does not always result in a perfect image. 
Synthesized views using 3D wrapping may contain holes for 

4 
depth image-based rendering ("DIBR"). These approaches 
can include hierarchical hole-filling ("HHF") and depth adap
tive hierarchical hole-filling ("depth adaptive HHF") and can 
eliminate the need for additional smoothing or filtering of a 
depth map. In some embodiments, these techniques can use a 
pyramid-like approach to generate lower-resolution esti
mates of the 3D wrapped image, and then can assign colors to 
the holes from that lower-resolution image. The lower-reso-
lution estimates can be made from, for example, a pseudo 
zero-canceling plus Gaussian filtering of the wrapped image. 

In some embodiments, depth adaptive HHF can incorpo
rate depth information from the depth map to produce a 
higher resolution rendering around previously occluded 
areas. HHF and depth adaptive HHF can yield virtual images 

a variety of reasons. Often, the holes are caused by disocclu
sion, which is primarily caused by two factors. Disocclusion 
can be caused, for example, by uniform sampling in the 
reference image becoming non-uniform in the desired image 
due to the virtual viewing angle. In other cases, holes can be 
caused simply because formerly occluded areas in the refer
ence image becoming visible in the virtual image. In other 
words, as the image is manipulated, features come into, and 

10 
go out of, view. Holes can also be the result of, for example 
and not limitation, inaccurate depth maps, errors in transmis
sion, or noise in the depth map or image signal. FIGS. 3a-3c 
show several examples of synthesized images immediately 
after 3D wrapping. The holes in these figures tend to appear as 
black areas and/or black lines. 15 and stereoscopic videos that are virtually free of geometric 

distortions and can provide better rendering quality both sub
jectively and objectively than traditional hole-filling 
approaches. These methods can also eliminate the noise 

The presence ofholes as the result ofDIBR is a challenging 
problem because there is little or no information that can be 
derived from the depth map or the reference camera about 
disoccluded areas. One method that has been used to attempt 
to cure this problem is Gaussian filtering of the depth map, 20 

which is generally exemplified in FIG. 4. In this method, a 
Gaussian filter smoothes sharp transitions in the depth map 
thereby reducing the size of holes in the 3D wrapped image. 
The smaller holes can then be filled using an average filter. A 
problem with this approach is that processing the depth map 25 
through smoothing results in geometric distortions, as can be 
seen in the imperfections in FIGS. Sa and Sb. 

To remedy these distortions; Zhang et al. proposed using a 
symmetric Gaussian filter followed by an average filtering of 
the image. L. Zhang & W. J. Tam, Stereoscopic Image Gen-

30 eration Based On Depth Images For 3DTV, IEEE TRANS. ON 
BROADCASTING, vol. 51, no. 2, pp. 191-199 (June 2005). One 
drawback of this approach is that it changes the original depth 
values resulting in a loss of depth cues after wrapping. This 
loss tends to lead to image distortion. 

Criminisi et al. developed an inpainting technique for hole- 35 

filling in DIBR. A. Criminisi et al., Object Removal by Exem
plar-Based Inpainting, IEEE TRANSACTIONS ON IMAGE PROCESS
ING, p. 13 (2004). Criminisi's method fills the holes by using 

resulting from 'bad" pixels in the depth map, and can elimi
nate holes formed by transmission errors and/or distorted or 
corrupted signals. 

In some embodiments of the HHF approach, lower-reso
lution estimates of a 3D wrapped image can be produced by a 
pseudo Gaussian plus zero-canceling filter. This operation 
can be referred to as a Reduce operation and, in some embodi
ments, can be repeated until there are no longer holes remain
ing in the image. In some embodiments, the lowest resolution 
image can then be expanded in an Expand operation. The 
expanded pixels can then be averaged and used to fill the holes 
in the second most reduced image. The second most reduce 
image can then be expanded. This process can be repeated 
until significantly all holes in the 3D wrapped image are 
filled. In some embodiments, the process can be repeated 
until the size of the holes, the number of holes, or both reach 
a predetermined threshold (e.g., the size or quantity at which 
they are no longer visible). 

In some embodiments, depth adaptive HHF can be used to 
reduce blur and improve image quality. Depth adaptive HHF 
can comprise, for example, preprocessing a 3D wrapped 
image to give greater weight to the background in the image 
than the foreground in the image. This step can help eliminate 
blur caused when the background and the foreground are 
simply averaged together in the Gaussian and zero elimina
tion filtering operation. After the 3D wrapped image is pre-

a texture synthesis algorithm that gives higher weights to 
linear structures in an attempt to reduce image distortion. 40 

Unfortunately, the subjective results from Criminisi's tech
nique have shown only a very slight improvement over the 
quality obtained by other methods and the resulting videos 
tend to suffer from severe flicker as a result of temporal 
inconsistencies. 45 processed to increase the weight of the background, the HHF 

process can be applied to the preprocessed image and the 
pixels from the resulting image are then used to fill holes in 
the 3D wrapped image. 

Vazquez et al. developed a technique of horizontal inter
polation to reduce holes. C. Vazquez et al., Stereoscopic 
Imaging: Filling Disoccluded Areas in Depth Image-Based 
Rendering, Society of Photo-Optical Instrumentation Engi
neers (SPIE) Conference Series, vol. 6392 (October 2006). 
However, this method tends to cause severe and undesirable 
distortion to the texture of the background. 

Thus, there is a need to produce high quality 3D images in 

These and other objects, features and advantages of the 
50 present invention will become more apparent upon reading 

the following specification in conjunction with the accompa
nying drawing figures. 

a manner that is computationally efficient and requires 
reduced bandwidth. There is also a need for a method of 55 

BRIEF DESCRIPTION OF THE FIGURES 

removing holes from a view synthesized by DIBR that does 
not distort the image, does not lead to flickering, and results in 
a high quality image. There is also a need for a method of 
removing holes from a view synthesized by DIBR when the 
image is distorted or corrupted due transmission errors and/or 
distorted or corrupted signals. It is to these issues that 
embodiments of the present invention are primarily directed. 

BRIEF SUMMARY OF THE INVENTION 

Embodiments of the present invention comprise at least 
two new approaches for error and disocclusion removal in 

FIG. 1 depicts a method of producing 3D images from 
captured content, in accordance with some embodiments of 
the present invention. 

FIG. 2 depicts an image-capture scenario for depth image-
60 based rendering (DIBR), in accordance with some embodi

ments of the present invention. 

65 

FIGS. 3a-3c depict examples of synthesized images after 
3D wrapping, in accordance with some embodiments of the 
present invention. 

FIG. 4 depicts a method of filling holes in 3D wrapped 
images utilizing Gaussian filtering (preprocessing) of the 
depth map. 
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FIGS. Sa-Sb depict 3D wrapped images that have under
gone hole-filling by a method utilizing Gaussian filtering 
(preprocessing) of the depth map. 

6 
FIG. lSb depicts a 3D wrapped image after applying HHF, 

in accordance with some embodiments of the present inven
tion. 

FIG. 6 depicts a graphical view of a method of hierarchical 
hole-filling (HHF), in accordance with some embodiments of 5 

the present invention. 

FIG. lSc depicts a 3D wrapped image after applying 
Zhang's filtering approach for hole-filing. 

FIG. lSd depicts a 3D wrapped image after applying 
Vazquez's horizontal interpolation approach for hole-filing. FIG. 7 depicts a flowchart of a method of HHF, in accor

dance with some embodiments of the present invention. 
FIG. Sa depicts a 3D wrapped image with no hole-filling 

applied. 
FIG. Sb depicts the 3D wrapped image of FIG. Sa after 

applying HHF, in accordance with some embodiments of the 
present invention. 

FIG. Sc depicts a 3D wrapped image with no hole-filling 
applied. 

FIG. Sd depicts the 3D wrapped image of FIG. Sc after 
applying HHF, in accordance with some embodiments of the 
present invention. 

FIG. Se depicts a 3D wrapped image with no hole-filling 
applied. 

FIG. Sf depicts the 3D wrapped image of FIG. Se after 
applying HHF, in accordance with some embodiments of the 
present invention. 

FIG. 9 depicts a 3D wrapped image after applying HHF, in 
accordance with some embodiments of the present invention. 

FIG. 10 depicts a flowchart of a method of depth adaptive 
HHF, in accordance with some embodiments of the present 
invention. 

FIG. 11 depicts a plot of weighting coefficients as a func
tion of disparity range, in accordance with some embodi
ments of the present invention. 

FIG. 12a depicts a 3D wrapped image after applying 
Zhang's filtering approach for hole-filling. 

FIG. 12b depicts a 3D wrapped image after applying HHF, 
in accordance with some embodiments of the present inven
tion. 

FIG. 12c depicts a 3D wrapped image after applying 
Zhang's filtering approach for hole-filling. 

FIG. 12d depicts a 3D wrapped image after applying HHF, 

FIG.16a depicts a 3D wrapped image after applying depth 
adaptive HHF, in accordance with some embodiments of the 

10 present invention. 
FIG.16b depicts a 3D wrapped image after applying HHF, 

in accordance with some embodiments of the present inven
tion. 

FIG. 16c depicts a 3D wrapped image after applying 
15 Zhang's filtering approach for hole-filing. 

20 

FIG. l6d depicts a 3D wrapped image after applying 
Vazquez's horizontal interpolation approach for hole-filing. 

FIG. 17a depicts a 3D wrapped image with no hole-filling 
applied. 

FIG. 17b depicts a 3D wrapped image after applying 
Zhang's filtering approach for hole-filing. 

FIG. 17c depicts a 3D wrapped image after applying 
Vazquez's horizontal interpolation approach for hole-filing. 

FIG. 17d depicts a 3D wrapped image after applying 
25 Criminisi's inpainting approach for hole-filing. 

FIG. 17e depicts a 3D wrapped image after applying HHF, 
in accordance with some embodiments of the present inven
tion. 

FIG. 17/ depicts a 3D wrapped image after applying depth 
30 adaptive HHF, in accordance with some embodiments of the 

present invention. 
FIGS. lSa-lSb depict peak signal-to-noise ratio (PSNR) 

comparison results for several methods of hole-filling, 
including HHF and depth adaptive HHF, in accordance with 

35 some embodiments of the present invention. 
FIGS. lSc-lSd depict structural similarity (SSIM) com

parison results for several methods of hole-filling, including 
HHF and depth adaptive HHF, in accordance with some 
embodiments of the present invention. 

in accordance with some embodiments of the present inven- 40 

ti on. DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS FIG. 12e depicts a 3D wrapped image after applying 

Zhang's filtering approach for hole-filling. 
FIG. 12/ depicts a 3D wrapped image after applying HHF, 

in accordance with some embodiments of the present inven- 45 

ti on. 

Embodiments of the present invention relate to improved 
methods for depth image based rendering ("DIBR") to pro
duce one or more 3D images from conventional 2D image 
data. Embodiments of the present invention can comprise 
hierarchical hole filling ("HHF") to reduce errors and omis
sions in intermediate image views that have been synthesized 

FIG. 13a depicts a ground truth disparity depth map of an 
image. 

FIG. 13b depicts a stereo matching algorithm depth map of 
an image. 

FIG. 13c depicts a 3D wrapped image after applying 
Zhang's filtering approach for hole-filing. 

FIG. 13d depicts a 3D wrapped image after applying HHF, 
in accordance with some embodiments of the present inven
tion. 

FIG. 14a depicts a ground truth disparity depth map of an 
image. 

FIG. l 4b depicts a stereo matching algorithm depth map of 
an image. 

FIG. 14c depicts a 3D wrapped image after applying 
Zhang's filtering approach for hole-filing. 

FIG. 14d depicts a 3D wrapped image after applying HHF, 
in accordance with some embodiments of the present inven
tion. 

FIG. lSa depicts a 3D wrapped image after applying depth 
adaptive HHF, in accordance with some embodiments of the 
present invention. 

50 from single view, 2D images. In other embodiments, the 
method can comprise depth adaptive HHF, which can incor
porate depth map information to produce high quality inter
mediate views with improved clarity. 

Although preferred embodiments of the invention are 
55 explained in detail, it is to be understood that other embodi

ments are contemplated. Accordingly, it is not intended that 
the invention is limited in its scope to the details of construc
tion and arrangement of components or methods set forth in 
the following description or illustrated in the drawings. The 

60 invention is capable of other embodiments and of being prac
ticed or carried out in various ways. Also, in describing the 
preferred embodiments, specific terminology will be resorted 
to for the sake of clarity. 

For the sake of clarity and ease of explanation, exemplary 
65 embodiments are described below in connection with the 

transmission, processing, and display of3-dimensional tele
vision ("3DTV"). Those skilled in the art will recognize, 
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however, that embodiments of the present invention are not so 
limited and could be used, for example and not limitation, for 
3D gaming, 3D movies, and 3D electronic displays. In addi
tion, applications such as mobile phones, computers, and 
tablets are also possible and contemplated herein. Embodi
ments of the present invention can also be used to effectively 
reduce or eliminate holes and errors in images caused by 
errors in transmission, processing, or other sources. 

8 
reduce the image more quickly, while using smaller blocks 
can maintain greater image data at the expense of computa
tional efficiency. In a preferred embodiment, [5x5] blocks of 
pixels are used to produce a lower-resolution image. During 
this process, while black image data is maintained (generally 
denoted with a 1), the zeros (holes) in the image do not 
influence the calculations. Thus, as the image is reduced, the 
holes are gradually eliminated. 

This operation is called a Reduce operation and, in some It must also be noted that, as used in the specification, and 
the appended claims, the singular forms "a," "an" and "the" 
include plural referents unless the context clearly dictates 
otherwise. Also, in describing the preferred embodiments, 
terminology will be resorted to for the sake of clarity. It is 
intended that each term contemplates its broadest meaning, as 
understood by those skilled in the art, and includes all tech
nical equivalents, which operate in a similar manner, to 
accomplish a similar purpose. 

10 embodiments, can be repeated until there are no longer holes 
in the most recent image. In some embodiments, the process 
can be repeated until the size of the holes, the number of 
holes, or both reach a predetermined threshold (e.g., the size 
or quantity at which they are no longer visible). In some 

15 embodiments, the image may be reduced until the holes are 
removed or a predetermined threshold is reached. 

The Reduce operation can produce a sequence of low
passed filtered images R0 , R1 ... RN, wherein R1 is a reduced 
version ofR0 , and R1 can have lower-resolution, sample den-

Ranges may be expressed herein as from "about" or 
"approximately" one particular value and/or to "about" or 
"approximately" another particular value. When such 2 range 
is expressed, another embodiment includes from the one par
ticular value and/or to the other particular value. By "com
prising" or "containing" or "including" is meant that at least 
the named compound, element, particle, or method step is 
present in the composition or article or method but, does not 
exclude the presence of other compounds, materials, par
ticles, method steps, even if the other such compounds, mate
rial, particles, method steps have the same function as what is 
named. 

20 sity, and number and/or size of holes than Ra. Similarly, R2 is 
a reduced version of Rv and so on until RN, which has been 
reduced to the point of having no holes in an embodiment of 
the present invention. The number of reduced images needed 
to eliminate the holes depends, in part, on the number and size 

25 of the holes. In other words, when an area larger than the 
sample window (e.g., a 5x5 block) contains all holes, for 
example, an in initial Reduce may not eliminate the holes in 
that particular area. As a result, the Reduce operation may 

It is also to be understood that the mention of one or more 30 

need to be repeated. 
In some embodiments, the image should be reduced until 

there are no longer visible holes in the image. In practice, N=3 
is generally sufficient to reduce or eliminate all holes for 
high-definition resolution, but this figure can be higher or 
lower depending on various parameters including, but not 

method steps does not preclude the presence of additional 
method steps, or intervening method steps, between those 
steps expressly identified. Similarly, it is also to be under
stood that the mention of one or more components in a device 
or system does not preclude the presence of additional com
ponents or intervening components between those compo
nents expressly identified. 

35 limited to, the number of holes, the number of corrupted 
pixels or depth pixels, changes in resolution, quality of the 
original image, quality of the generated depth map, and trans
mission error rates. In addition, higher values of N may be 
implemented to achieve, for example, higher resolution or 

As discussed, certain shortcomings exists in conventional 
methods for synthesizing intermediate views for use in 3D 
imaging. These shortcomings can include, for example and 
not limitation, blurring, shadowing, and poor hole filling. In 
addition, conventional methods can have high bandwidth 
requirements and high computational costs, among other 
things. What is needed, therefore, is a more efficient method 
for generating clear, error free intermediate views for 3D 45 

imaging. It is to such a method that embodiments of the 
present invention are primarily directed. 

40 higher quality in the final image. 

Embodiments of the present invention can comprise a hier
archical hole-filling (HHF) approach used to eliminate holes 
in 3D wrapped images. Embodiments of the present invention 50 

can further comprise a depth adaptive HHF ("depth adaptive 
HHF") approach that eliminates holes in a 3D wrapped image 
and provides reduced blurring and distortion in the image. 

FIG. 6 illustrates an exemplary embodiment of the HHF 
method. In some embodiments, the HHF method can com- 55 

prise an algorithm for reducing holes in intermediate views. 
To begin, lower-resolution estimates of the 3D wrapped 
image can be produced by one or more smoothing functions. 
In a preferred embodiment, the smoothing function can be a 
pseudo Gaussian plus zero-canceling filter. In other embodi- 60 

ments, the holes can be non-zero values that are, for example 
and not limitation, saturated at the highest luminance value or 
other forms of non-zero holes. In such cases, the smoothing 
function can be a pseudo Gaussian plus K-canceling filter, 
where K is the value assigned for the holes in an image. The 65 

smoothing filter can use, for example, non-zero values in an 
[XxX] block of pixels. Using larger blocks, for example, can 

The number of holes that should be removed from the 
image is highly variable and depends on, for example and not 
limitation, image size, image content, the amount of depth/ 
disparity, and post processing. In some embodiments, there
fore, the image can be reduced until the number of holes, the 
size of the holes, or the total percentage of holes in the image 
is reduced to a pre-programmed or user-selected amount. In a 
preferred embodiment, the number of remaining holes can be 
between 0% and 5% of the overall image size. Additionally, in 
some embodiments, the image can be reduced until the holes 
are reduced to a pre-programmed or user-selected size. For 
example, an image can be reduced until the holes are reduced 
in size to the point that they can no longer be detected by the 
human eye. In some embodiments, an image can be reduced 
until the holes are reduced in size to no more than 5x5 pixels. 
Both of these methods enable a manufacturer or a user to 
regulate how many Reduce operations will be run based on 
the attributes of an image. 

In some embodiments, the lowest resolution image, RN, 
can next be expanded in an Expand operation. The Expand 
operation can produce an interpolated image EN-I of a size 
equal to that of RN-I· In some embodiments, the Expand 
operation is essentially the reverse of the Reduce operation. 
During the Expand operation, for example, the holes in RN-I 

image can be filled by a Fill operation that replaces the holes 
with the corresponding pixel(s) in EN_ 1 . The resulting HHF 
image can be designated F N-I · The Expand and Fill opera-
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tions can be repeated with F N-I' F N-2 , etc. The HHF process 
is complete after all, or substantially all, the holes in the F 0 

image are filled. As discussed above, the number of accept
able holes in the F0 image can be determined by the user and 
can vary based on the desired final resolution and the quality 
of original image, among other factors and parameters. A 
flowchart depicting some embodiments of the HHF process is 
shown in FIG. 7. 

As mentioned above, the Reduce operation can use a slid- 10 
ing [XxX] window pseudo Gaussian filter to produce a lower
resolution image, however, the averaging performed by the 
filter is only done over the non-zero values in the sliding 

Rk+1[m, n] = 

10 

5 5 

~ ~ w[i, j]Am.n [i, j], if nz(Am.nl = 25 
i=l j=l 

5 5 

~~Am.n[i, j] 
i=l j=l 

nz(A) 

0, 

if nz(Am.nl < 25 

if nz(Am.nl = 0 

In some embodiments, the Expand operation can be a linear 
interpolation defined for k>O: 

window. In other words, since holes generally have a zero 
15 Thus, for a pixel [m, n] the Expand operation can be: 

value in the image data, the holes are not taken into account in 
the filter. As the filter operates, therefore, each value within 
image R1 can be computed as a weighted average of the 
non-zero values in R0 within the [XxX] window. 

2 2 
[2m+i 2n+jl 

E,[m,n] =4~ ~Ek+! -
2
-, -

2
-

i=-2)=-2 

One exception, however, is when all the values in a par- 20 

ticular window are zeros (i.e., holes). In that case, the Reduce 
operation can result in a zero value; however, this problem can 

where only terms for which 

be addressed in successive iterations. Each value within R2 

can be obtained from values within R1 by applying the same 25 

process, and the process can be further repeated for R3 , etc. 
The process can gradually reduce the number of holes from 

2m+i 2n+j 
-- and --

2 2 

Rk to Rk+I for O<k<N-1. In a preferred embodiment, a 5x5 
filter can be used, which provides adequate filtering at fairly 

30 
low computational cost, although, as mentioned, windows 
larger or smaller than 5x5 are possible. 

are integers contribute to the sum. 
In some embodiments, the Fill operation can replace the 

holes in the reduced image with an expanded hole-free ver
sion and can be defined for a pair of images Rk and Ek as 
follows: 

In the Reduce operation, if R0 is the original image, for 
example, then R1 and Rk+l in general can be computed using 
the following relation: 

In this configuration, for each pixel [ m, n] in Rk+l there can be 
a 5x5 matrix Am,m which can be defined as: 

Rd2m+l,2n+l], ... Rd2m+l,2n+5] 

Rd2m + 2, 2n + 1], ... Rd2m + 2, 2n + 5] 

Am.n = R,[2m + 3, 2n + 1], ... R,[2m + 3, 2n + 5] 

Rd2m +4, 2n + 1], ... Rk[2m +4, 2n + 5] 

Rd2m + 5, 2n + 1], ... Rd2m + 5, 2n + 5] 

Additionally, nz(Am,n) is the number of non-zeros in matrix 
Am,n and w is the (in this case) 5x5 Gaussian kernel (i.e., a 5x5 
Gaussian low pass filter). The filter mask can be designed, for 
example, such that the center pixel gets more weight than the 
neighboring pixel. The remaining terms can then be chosen 
such that their sum is 1. A Gaussian kernel could be, for 
example and not limitation: 

w=WtxWt' 

where 

Wt=[0.0500 0.2500 0.4000 0.2500 0.0500] 

And Wt' is the transpose of Wt. With these definitions, the 
Reduce operation can be defined as: 

35 For a pixel [m, n] the Fill operation can be: 

40 
{

E,[m,n], if R,[m,n]=O 
F,[m,n] = 

R, [m, n], Otherwise. 

FI GS. Sa:f show a set of 3 D wrapped virtual images. FI GS. 
Sa, Sc, and Se are images after 3D wrapping, and FIGS. Sb, 
Sd, and Sf are corresponding images after applying HHF in 

45 accordance with some embodiments of the present invention. 
As shown, the disocclusion in the 3D wrapped images can be 
eliminated as a result of applying HHF. As a result, no further 
hole-filling is generally required. 

As shown in FIG. 9, in some instance, HHF may introduce 
50 slight blurring around and/or in previously disoccluded areas. 

Subjective experiments have shown, however, that because 
one of the images is the original, unmodified image, this slight 
blur is largely unnoticeable in synthesized stereoscopic vid
eos. In order to avoid possible visual fatigue, however, a depth 

55 adaptive HHF approach can be used, which can produce 
higher resolution hole-filling and can substantially eliminate 
this blur. 

FIG. 10 is a flowchart representing a depth adaptive HHF 
approach in accordance with some embodiments of the 

60 present invention. In some embodiments, both the colored 
image and depth map image can undergo 3D wrapping. The 
wrapped depth map can then be used to generate a depth
weighted color image through depth adaptive preprocessing 
of the wrapped color image. The resulting depth processed 

65 image can then used as the starting point for HHF. The pixels 
estimated by applying HHF on the processed image can then 
be used to fill holes in the 3D wrapped image. 
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In accordance with some embodiments of the present 
invention, depth adaptive preprocessing can enhance the 
resolution around depth plane transitions (i.e., the areas most 
likely to have disocclusions ). The areas surrounding the dis
occlusions are generally not random regions of an image, but 
tend to be areas of depth plane transition (i.e., where the depth 
between two surfaces changes). Since disocclusion occurs 
around the edges of depth transition, these areas tend to be 
composed of a combination of background and foreground 
pixels. As a result, the disoccluded areas are more likely to be 1 o 
areas belonging to the background of the image, rather than 
the foreground. 

In some embodiments, foreground information can be 
blended with background information in a hierarchical fash
ion to create a seamless and natural looking synthesized view. 15 

The blur introduced around the edges of an image feature in 
HHF, for example, can be due to the fact that both background 
and foreground pixels are generally given the same weight in 
the HHF calculations. In some embodiments, therefore, this 
blur can be reduced by assigning higher weights to depth 20 

values belonging to the background pixels than to foreground 
pixels. To this end, the following mapping function can be 
used: 

12 
Of course, other weighting coefficients could be derived to 

meet a different set of constraints and are contemplated 
herein. Once the weighting coefficients for depth preprocess
ing have been derived, the resulting depth preprocessed color 
image Iprep can be expressed in terms of the wrapped image 
Iwrap as follows: 

lpeepfi,jj~w[ij}Iweapfij}. 

With regard to filling holes in an image, depth adaptive 
HHF utilizes similar steps to original HHF; however, the 
starting image can be the preprocessed image Iprep' and the 
last Fill operation can be applied to Iwrap· 

In some embodiments, starting with the preprocessed 
image Iprep' a sequence of low-passed filtered image 
sequences R0 , R1 ... RN can be produced using a combined 
Gaussian and zero elimination filtering operation (the Reduce 
operation). The number oflower-resolution images needed is 
image dependent, and the Reduce operation can be repeated 
until there are no longer holes in the most recent image. The 
Reduce operation can also be repeated until the number of 
holes in the most recent image is reduced to a certain number 
(the number can be pre-programmed or user selected), or until 
the size of holes in the most recent image is reduced to a 
certain size (the size can be pre-programmed or user 

25 selected). 

. . y ( ( I f3m= + 6 Ill w[t, J] = - 1-exp - --.- . 
a- D[t, J] 

In the mapping function, w[i, j] is the assigned weight at pixel 
location [i, j] and D[i, j] is the disparity that can be expressed 
in terms of focal length F, camera base line B and depth Z as 
follows: 

. . F,b 
D[t, J] = Z[i, j]. 

The constants y, a, and ll can be derived as follows: 

y~ 3/2(13cenea)+i)m;n 

a=i!3 Cl3ceneeel+i3m;n 

o~ 1/2(13ceneeel+i3m;n-

The values ~mim ~max' and ~center are respectively the mini
mum disparity, maximum disparity and the central disparity, 
where the central disparity is the average of the minimum and 
maximum disparities. 

FIG. 11 depicts a plot of weighting coefficients as a func
tion of a full disparity range [O, 255]. In practice, this range 
depends on the image itself as the minimum and maximum 
disparity may vary. The mapping is not random, however, and 
the coefficients in the equations have been chosen to meet the 
following constraints: 

1) Pixels with low disparity values can be considered back
ground information and can be given higher weights. The 
weights assigned can be slightly larger than one to enhance 
the background. This weight can be determined by y/ a, which 
provides a small enhancement to avoid over illumination 
distortions. 

2) Pixels with high disparity values can be considered 
foreground and are given lower weights. The weights cannot 
be too small, however, as this can cause distortions around 
holes that are caused by depth map noise. 

In some embodiments, the lowest resolution image, RN, 

can be expanded in an Expand operation. The Expand opera
tion can produce an interpolated image EN-l of a size equal to 
that ofRN_ 1 . In some embodiments, the Expand operation is 

30 essentially the reverse of the Reduce operation. During the 
expand operation, the holes in the RN-l image can be filled by 
a Fill operation that replaces the holes with the corresponding 
pixel(s) in EN_ 1 . The resulting image can be designated F N-l · 

The Expand and Fill operations can be repeated with F N- l' 
35 F N-2 , etc, until all, or substantially all, holes in the F 0 image 

are filled. The number of acceptable holes in the F 0 image can 
be determined by the user and can vary based on the desired 
final resolution and the quality of the original image, among 

40 
other things. 

Next, in some embodiments, the Fill operation can be 
applied to fill the holes in Iwrap by replacing the holes with the 
corresponding pixel in F 0 . The result can be an image with 
reduced blurring compared to some HHF images. 

In some embodiments, HHF and depth adaptive HHF can 
45 reduce the amount of bandwidth and processing time needed 

for a TV, for example, to generate 3D images that contain 
either no holes or a substantially reduced number of holes. 
Through HHF and depth adaptive HHF, a TV can therefore 
efficiently produce 3D images from 2D images and corre-

50 sponding depth maps. 
Examples of various embodiments of the present invention 

are explained below. Experimental simulations were run on a 
data set of stereo images and ground truth depth maps. Tests 
were also run on "Ballet" and "Breakdance" 3D video 

55 sequences. Images obtained by HHF and depth adaptive HHF 
were then compared to images obtained by Zhang's method, 
Criminisi's method, and Vazquez's method (all briefly 
explained above). 

60 Example 1 

HHF vs. Depth Map Smoothing 

3) The transition between low and high disparity is prefer- 65 

ably smooth, but can take other forms to accommodate vari
ous types of images, errors, or other factors. 

FIG. 12 shows the comparison between Zhang's approach 
(FIG. 12a) and DIBR using HHF (FIG. 12b). The virtual 
image yielded by HHF in FIG. 12b has substantially no geo
metric distortions. To the contrary, with regard to FIG. 12a, 
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the virtual image produced by Zhang' s filtering approach has 
obvious geometric distortions and average filtering is needed 
to eliminate additional holes. Similarly, as shown in FIGS. 
l2d and 12/, HHF substantially eliminates disocclusion with
out substantial geometric distortion. Conversely, Zhang's fil- 5 

tering approach yields images with very noticeable geometric 
distortions and some disocclusion, as shown in FIGS.12c and 
12e. 

14 
FIGS. 15d and 16d show that inpainting through Vazquez's 

horizontal interpolation causes severe distortions on the tex
ture of the background. 

Example 3 

PSNR Analysis of Stereoscopic Images 

In another test, two views of several images were synthe-Another advantage ofHHF over depth map filtering is that 
HHF is less sensitive to poor depth map estimation. The 
results shown in FIGS. 12a-12/ were all based on ground truth 
high accuracy depth maps. However, in practice, depth maps 
are often generated using a stereo matching algorithm. The 
estimate of the depth map from a stereo matching algorithm 
usually suffers from percentage of bad matching pixels. Bad 
matching pixels can be, for example, incorrect or undeter
mined depth values that exist in a depth map that was gener
ated from a stereos matching algorithm. As an example, FIG. 

lO sized from a first view of each image. The holes in the syn
thesized views were then filled by applying depth adaptive 
HHF, HHF, Zhang's depth map filtering, and Vazquez's 
inpainting through horizontal interpolation. The resulting 

15 
views were evaluated by peak signal-to-noise ratio 
("PSNR"), which is a measure of the quality of the recon
structed image, with higher output dB values denoting higher 
reconstruction quality. The resulting dB outputs are shown 
below: 

13 shows the ground truth disparity map (FIG. 13a) and the 20 

depth map obtained through a stereo matching algorithm 
(FIG. 13b). The bad matching pixels in FIG. 13b appear as 
holes and/or distortions. 

In FIG. 13c and FIG. 13d, the depth map generated by 
stereo matching (FIG. 13b) was used to estimate virtual 25 

views. The image in FIG. 13c was generated using DIBR with 
Zhang's depth map filtering while the image in FIG. 13d was 
generated using DIBR with HHF. These figures show that the 
filtering approach causes visible distortions (e.g., the black 
lines and other distortions in FIG. 13c). On the other hand, 30 

HHF generates a substantially disocclusion-free intermediate 
view. 

FIG. 14 illustrates another example of the advantages of 
HHF. FIG. 14a shows a high accuracy ground truth depth map 

35 
while FIG. 14b shows a depth map obtained by applying 
stereo matching. FIG. 14c and FIG. 14d are the rendered 
images obtained using the depth map in FIG. 14b by applying 
Zhang's filtering and HHF approaches, respectively. Holes 
and distortions are obvious using Zhang's approach (FIG. 40 

14c), while the HHF image (FIG. 14d) is substantially hole 
and distortion free. The results show that, unlike Zhang's 
filtering approach, HHF is substantially insensitive to per
centages of bad matching pixels in depth maps. 

Depth Zhang's Vazquez's 
Adaptive Depth Map Horizontal 

HHF HHF Smoothing Interpolation 

Aloe2 20.8734 20.8648 18.9927 19.1042 
AloeO 21.0221 20.9036 18.8986 20.8023 
Art2 18.8811 18.8732 18.0058 18.8721 
ArtO 18.2123 18.2077 17.7787 17.6509 
Books2 17.4163 17.3272 15.4874 15.2277 
BooksO 17.7367 17.701 17.2362 17.373 
Monopoly2 21.0825 20.9825 17.223 20.1216 
MonoployO 20.8635 20.9815 16.8117 19.7395 

From the results it is clear that depth adaptive HHF has a 
significant advantage, up to approximately 2 dB, over hori
zontal interpolation and depth map smoothing. The results 
also show that depth adaptive HHF slightly outperforms 
original HHF by approximately 0.1 to 0.3 dB. 

Example 4 

Performance Analysis of Stereoscopic Videos 

FIGS. 17a-17/show a 3D wrapped image from a "Ballet" 
sequence after applying five different hole-filing algorithms. 

Example 2 

HHF and Depth Adaptive HHF vs. Depth Map 
Smoothing and Inpainting 

45 FIG. 17a shows the image after 3D wrapping but before any 
hole-filling. FIG. 17b shows the frame when the holes are 
filled using Zhang's depth map filtering approach. The result
ing image suffers from visible geometric distortions which 
would be a source of visual discomfort. FIG. 17c shows the 

FIG. 15 and FIG. 16 each show four synthesized views 
after applying depth adaptive HHF, Zhang's depth map sym
metric filtering, and inpainting through Vazquez's horizontal 
interpolation, respectively. 

FIGS. 15a and 16a show views synthesized by depth adap
tive HHF, and FIGS. 15b and 16b show views synthesized by 
HHF. These images are of generally high quality, have sharp 
edges, and do not show substantial distortions. In FIG. 16, 
depth adaptive HHF (FIG. l 6a) shows a clearer texture recon
struction than HHF (FIG. 16b). 

FIGS. 15c and 16c show that, while Zhang's depth map 
smoothing appears to result in a clean image near the edges of 
objects, it causes severe geometric distortions. These distor
tions can be seen, for example, in the bottom-left of the 
pyramidinFIG.15candin the bowing of the leafinFIG.16c 
(the leaf in FIG. 16c is flatter than it is in the other images, 
indicating that it is geometrically distorted). 

50 frame when the holes are filled using Vazquez's inpainting 
through horizontal interpolation approach. This method 
yields an image with very obvious distortions which are tem
porally and spatially visible through significant intensity 
changes and severe flickering, which tends to be amioying to 

55 viewers. Hole-filling using Criminisi's image inpainting 
approach is shown in FIG. 17 d, and the resulting frame suffers 
from significant distortions. Moreover, Criminisi's method 
also results in severe temporal flickering. 

In addition to the poor quality, another disadvantage of 
60 using image inpainting techniques is the processing speed. 

With inpainting techniques, for example, it takes an average 
of 30 minutes to process a single frame with a resolution of 
1024x7 68 using MATLAB on a PC with 3 .0 GHz Intel Core2 
Quad CPU and 3 .25 GB of RAM. In comparison, it takes an 

65 average of only 2.3 seconds for Zhang's approach, 1.92 sec
onds for Vazquez's approach, 4.89 seconds for HHF, and 5.52 
seconds for depth adaptive HHF. 
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Embodiments of the present invention, therefore, can pro
duce high-quality 2D and 3D images from 2D images with a 
variety of inherent or induced errors (e.g., transmission or 
processing errors) with improved computational efficiency. 
This efficiency can enable the system to be used in a variety of 
devices with displays including, but not limited to, 3DTVs, 
mobile phones, iPods®, computers, and tablets. The system 
can be implemented as a software or hardware platform. 

In addition, the system can be deployed, for example, by 
the provider or at the client end. In some embodiments for 10 

example, a cable or streaming provider or a broadcaste; can 
use the system to broadcast (or stream) high quality 2D or 3D 
images. In some embodiments, the system can be used to 
provide, for example, a media server with high quality 2D or 

15 
3D media. The system can also be deployed by the end user 
(e.g., at the consumer level) in, for example and not limita
tion, enabled TVs, laptops, and tablets, or by stand alone or 
add-on receivers or players (e.g., cable or satellite boxes or 
DVRs). Thus, embodiments of the present invention have 
broad application across providers, end user, and content 
providers and can implement a wide variety of hardware and 
software platforms. 

20 

.The images of FIG. 17e and FIG. 17/ show hole-filling 
usmg HHF and depth adaptive HHF, respectively. In both 25 
examples, disocclusion is substantially eliminated without 
substantial geometric distortion, whereas the other 
approaches have very noticeable geometric distortions and 
some disocclusion. While HHF removes disocclusion blur is 
introduced around the previously disoccluded areas, a~ can be 30 
seen in FIG. 17e. The blurs are reduced in FIG. 17/because 
depth adaptive HHF is applied. 

Testing has shown that blurs resulting from HHF are often 
not visible because blurred areas will be overshadowed by 
high-resolution surroundings. The tests also show that there is 
temporal consistency in both HHF and depth adaptive HHF, 

35 

and therefore there is substantially no flickering in the result
ing videos. The geometric distortions introduced by the fil
tering and inpainting approaches, on the other hand, are vis
ible in the form of significant intensity changes and in the 40 
form of severe flickering. 

FIG. l8a and FIG. l8b show the PSNR (peak signal-to
noise ratio) comparison results for "Ballet" and 
"Breakdance" sequences, respectively. The dB curves of the 
HHF .method and depth adaptive HHF method are always 45 
supenor to those of other methods (filtering and inpainting), 
with a gain of0.9 to 2.0 dB. Similarly FIG. 18c and FIG. l8d 
show the structural similarity (SSIM) comparison for the 
"Ballet" and "Breakdance" sequences, respectively. The 
results show a significant gain in the SSIM index of the frames 50 
utilizing HHF and/or depth adaptive HHF, as compared to 
filtering and inpainting. 

While several possible embodiments are disclosed above 
and throughout this specification, embodiments of the present 
invention are not so limited. For instance, while several pos-
sible methods for HHF and depth adaptive HHF have been 
provided, other suitable methods, configurations, or combi
nations could be selected without departing from the spirit of 
embodiments of the invention. In addition, the configuration 
used for various features of embodiments of the present 
invention can be varied according to a particular type of 
display and/or multimedia scenario. Such changes are 
intended to be embraced within the scope of the invention. 

55 

60 

16 
The specific methods, method steps, systems, and other 

embodiments disclosed can be varied according to particular 
needs. Such changes are intended to be embraced within the 
scope of the invention. The presently disclosed embodiments, 
therefore, are considered in all respects to be illustrative and 
not restrictive. The scope of the invention is indicated by the 
appended claims, rather than the foregoing description, and 
all changes that come within the meaning and range of 
equivalents thereof are intended to be embraced therein. 

We claim: 
.1: A method for filling holes in a 3D wrapped image com

pnsmg: 
reducing the resolution of the 3D wrapped image until the 

number of holes, the size of the holes, or both contained 
in a reduced-resolution 3D wrapped image are below a 
predetermined threshold, wherein the predetermined 
threshold is met when the total size of the holes in the 
reduced-resolution image is between 0% and 5% of the 
total image size; 

expanding the reduced-resolution 3D wrapped image to 
produce an expanded 3D wrapped image; and 

using data from the expanded 3D wrapped image to fill 
holes in the 3D wrapped image. 

2. The method of claim 1, wherein Gaussian filtering is 
used to reduce the resolution of the 3D wrapped image. 

3. The method of claim 2, wherein pseudo hole canceling is 
used to reduce the resolution of the 3D wrapped image. 

4. The method of claim 1, wherein reducing the resolution 
of the 3D wrapped image comprises reducing the resolution 
of a first discrete section of the 3D wrapped image and there
after filtering a second discrete section of the 3D wrapped 
image. 

5. The method of claim 4, wherein the first and second 
discrete sections comprise a [5x5] pixel window. 

6. The method of claim 1, wherein the predetermined 
threshold is met when there are zero holes remaining. 

7. The method of claim 1, wherein the predetermined 
threshold is met when all holes are smaller than 5x5 pixels. 

8. A method for filling holes, correcting errors, and reduc
ing blur in a 3D wrapped image comprising: 

processing the 3D wrapped image using a wrapped depth 
map to produce a depth processed 3D wrapped image; 

reducing the resolution of the depth processed 3D wrapped 
image until the number of holes, the size of the holes, or 
both contained in a reduced-resolution, depth processed 
3D wrapped image are below a predetermined threshold, 
wherein the predetermined threshold is met when the 
total size of the holes in the reduced-resolution image is 
between 0% and 5% of the total image size; 

expanding the reduced-resolution, depth processed 3D 
wrapped image to produce an expanded, depth pro
cessed 3D wrapped image; and 

using data from the expanded, depth processed 3D 
wrapped image to fill holes in the 3D wrapped image. 

9. The method of claim 8, wherein a first pixel in the depth 
processed 3D image with a lower disparity value is given 
higher weight than a second pixel with a higher disparity 
value in the expanded, depth processed 3D wrapped image to 
reduce blur. 

~O. The method of claim 9, wherein the ration of first pixel 
weight to the second pixel weight is between 1 and 1.25 to 
reduce over illumination distortion. 

* * * * * 


