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Abstract 9 

An interactive web tool was created to simulate 100% renewable electricity supply scenarios for the South-10 

West Interconnected System (SWIS) in the south-west of Western Australia. The SWIS is isolated from other 11 

grids and currently has no available hydropower. Hence it makes a good case study of how supply and 12 

demand might be balanced on an hour-by-hour basis and grid stability maintained without the benefit of 13 

energy import/export or pumped hydroelectric storage. The tool included regional models for wind and 14 

solar power, so that hypothetical power stations were not confined to sites with existing wind farms or solar 15 

power stations, or sites with measurements of wind speed and solar radiation. A generic model for solar 16 

thermal storage and simple models for energy efficiency, distributed battery storage and power to gas 17 

storage were also developed. Due to the urgency of climate change mitigation a rapid construction schedule 18 

of completion by 2030, rather than the more common target of 2050, was set. A scenario with high wind 19 

generation, and scenarios with varying levels of solar power, wind power, distributed battery storage, 20 

energy efficiency improvements and power to gas systems were considered. The battery storage system and 21 

PV arrays were configured to provide synthetic inertia to maintain grid stability (with a small loss in 22 

capacity for each), and existing synchronous generators were kept spinning with no fuel input, adding a 23 

small increase to the electrical load demand. The level of synthetic inertia provided by battery storage was 24 

estimated for each scenario. The results indicated that a balanced mix of solar PV, solar thermal, efficiency, 25 

and storage were the most feasible to be built on a rapid time scale. The required capacity and build rate of 26 

the generation and storage systems would be reduced if energy efficiency improvements were implemented 27 

on a more rapid schedule compared to the current global improvement rate. The scenario with very high 28 
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levels of wind power (~80% generation) were found to be capable of meeting SWIS reliability criteria if very 29 

large amounts of distributed storage or some high capacity seasonal reserve generation system such as 30 

power to gas were present. High levels of battery storage capacity and efficiency improvement could be as 31 

effective as a power to gas system. It was confirmed that all scenarios provided the same or greater levels of 32 

inertia than presently provided by conventional generators. This tool showed that it is possible to examine 33 

renewable energy scenarios for regional electricity networks without high computing power. 34 

 35 

Keywords:  100 percent renewable energy simulation; Energy efficiency; Solar thermal power tower energy 36 

storage model; Power to gas storage. 37 

1. Introduction 38 

There is a growing realisation that limiting global temperature rise to 2°C above pre-industrial levels may 39 

not be a safe limit, and that 1.5°C is more appropriate [1]. The recent Paris agreement on climate change 40 

specifically emphasised the need to hold the global average temperature rise to well below 2 °C and pursue 41 

efforts to limit the rise to 1.5 °C [2]. The number of climate related human deaths by the year 2050 has 42 

recently been estimated to be around half a million [3]. Thus the need to cut greenhouse gas emissions 43 

deeply is becoming increasingly urgent. Currently electricity generation is one of the major emission sources 44 

because of our heavy reliance on fossil fuels. Ways are now being found to meet electricity service needs 45 

without high emissions, typically by using forms of renewable energy and improving energy efficiency. The 46 

most well known example of a whole country being supplied with electricity almost solely from low 47 

emission sources is Iceland, which has large scale geothermal and hydroelectric resources. Other countries 48 

that supply a large part of their electricity demand from hydroelectric resources are Uruguay, Bhutan, and 49 

Albania [4]. There have also been a number of scholarly articles published that use measured renewable 50 

energy resource data at specific locations to simulate how the large-scale electrical or total energy needs of a 51 

country, state, or region might be supplied using renewable energy generation systems on an hour-by-hour 52 

basis (eg Barrett [5], Blackburn [6], Budischak et al. [7], Connolly et al. [8], Connolly et al. [9], Elliston et al. 53 

[10], Jacobson et al. [11], Herbergs et al. [12], Hoste et al. [13], and Lehmann et al. [14]). 100% renewable 54 

electricity might be defined as meeting all electrical demand using generation from renewable energy over 55 

an extended timespan, such as one year.   Elliston et al. [10] developed 100% renewable electricity scenarios 56 

for the East coast of Australia. To a greater or lesser extent, many of these studies rely on large-scale 57 

hydroelectricity and energy imports and exports to balance supply with demand.  58 
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Hydroelectric and geothermal resources or imports from other grids may not be available on a large enough 59 

scale in many countries or regions. Instead, the available renewable energy resources are likely to be 60 

spatially and temporally variable in nature, such as sunshine and wind, and the demand also varies with 61 

time. Variable renewable energy generation is already gaining a significant presence in world electrical grids.  62 

However, to be a viable option on a global scale for eliminating nearly all greenhouse emissions, variable 63 

resources such as wind and solar must be able to go all the way, and supply 100 percent of the electricity 64 

needs of a large industrial economy.  Supply and demand must be balanced on an hourly, daily, and seasonal 65 

basis, while maintaining grid stability on sub hourly time scales. 66 

The use of energy storage technologies has been identified as having great potential to complement variable 67 

renewable energy systems and help them meet this challenge [15]. Weitemeyer et al. [16] found that for 68 

Germany, storage was needed above 50% generation by wind and solar, and seasonal storage was needed at 69 

generation levels above 80%. The use of an integrated energy supply approach, where heating, cooling and 70 

transport energy demand are included along with electrical demand, and energy can be switched between 71 

all three forms and stored, is also considered to enhance the potential for utilisation of variable renewable 72 

energy sources [17], [18], [19]. Although this study concentrated on the electrical demand only, the integrated 73 

energy approach can be utilised through what is commonly termed Power to Gas (P2G). Electricity is 74 

converted to a fuel, such as hydrogen or methane, for long term storage, and then reconverted back to 75 

electricity by burning the fuel in gas turbines, or by some other process [20]. Although the round trip 76 

efficiency is very low compared to other storage systems, the storage capacity is very high, so this approach 77 

may also have the potential to provide a seasonal storage system [16], and thus reduce the capacity required 78 

to be built in order to generate enough electricity during seasons of low wind and solar availability [21]. 79 

However, although a few pilot plants are in operation, this technology has yet to be used on a large scale and 80 

requires further technical and economic development [22]. In arid and semi arid regions, water consumed by 81 

the power to gas process could be a significant constraint, although seawater has been used as a source [22]. 82 

A portion of the water used in the P2G process can also be recycled [23], and if the P2G plant is close to a gas 83 

turbine power plant, then the CO2 emitted can be fed back into the methane conversion process. However, 84 

steps must be taken to minimise leakage of stored methane, itself a potent greenhouse gas, to the 85 

atmosphere. 86 

This study took a further step towards demonstrating the viability of variable sources by simulating how 87 

solar and wind energy might supply the South West Interconnected System (SWIS) on an hour-by-hour 88 

basis, while maintaining stability. The SWIS is an electric grid that supplies the South-West region of Western 89 

Australia (SWWA), and is a relevant case study because it is isolated from all other grids and does not 90 

currently have access to large-scale hydroelectric resources. Hence it is particularly dependent on 'spinning 91 
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reserve' being provided by fossil fuel generation to maintain stability [24]. Spinning reserve refers to 92 

reserved excess capacity of high inertial mass generators that spin in synchronisation with the grid. The 93 

reserved capacity is not used until required. Around 317 MW of spinning reserve was maintained on the 94 

SWIS grid in 2013 [25]. 95 

The SWIS is made up of a transmission network and a number of sub-transmission and distribution 96 

networks. The present configuration of energy generation systems connected to the SWIS is dominated by 97 

conventional fossil fuel power stations, with about 1600 MW of coal fired generation capacity, 1640 MW of 98 

gas fired generation capacity, and a further 1310 MW of mixed gas and liquid fuel generation capacity [26]. 99 

The main load centre is the city of Perth, which is connected to three main transmission line corridors (see 100 

Figure 2). The SWWA region also has an extensive gas supply and storage network [27], part of which is 101 

used to fuel the existing gas turbine generators.  102 

The word 'dispatchable' is commonly used to represent flexible generation systems which can adjust output 103 

according to demand, and 'non-dispatchable' to those that are variable and cannot adjust upwards to meet 104 

demand, such as wind and solar. Conventional coal fired power stations are considered to be dispatchable, 105 

but have a required minimum operational power output level. If output is below this level, they must either 106 

shut down completely to avoid damage or operate at reduced efficiency. In reality, any generation system 107 

will have a degree of dispatchability (either more or less), that might differ over different time scales. 108 

Conventional power plants also often have a maximum sustainable ramp rate, which is a measure of how 109 

fast the power output can change (either rising or falling). Exceeding this rate could lead to higher 110 

maintenance costs or damage to the plant. In general, dispatchable generators are expected to respond to 111 

changes in the output of non-dispatchable generators and changes in demand to balance the system. 112 

Conventional grids have traditionally relied on synchronous generators with a large rotational inertia for 113 

frequency stability control and fast voltage regulation for voltage stability and control. The inertia 114 

determines the initial rate of change of frequency in response to sudden changes in generator loading, before 115 

the primary and secondary stability control systems activate. The larger the inertia, the smaller the rate of 116 

change of frequency. The primary stability control systems attempt to arrest the frequency change, while the 117 

secondary control systems attempt to return the frequency to its reference value. Riesz et al. [28]  estimated 118 

that there was around 12400 MWs of inertia on average in the SWIS grid, provided predominantly by 119 

conventional fossil fuel power plants. These power plants would be retired under a 100% renewable energy 120 

scenario, leading to a large reduction of inertia in the system. Therefore alternate means must found to 121 

maintain frequency and voltage stability. One possible option is to retain some of the existing synchronous 122 

generators and keep them spinning but disconnected from their rotational energy source ('de-clutched'), in 123 
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effect acting as synchronous compensators with no fuel input. There would be a cost however. Power losses 124 

in these generators could be up to 2% of their rated power [29]. 125 

Batteries and photovoltaic systems can provide voltage control but have no intrinsic rotational inertia.  126 

However, there are ways in which they could provide fast responding active frequency stability control to 127 

compensate for the reduced system inertia. Battery storage systems have a very rapid response rate and can 128 

provide frequency stability capability, if they are maintained in a partially charged state [30]. They can also 129 

provide 'synthetic rotational inertia' or 'inertia mimicking' [31]. The findings of Knap et al. [32] suggested 130 

that the inertia constant of lithium ion batteries is at least 50 MWs per MW of output power.   131 

PV systems can already respond to increases in system frequency by decreasing generated power. They can 132 

also be deliberately operated at less than their maximum potential power at any one time, as determined by 133 

the solar irradiance. These 'de-loaded' PV systems can thus increase their generated power in response to 134 

decreasing system frequency [33]. Thus standalone PV systems could provide extra synthetic inertia during 135 

times of peak demand, but not at night. 136 

The rotating generators of solar thermal power stations can also provide inertia. However on the SWIS most 137 

solar thermal stations are likely to be far from the main load centre (the greater Perth metropolitan area). If 138 

there is no central source of inertia, then the risk of these remote generators losing synchronism with one 139 

another increases. Wind turbines can be configured to provide synthetic inertia, and can more easily recover 140 

from faults or disturbances that could cause loss of synchronism. However, the risk of faults or disturbances 141 

in the grid isolating a wind farm (and its synthetic inertia) from the main load centre increases with longer 142 

transmission distances. 143 

Vidal-Amaro et al. [34] considered grid stability for high penetration (although not 100%) renewable energy 144 

scenarios. However, absent in many previous 100 percent renewable generation simulation studies is 145 

consideration of the potential threat to system stability from loss of inertia as conventional generators are 146 

replaced by renewable energy systems. As a consequence, possible increases in the required installed 147 

capacity of renewable energy and storage technologies, in order to deploy systems to mitigate the potential 148 

for instability, are not accounted for. In this study, systems to maintain stability were implemented, and 149 

integrated into each 100% renewable energy scenario. The inertia for each scenario was estimated and 150 

compared to the 12400 MWs of inertia in the current SWIS system. It was not the intent of this study to 151 

model grid stability in detail.  Rather, in assessing how much renewable energy, storage and reserve capacity 152 

is required to supply 100% of electrical demand hour by hour, it is important that the requirements for grid 153 

stability on shorter time scales are also met. 154 
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Changing a large-scale fossil fuel dominated electricity system to run on renewable energy cannot happen 155 

overnight. While many global emission reduction studies set a target year of 2050 [35], the urgency to reduce 156 

emissions means the transition should happen more quickly. Therefore this study investigated scenarios for 157 

reliably supplying the SWIS grid with 100% renewable energy and energy efficiency by the year 2030. The 158 

required installation rate of each technology to implement such a system within this time frame was 159 

estimated, while also taking into account population growth. To be a feasible option for rapidly reducing 160 

emissions and making the SWIS 100% renewable, the required capacity for each technology must be 161 

moderate enough such that it can be installed within this short time scale. The potential of power to gas 162 

seasonal storage systems to reduce the required build was also examined. 163 

Onshore wind farms and solar photovoltaic (PV) systems were the main solar and wind technologies chosen 164 

here because these technologies are already in global large scale commercial operation, have falling costs, 165 

and as of 2015, there is already about 460 MW of onshore wind capacity and almost 500 MW of roof top solar 166 

PV capacity connected to the SWIS.  Solar thermal technology was also considered. Although not as mature 167 

as wind and solar PV, it is in smaller scale commercial operation globally, has storage capability and is 168 

considered to have a high ramping capability [36]. These characteristics make solar thermal plants 169 

dispatchable [37]. Distributed battery storage is modelled because there is already uptake of batteries by 170 

households and businesses. Improvements in energy efficiency, that reduce demand, were also considered to 171 

be integral to any renewable energy system.  172 

Although costs are not explicitly considered here, the costs of wind power and solar PV have fallen rapidly 173 

over the past decade, to the point where new build wind power in particular can compete with new build 174 

fossil fuel power stations. Mathiesen et al. [38] found that 100 percent renewable energy systems may be 175 

economically beneficial compared to fossil fuel systems. The costs of solar thermal stations are currently 176 

higher, as they are not as far along the development curve. However, Elliston et al. [39] found that the cost of 177 

a 100% renewable energy system for the national grid in Eastern Australia, including solar thermal stations, 178 

was competitive with fossil fuel based low carbon alternative systems, so a similar finding is plausible for the 179 

SWIS in Western Australia. Riesz et al. [40] found that the lowest cost renewable energy system scenarios for 180 

Australia had very high levels of wind power generation. The feasibility of such a scenario for the SWIS was 181 

investigated in this study. 182 

2. Method 183 

An interactive web based design tool was developed to enable a number of power supply system scenarios 184 

to be constructed and analysed. Models for generation of synthetic hourly values for solar radiation and 185 
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wind power for all seasons and for any location in the South-West of Western Australia have been developed 186 

previously by the authors [41] [42]. A simple model for solar thermal power generation with thermal storage 187 

was developed in this study, as it is considered to be a low emission technology that has rapid response 188 

rates. Simple models for home battery storage and energy efficiency were also developed, as these could 189 

have a significant future presence in the SWIS. All of these models were integrated into the design tool, 190 

hence scenarios could be constructed with different configurations of solar PV, solar thermal, and wind 191 

power stations, placed at various locations throughout the south-west of Western Australia, along with 192 

distributed storage and energy efficiency measures. Interactivity was achieved by coding all models in the 193 

commonly used World Wide Web page languages of Javascript and Dynamic HTML, such that the overall 194 

simulation could be run inside a web browser. 195 

Hourly values for solar radiation were generated at each location where a solar power station was placed, 196 

and hourly values for hub-height wind speed were generated at each location where a wind farm was 197 

placed. To translate these values into power generation, the behaviour of the energy collection and 198 

generation device at each location was modelled. For each scenario in the simulation, the amount of non 199 

renewable energy generation required for each hour was calculated using: 200 

 201 

nonre= Load y ,h− EEh− Pout , storage− glf rtpv Pout , rtpv−∑
n= 1

nlarge

glf n Pout ,n

 

(1) 

 202 

 203 

where nonre is the non-renewable power generation (MW), Loady,h is the simulated hourly baseline SWIS load 204 

demand at hour h for year y ≥ 2009 (MW). EEh is the load demand reduction at hour h due to any energy 205 

efficiency measures, if implemented (MW). Pout,storage is the output power from distributed storage, if present 206 

on the grid (MW). Pout,rtpv is the total output from rooftop solar connected to the grid (MW). glfrtpv is the grid 207 

loss factor for distributed rooftop PV generation. glfn is the grid loss factor for large power station n. nlarge is 208 

the number of large-scale renewable power stations on the system. Pout,n is the output power for each station 209 

(MW). Each large power station could be modelled as a fixed PV array, a wind farm, or a solar thermal farm. 210 

If distributed storage is implemented in a scenario, then the simulation attempts to adjust Pout,storage so that 211 

nonre is zero. 212 

Publicly available half hourly demand data for the SWIS over seasonal time scales were aggregated into 213 

average hourly values. The total SWIS load demand for every hour throughout the year of 2009 was used as 214 

a baseline for the load demand profile (for typical summer and winter daily profiles, see Figure 1). The year 215 
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2009 was chosen because after that time significant amounts of distributed roof top solar generation began to 216 

be connected to the grid, reducing daytime demand. The effect of future population increase on baseline 217 

power demand was modelled by multiplying the 2009 load demand by a factor reflecting compounded 218 

yearly population growth: 219 

 220 

Load y ,h= Load2009, h(1+ pop
100

)
( y− 2009)

 
(2) 

 221 

where Loady,h is the load profile for year y at hour h (MW), Load2009,h is the 2009 profile at hour h (MW), and 222 

pop is the percentage yearly population increase. pop was set to a value of 2% per year, reflecting the average 223 

growth rate of Australian greater capital cities from 2013 to 2014 [43]. y was set to 2030 to establish the 224 

implementation target year. 225 

To assess whether complete renewable energy generation had been achieved, 100 simulation runs under 226 

typical weather conditions were carried out for each scenario, and the maximum shortfall in renewable 227 

energy generation compared to the load was recorded. Two SWIS reliability standards were used to access 228 

the shortfall. The first reliability standard was taken to be a 0.05% loss of load probability (LOLP), here 229 

estimated as the fraction of time that renewable energy generation fell short of the load demand [44]. The 230 

second standard was a 0.002% shortfall in generated energy over one year. Renewable energy generation 231 

capacity was added to each scenario until these standards were met for 95 runs out of 100. 232 

Transmission losses 233 

To model generation from regional power stations, transmission losses between the stations and the load 234 

were estimated. In the SWIS system, the city of Perth is the major load centre. To approximate the losses 235 

incurred when transporting power through the grid, it was assumed that all electricity generated by each 236 

power station travelled to Perth. Up-conversion losses from each power station to the grid, and down-237 

conversion and distribution losses to the loads were each modelled as a set power percentage loss. The 238 

backbone of the SWIS grid was modelled as having several links (Figure 2). Any new power station added to 239 

the system attached a new grid link from the power station to the nearest backbone link.  All new links were 240 

assumed to use High Voltage Alternating Current (HVAC) technology, to allow easy interconnection with 241 

the existing HVAC grid. 242 
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Although cross-conversion losses between one grid link and another are likely to be lower than the up-243 

conversion losses, they were assumed to be similar for modelling simplicity. Transmission losses were 244 

represented as a power percentage loss per 1000 kilometres of transmission line. The electricity generated by 245 

a power station would typically travel over several grid links before reaching Perth. For a power station n, 1 246 

≤ n ≤ nlarge, the total grid loss was estimated using: 247 

 248 

glf n= (1− 0.01ld ) { ∏
i= 0

nlinkn− 1

(1− 0.01 lupi)}{∏
j= 1

nlinkn

e
(−

tl j d j

105 )

}
 

(3) 

 249 

where nlinkn is the number of links travelled before reaching Perth, ld is the percentage down-conversion and 250 

distribution loss, lupi is the percentage up-conversion loss from the power station when i=0 and the cross-251 

conversion loss between grid link i and grid link i+1 when i > 0, tlj is the percentage transmission loss per 252 

1000 km for grid link j, dj is the length of grid link j (km) and glfn is the total grid transmission factor (the 253 

fraction of power that reaches the end users in Perth) for the power station. glfn will be different for each 254 

power station, depending on its location, proximity to Perth, and which grid links the electricity travels 255 

through. The values used for each parameter are given in Table 1 below: 256 

 257 

Figure 1. Typical summer and winter daily load profile on the SWIS grid for the year 2009. 
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 258 

Figure 2. SWIS grid backbone links used by the model. 

Table 1. Grid conversion and transmission loss parameters. 

 

Parameter 

 

 

Description 

 

Value 

 

lup 

 

Up-conversion and cross-conversion 

loss (%) 

 

0.62a 

 

ld 

 

Step-down and distribution loss (%) 

 

9.5b 

 

tl 

 

Line loss (% per 1000 km) 

 

6.93c 

aNegra et al. [45].  bDortalina and Nadira [46] and Masoum et al. [47]. cBahrman [48]. 259 

Roof top solar PV was assumed to be scattered throughout the Perth distribution network and was subject to 260 

an 8% up-conversion and distribution loss on average [49], such that glfrtpv = 0.92. 2034 MW of existing gas or 261 

mixed fuel gas turbines situated near Perth were also retrofitted or configured to operate in synchronous 262 

compensator mode, with the gas turbines de-clutched from the synchronous generators, which have some 263 

rotational inertia. This was to provide a stable frequency reference near the load centre for the more distant 264 

generators to synchronise with, and back-up generation capacity in case of generator failures or shortfalls 265 

during periods of sustained low solar and wind availability. There is usually no fuel input to the turbines, 266 

and the extra continuous load required to keep the back-up generators spinning was estimated to be about 267 

41 MW, assuming power losses in these generators were 2% of the rated power. 268 
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Solar PV model 269 

The global solar irradiance, Ig, is the total solar power per unit area falling on a flat surface and can be 270 

divided into three components: beam (also called direct), diffuse, and reflected. The beam component has 271 

come directly from the sun, the diffuse component results from radiation that has been scattered in the 272 

atmosphere, and the reflected component results from radiation reflected off other surfaces. The diffuse and 273 

reflected components are indirect, and they have a complex relationship with the beam component, 274 

depending on clouds and atmospheric conditions. 275 

The generation of synthetic values of hourly average global solar irradiance at a particular location was 276 

based on calculation of the clear-sky beam normal irradiance, which is the beam irradiance falling on a 277 

surface perpendicular to the direction of the sun. The clear-sky diffuse and reflected components were then 278 

estimated from the clear-sky beam normal irradiance (the reflected component is usually negligible). To 279 

model the effect of clouds, all three components were modified according to an hourly "cloudiness" value 280 

that affects the amount of direct, diffuse, and reflected sunlight reaching the Earth's surface. The cloudiness 281 

values were generated randomly using a first order autoregressive algorithm, meaning that there was some 282 

dependence on the cloudiness value of the previous hour. The statistical properties of the cloudiness values 283 

were adjusted for location by calibration to measured data at 31 separate meteorological stations, and also 284 

adjusted to reflect seasonal changes. See Laslett et al. [41] for a detailed explanation of these parameters. The 285 

average Mean Bias Error (MBE) between the synthetic and measured irradiance falling on a horizontal plane 286 

was found to be -0.81%, indicating slightly conservative synthetic values. The monthly averaged irradiance 287 

Root Mean Square Error (RMSE) was 10.5%. PV systems can generally use all three components of solar 288 

radiation, but a fixed PV panel will not always be orientated perpendicular to the position of the sun as it 289 

moves through the sky, so the irradiance was recalculated each hour accounting for the changing angle of 290 

incidence between the sun and the panel. 291 

An ideal solar cell has a power output that is linearly proportional to the global solar irradiance Ig. The 292 

performance ratio (PR) is a measure of how well a cell performs compared to an ideal cell  [50]: 293 

 294 

PR=(Pout

P rated
)/( I g

1000)
 

(4) 

 295 

where Pout is the electrical output power (W), Prated is the rated output (W) and Ig is measured in Wm-2. Carr 296 

and Pryor [50] tested a number of cells in the Perth area and found PR values ranging from 0.79 to 0.93, with 297 

the highest values occurring during winter. The efficiency of solar cells has been found to decrease with 298 
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lower global irradiance and higher temperatures. To model this behaviour for fixed axis PV power stations 299 

and rooftop PV arrays, cell efficiency drop off was approximated by using an empirical expression for Pout: 300 

 301 

Pout (Ig , DOY ,h)={16250+I g
2

25000+I g
2} Ig

1000{1−
0.17

4
(1+cos (

2π
365

(DOY− 16)))(1+cos(
2π
24

(h− 14)))}Prated

 

(5) 

 302 

where DOY is the day of the year (1 to 365), h is the hour of the day and Pout will have the same units as Prated 303 

(MW for a large power station). Using this approximation, when Ig decreases toward 0 Wm-2, cell efficiency 304 

will drop to 65% of the ideal efficiency, comparable to the performance drop of a crystalline silicon PV cell 305 

[51]. During summer in the middle of the afternoon, Pout decreases further by up to 17% to account for 306 

heating related efficiency loss [51]. Both of these effects will decrease PR. 307 

For rooftop PV systems, the tilt angle from horizontal was set to be 22.6° [52], and panels were assumed to be 308 

facing northward, although in reality there will be a spread of orientations around these values. The baseline 309 

installed capacity of rooftop PV arrays was taken to be 500 MW for the start of 2016, based on an installed 310 

capacity of 571 MW at 8th March 2016 [53]. 311 

There were more than 726,000 private dwellings in the greater Perth area in 2011 [54], of which under 10% 312 

are flats, units, apartments, or other types of dwelling that might be unsuitable for rooftop PV installation. 313 

The average floor area of houses in Australia is at least 150 m2 [55]. Assuming that on average, a roof area 314 

equal to 25% of the floor area is suitable for north facing PV installation, then the total area per suitable 315 

house is 37.5 m2. The current average size of a 250 W solar PV panel is 1.65 m2, hence 22 panels could fit onto 316 

an average house, to give a maximum system size of 5.5 kW per house. If it was assumed that a 2% per year 317 

population growth rate translated into the same percentage growth in housing number, then the 653,403 318 

suitable houses (90% of 726,004)  in 2011 would grow into about 951,885 houses in 2030. Because of the 319 

spread of roof orientations, the simulation assumed a conservative total potential home rooftop capacity of 320 

3.42 GW, consisting of 3.6 kW of north facing 22.6° tilt panels installed on 950,000 homes in 2030. Another 321 

factor that might affect the capacity is that the proportion of the population living in high density housing 322 

less suitable for rooftop PV will probably increase by 2030. Conversely, solar PV energy conversion 323 

efficiencies are also likely to increase by 2030. 324 

For those scenarios with 100% renewable generation, the total PV capacity was de-loaded by 10% to enable 325 

frequency control capability. In reality, rooftop PV systems with battery storage would not need to operate in 326 

de-loaded mode (unless the battery storage level is low). If the batteries are installed behind the solar 327 

inverter, the inverter's output would still need to be limited to 90% of rated capacity for these systems, so 328 
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that the batteries can inject at least 10% (if storage level is adequate), but the PV panels can still operate up to 329 

full output when also charging the battery. Nevertheless, the total PV capacity was de-loaded, for model 330 

simplicity, and to avoid the assumption that all PV systems must be tied to a battery. 331 

Solar thermal model  332 

Solar thermal stations convert solar energy into thermal energy, which can be stored or passed into an 333 

electrical generation power block. In the areas of greatest solar resource within the SWWA, access to water 334 

could be a limiting factor, so it is preferable to use air-cooled generators, which have a lower water use 335 

requirement compared to water cooled generators. However air cooled generators have a lower efficiency. To 336 

offset this efficiency drop, solar thermal stations were modelled on power tower systems that use dual 337 

tracking heliostat mirror fields to focus sunlight onto a central tower receiver. These are considered able to 338 

achieve greater concentration of sunlight and higher temperatures than parabolic trough systems, which 339 

lead to higher efficiencies [56].  340 

A generic energy balance model was used to estimate the energy flow through the solar thermal station. 341 

Unlike flat plate PV systems, concentrating solar power stations can only utilise the direct beam component 342 

of solar irradiance. Diffuse and reflected radiation are coming from many different directions, so they not be 343 

focused on the receiver by the mirrors. Thermal storage was modelled on a two tank molten salt system. 344 

Lower temperature molten salt is stored in the 'cold' tank, before being passed through the receiver where it 345 

is heated and then stored in the 'hot' tank. Some of this higher temperature molten salt is passed through the 346 

power block where a steam turbine system uses the heat to generate electricity. This cools the molten salt and 347 

it is passed back to the cold tank. The cycle can be repeated as long as there is enough sunlight hitting the 348 

receiver to reheat the salt.  349 

The simulation attempts to maintain rated power output for as long as the combination of incoming solar 350 

radiation and heat storage allows. If the fraction of molten salt in the hot tank drops below a set operational 351 

minimum, then the thermal storage is considered to have been exhausted, and there will be no more 352 

electrical power output available from storage until the hot tank is replenished from solar radiation.  353 

The model was calibrated to the power tower model used in the System Advisor Model (SAM)[57], such that 354 

the power output RMSE compared to SAM was less than 25%, and the stored energy RMSE was less than 355 

10%. The overall solar to electric efficiency for a power tower with 15 hours storage was around 14.5%, 356 

slightly below the value of 15.8% predicted by Tyner and Wasyluk [58] for a power tower with 13 hours of 357 

storage, but close to the value of 14.6% modelled by Hinckley et al. [59] for a power tower with 6 hours of 358 
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storage using SAM. Hence the solar thermal model used in this study is slightly conservative. For a detailed 359 

description of the model, see Appendix A. 360 

Wind power model 361 

Wind is considered one of the cheapest forms of renewable energy, and renewable energy scenarios for 362 

Australia based on lowest cost have high penetrations of wind generation capacity [40]. To examine the 363 

potential for high levels of wind energy for the SWIS, a regional wind power model for the SWWA was 364 

developed, based on hourly wind speeds 50 m above the surface from the MERRA global atmospheric data 365 

base [60]. To scale these wind speeds to the hub height of the wind turbine, a spatially, diurnally and 366 

seasonally varying wind shear factor calculation algorithm was developed and calibrated to measured data. 367 

The wind power curves of individual turbines were modified and smoothed to represent the wind power 368 

output of whole wind farms consisting of these turbines. The correlation between the output of any two 369 

wind farms was also set to decrease as the distance between wind farms increased. The power output from 370 

this wind power model was compared to measured wind power generation from the six largest wind farms 371 

on the SWIS grid. The simulated values were found to have a similar distribution on hourly and daily time 372 

scales, but with conservative overall power output (Table 2). The average MBE between the yearly synthetic 373 

and measured values was -4.6%, and the average RMSE was 9.4%. For full details see Laslett et al. [42]. 374 

Table 2. Measured and simulated average yearly capacity factor (CF) for the six largest wind farms within the South West of Western 

Australia. 

Name Capacity (MW) Measured CF Simulation CF 

Grasmere 13.8  0.33 0.32 

Albany 21.6  0.32 0.32 

Mumbida 55  0.39 0.38 

Emu Downs 79.2  0.35 0.33 

Walkaway 89.1  0.43 0.37 

Collgar 206  0.37 0.33 

A number of new wind farms in the SWWA have been proposed, with a total capacity of 1482 MW (Table 3). 375 

Since the wind power model was developed to cover the SWWA region, rather than one location, the 376 

hypothetical generation from these proposed wind farms could be estimated, as well as any other site chosen 377 

for a wind farm. 378 

 379 

Table 3. Proposed wind farms in the SWWA region. 
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Name Capacity (MW) 

Dandaragan 513.4 

Warradarge 250 

Williams 210 

Nilgen 132.5 

Badgingarra 123 

Coronation 104 

Walkaway 2 94.05 

Mileannup 55 

 380 

Distributed energy storage model 381 

Distributed energy storage for the simulation was loosely based on using batteries. Losses were incurred 382 

when energy is transferred from the grid to storage, and from storage to the grid. Additionally, limits were 383 

imposed on the maximum charging and discharging rates. For those scenarios with 100% renewable 384 

generation, the storage system was not allowed to become completely full or completely empty, so as to 385 

enable frequency stability control. For battery storage systems, the state of charge is often constrained 386 

between set limits to prolong battery life. In this study, storage capacity values refer to the capacity that is 387 

usable within these constraints rather than total capacity.  The settings used are given in Table 4 below: 388 

Table 4. Distributed storage simulation properties. 

 

Maximum allowed storage level 

 

95% of rated capacity 

Minimum allowed storage level 5% of rated capacity 

Grid-to-storage conversion efficiency 89%a 

Storage-to-grid conversion efficiency 89%a 

Maximum charge rate to storage 0.2 MW per MWh of storageb 

Maximum discharge rate from storage 0.2 MW per MWh of storageb 

Self discharge rate 3% per monthc 

Synthetic inertia 10 MWs per MWh of storaged 

 

aBased on 90% round trip efficiency for Li-ion batteries [61] and 94% average PV inverter efficiency [49]. bMcCloskey [62].  cMishra et al. 389 
[63]. d0.2 MW/MWh x 50 MWs/MW [32]. 390 

Power-to-Gas (P2G) storage model 391 

Since the SWWA region already has a natural gas supply network, methane was chosen as the gas storage 392 

medium. Estimates of the efficiency of the P2G process for methane range from 49% to 80% [64]. The overall 393 
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round trip efficiency (electricity to gas and back to electricity) depends on the efficiency of the gas turbine or 394 

other electrical generation technology. Weitemeyer et al. [16] used a round trip efficiency of 30%. This study 395 

assumed that a P2G plant would only operate when there was excess renewable electricity available, and so 396 

may operate at less than full capacity. The gas turbines were also assumed to operate at part capacity in 397 

response to changes in demand. Therefore the round trip efficiency was set at a lower value of 0.2 to account 398 

for efficiency losses due to these variable operating conditions. Since electricity was converted into methane 399 

only when excess generation was available, rather than at a constant rate, the total load demand was not 400 

increased. If charge level in the distributed energy storage system became low, then the P2G system was 401 

used to recharge the distributed storage, so that the overall combined generation capacity of both distributed 402 

storage and P2G could be maintained. The P2G storage methane leakage rate was set at 0.2% per month [65]. 403 

Energy efficiency model 404 

Improving the energy efficiency of the devices that use electricity is a type of demand-side management, 405 

where the demand is permanently decreased, rather than increasing generation capacity. Modelling the 406 

improvement in instantaneous power consumption, throughout the day, for a single appliance, device or 407 

machine would be complex and dependent on individual usage patterns. However, the simulation assumed 408 

that in aggregate, these would level out, such that the saving in power demand through the day would be a 409 

constant fraction of the total load without efficiency improvements: 410 

 411 

EEh=
eepc× Loady ,h

100  

(6) 

 412 

where eepc is the percentage energy efficiency improvement. 413 

Estimates of technically possible improvements in energy efficiency vary. Backlund et al. [66] estimated 25%, 414 

while Nadel et al. [67] estimated a median value of around 33%. Chua et. al. [68] estimated a 33% 415 

improvement in air conditioning efficiency was readily achievable (air conditioning is a significant portion of 416 

the summer peak load), and Matheisen et al. [38] assumed a 50% decrease in household electricity 417 

consumption was possible by 2050. However, there is also significant household use of gas, which is not 418 

counted as part of the SWIS electrical demand. Some energy efficiency improvements could result in a shift 419 

from gas use to electricity use, for example induction cook tops replacing gas cook tops and reverse cycle air 420 

conditioning replacing gas heating. Also other barriers may prevent full implementation, and the rebound 421 

effect, where efficiency improvements encourage greater use, may also reduce savings in energy use [69]. 422 
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Therefore a middle range improvement value of eepc = 30% was used as a reference in this study, with 40% 423 

probably achievable. The current global average yearly reduction rate in energy intensity is around 1.5% 424 

[70]. If energy demand on the SWIS decreased at the same rate, then after 15 years the energy efficiency 425 

improvement would be about 20%, which was used as a lower bound. 426 

3. Results 427 

For the purpose of this study, the results of six scenarios were presented (Figures 3 to 7), although many 428 

more combinations are possible. The first scenario considered (S1) was a "small is beautiful" approach, where 429 

there is addition of more household solar and distributed storage capacity, and improvements in energy 430 

efficiency, but no more large power stations are added to the grid. Every suitable home was provided with a 431 

3.6 kW rooftop PV and 12 kWh battery storage system. Assuming there were about 950,000 suitable houses 432 

available by the time installation was complete, the total capacity was 3.42 GW of rooftop PV with 11.4 GWh 433 

of storage. The PR of the roof top PV arrays was found to vary between 0.79 and 0.93, with the highest values 434 

occurring during winter. This was consistent with the findings of Carr and Pryor [50]. The modelling of this 435 

scenario indicated that although it was not possible to generate all of the power required by the SWIS using 436 

renewable energy, on many days the demand peak was substantially reduced, and shifted to later in the 437 

evening (for example Figure 8). The storage system also significantly reduced the maximum ramp rate 438 

required from dispatchable generation to balance supply and demand from over 20 MW per minute to 439 

under 8 MW per minute. 440 

In this scenario, approximately 20 kWh per household per day on average was generated over a year. This is 441 

enough to supply the electricity use of every household on average, even without energy efficiency 442 

improvements, or moderate improvements counteracted by a shift from gas to electricity use.    443 

To achieve 100% renewable energy generation, throughout the year, using only roof top PV arrays and 444 

storage required the addition of much more PV and storage capacity (Figure 9). This scenario (S2) required 445 

19 GW of solar PV and 90.25 GWh of storage to achieve the SWIS reliability standards. This translates to 446 

about 20 kW of roof top PV and 95 kWh of storage per household. Winter was found to be the most 447 

challenging season to meet the energy demand due to the reduced availability of the solar resource and 448 

shorter day lengths. The storage requirement is at the upper end of the range of current electric vehicle 449 

battery capacities, but 20 kW of roof top PV per household is not currently feasible. However there is large 450 

untapped potential for commercial rooftop PV and the use of other surfaces. If a 250 W Solar PV panel has a 451 

surface area of 1.65 m2, then 126 km2 of solar PV arrays would be required, which is about 2.3% of the surface 452 

area of the Perth greater metropolitan area of 5386 km2 [71].  453 
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A technical difficulty for this scenario is that the current SWIS grid is designed for power to flow 454 

unidirectionally from the transmission networks to the distribution networks. Residential households are 455 

connected to one of the distribution networks and may be supplied via roof top PV and home battery storage 456 

from other homes on the same network, but there may be imbalances in the supply and demand within each 457 

individual network. Also, some commercial or industrial loads may be connected to the higher voltage sub-458 

transmission network and be inaccessible. Modification would be needed to enable bidirectional power flow 459 

between different distribution networks and the sub-transmission network.  460 

 461 

Figure 3. Scenario S1, "Small is beautiful": 3.42 GW Rooftop PV, 11.4 GWh of storage, 30% EE improvements. PV stands for photovoltaic, 

EE stands for Energy Efficiency. 

 

Figure 4. Scenario S2, "PV": 19 GW Rooftop PV, 90.25 GWh of storage, 30% EE improvements. PV stands for photovoltaic, EE stands for 

Energy Efficiency. 
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Figure 5. Scenario S3, "Solar thermal": 2.8 GW solar thermal (15h thermal storage), 6.84 GW Rooftop PV, 22.8 GWh of storage, 30% EE 

improvements. PV stands for photovoltaic, EE stands for Energy Efficiency. 

 

Figure 6. Scenario S4, "Wind": 7.947 GW wind, 6.84 GW Rooftop PV, 166.25 GWh of distributed storage, 30% EE improvements. PV 

stands for photovoltaic, EE stands for energy efficiency. 

 

Figure 7. Scenario S5, "Mixed Solar thermal and wind": 2.5 GW solar thermal (15h thermal storage), 1.947 GW wind, 6.84 GW Rooftop 

PV, 22.8 GWh of storage, 30% EE improvements. PV stands for photovoltaic, EE stands for Energy Efficiency. 
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 462 

Figure 8. Example of winter demand peak reduction using household 3.6 kW rooftop solar systems with 12 kWh storage and 30% 

energy efficiency improvement (Scenario S1). Winter was chosen for this example for comparison with other scenarios. RTPV = Rooftop 

Photovoltaic arrays. 

 463 

Figure 9. Example winter three day load profile of complete renewable energy generation using 19 GW of solar PV systems with 90.25 

GWh of storage and 30% energy efficiency improvement (Scenario S2). Winter was chosen for this example because this season was 

found to be the most challenging to meet the energy demand due to the reduced availability of the solar resource and shorter day 

lengths. 

An alternative (scenario S3) was to use solar thermal power stations with storage. In this scenario, overall 464 

household capacity reaches 3.42 GW of PV and 11.4 GWh of storage, or 3.6 kW PV and 12 kWh per home as 465 

before. The same again is added to commercial properties, to bring the total rooftop PV capacity to 6.84 GW 466 
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and storage capacity to 22.8 GWh. All further demand was met using a network of 14 solar thermal power 467 

stations, each with a capacity of 200 MW and molten salt thermal storage capacity of 15 hours.  Four solar 468 

thermal stations were located to the east of Perth, to help stabilise the grid and take advantage of the solar 469 

resource in this low rainfall region. One of the stations was located fairly close to Perth to help provide high 470 

inertia centrally located generation, which provides a stable frequency reference for synchronous stability of 471 

remote generation. The largest cluster of solar thermal stations was located north of Perth to take advantage 472 

of the better solar resource at more northerly latitudes. For this scenario, winter was again found to be the 473 

most challenging season to meet the energy demand, and there was usually excess capacity over the summer 474 

months. 475 

 476 

Figure 10. Example winter three day load profile of complete renewable energy generation using 2.5 GW of solar thermal stations (with 

15h thermal storage), 1947 MW wind power, 6.84 GW rooftop solar PV systems with 22.8 GWh of storage and 30% energy efficiency 

improvement (Scenario S5). Winter was chosen for this example because this season was found to be the most challenging to meet the 

energy demand due to the reduced availability of the solar resource and shorter day lengths. RTPV = Rooftop Photovoltaic arrays. 

A high wind power scenario was considered next. With 2% per year population increase and 30% energy 477 

efficiency improvements, the yearly average SWIS power demand by the year 2030 would be about 2.1 GW. 478 

Hence if the currently proposed wind farms were built the total wind power capacity would rise to 1947 479 

MW, which could supply around 30% of grid electrical demand assuming the overall capacity factor remains 480 

between 0.3 and 0.45, similar to the existing wind farms (see Table 2). To meet the whole demand, it was 481 

found that increasing the wind power capacity to nearly 8 GW was required, along with enough storage 482 

capacity to balance the peaks and troughs in wind power output (scenario S4). Assuming that the total 483 

rooftop PV capacity reaches 6.84 GW as in scenario S3 before, it was found that a very large storage capacity 484 

of 166.25 GWh (6.93 gigawatt days) was needed to meet the SWIS reliability criteria 95% of the time over 100 485 
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simulation runs. This equates to 175 kWh of storage per home for 950,000 homes. If the storage capacity is 486 

the same as for scenario S3 above (22.8 GWh), then the energy supply shortfall was about 3%. However, the 487 

reliability standards could be met if a P2G plant capable of converting electricity to fuel at a rate of 450 MW 488 

was installed on the grid. In this scenario, about 80% of the energy generated was from wind. 489 

Alternatively, if the currently proposed wind farms (1947 MW) were built along with solar thermal stations 490 

(scenario S5), then only 2.5 GW of solar thermal capacity needed to be built instead of 2.8 GW (Figure 10). If 491 

less distributed storage was installed, then the required solar thermal capacity increased (Figure 11). 492 
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 493 

Figure 11. Solar thermal power plant capacity required for different levels of distributed storage capacity for variations of scenario S5. 

The input power capacity of the P2G system was 450 MW with round trip efficiency of 0.2. EE stands for energy efficiency 

improvement. 

The sensitivity of the solar thermal capacity to the level of distributed storage reduced in magnitude as 494 

storage capacity decreased to very low levels or increased to very high levels. At low levels, storage was the 495 

constraining factor, and was provided by the thermal storage of the power plants. At high levels, storage had 496 

saturated and generation capacity was the constraining factor, also provided by the solar thermal power 497 

plants. 498 

If a 450 MW P2G system was installed with round trip efficiency of 20%, similar to the high wind scenario 499 

S4, then required solar thermal capacity was decreased significantly at all storage levels (Figure 11), and to 500 

1.7 GW at the reference 22.8 GWh distributed storage level. Alternatively, if no P2G system was used but 501 

energy efficiency measures were increased from 30% to 40%, then another 500 MW of solar thermal capacity 502 
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could be avoided at the reference 22.8 GWh storage level, reducing the total to 2 GW. At high storage levels 503 

this 10% increase in efficiency was almost as effective as the P2G system at reducing the required solar 504 

thermal capacity. However, if energy efficiency improvements only reached 20%, then the amount of 505 

required solar thermal capacity increased by 700 MW at the reference 22.8 GWh distributed storage level. 506 

The required capacities for each technology in each scenario were now finalised (Table 5), and the required 507 

installation schedules for each scenario could be estimated (Table 6). 508 

Table 5. Installed capacity for each 100% renewable scenario for the SWIS electrical grid. 

Scenario Energy 

efficiency 

Solar PV Distributed 

storage 

Power to gas Solar thermal Wind 

 

Current SWIS capacity 

 

- 

 

500 MW* 

 

120 MWh* 

 

- 

 

- 

 

465 MW 

 

S2 PV 

 

30% 

 

19GW 

 

90.25 GWh  

 

- 

 

- 

 

 

465 MW 

S3 Solar thermal 30% 

 

 6.84 GW 

 

22.8 GWh 

 

 

- 

2.8 GW 

 

465 MW 

S4 Wind 

 

30% 6.84 GW 166.25 GWh - - 7.947 GW 

S4  + P2G 30% 

 

6.84 GW 

 

22.8 GWh 450 MW - 7.947 GW 

S5 Mixed solar thermal and wind 30% 6.84 GW 

 

22.8 GWh 

 

- 2.5 GW 1.947 GW 

S5 + less EE 20% 

 

6.84 GW 

 

22.8 GWh 

 

 

- 

3.2 GW 

 

1.947 GW 

 

S5 + more EE 

 

40% 

 

6.84 GW 

 

22.8 GWh 

 

 

- 

2 GW 1.947 GW 

*Estimated 509 

Solar PV, wind, and battery storage have exhibited the potential for exponential growth in installed capacity, 510 

and energy efficiency improvements could be represented as a percentage reduction in energy demand. 511 

When compared to current global growth rates (Table 7), the required growth rates for these technologies 512 

were either less or similar in most cases, except for the high PV and wind scenarios S2, S4 and S4+P2G, 513 

which would require accelerated roll out of distributed storage, and wind capacity for the high wind 514 

scenarios. In all scenarios except the low efficiency scenario (S5 + less EE), to reach 30% energy efficiency 515 

improvements in 15 years would require an accelerated reduction in demand compared to the current global 516 

improvement rate. However the 2.35 to 3.35% rate of demand reduction per year seemed feasible, especially 517 

since the amount of reduction actually decreases as demand reduces. 518 
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There is currently no installed capacity of solar thermal power tower and power to gas 519 

plants on the SWIS, so an exponential growth rate for these technologies could not be 520 

quantified. These are the least mature technologies. Required installed capacity for both 521 

was reduced by high installation rates of energy efficiency improvements and distributed 522 

storage.  523 

Table 6. Yearly constant installation rates required for each 100% scenario to be completed by the year 2030. 

 

Scenario 

 

 

Energy Efficiency* 

 

Solar PV 

 

Distributed storage 

 

Power to gas 

 

Solar thermal 

 

Wind 

 

S2 PV 

 

2% 

 

1267 MW 

 

6017 MWh 

 

- 

 

- 

 

 

- 

 

S3 Solar thermal 

 

 

 

2% 

 

187 MW 

 

1520 MWh 

 

- 

 

187MW 

(or one 200MW 

plant per year for 

14 years) 

 

- 

 

S4 Wind 

 

 

2% 

 

187 MW 

 

11083 MWh 

 

- 

 

- 

 

433 MW 

 

S4 + P2G 

 

 

2% 

 

187 MW 

 

1520 MWh 

 

30 MW 

 

- 

 

433 MW  

 

S5 Mixed solar thermal and 

wind 

 

 

2% 

 

187 MW 

 

1520 MWh 

 

- 

 

167 MW 

(or one 200 MW 

plant per year for 

12 years and then 

one 100 MW 

plant) 

 

99 MW 

 

S5 + less EE 

 

 

 

1.33%  

 

187 MW 

 

1520 MWh 

 

- 

 

213 MW 

 

 

99 MW 

 

S5 + more EE 

 

 

 

2.67% 

 

187 MW 

 

1520 MWh 

 

- 

 

133 MW  

(or one 200MW 

plant per year for 

10 years) 

 

99 MW 

PV = Photovoltaic arrays, EE = Energy efficiency improvement. *% reduction of load demand with no efficiency improvements. 524 

For all of the 100% renewable energy scenarios (S2 to S5), it was found that winter was the most challenging 525 

time for the power systems, because of the lower availability of solar and wind resources, and shorter day 526 

length. Therefore significant extra capacity had to be installed, resulting in generation overcapacity during 527 

the summer months. For all of these scenarios, the reference storage capacity was 22.8 GWh. Reserving the 528 

upper and lower 5% of storage capacity to provide synthetic inertia meant that the storage system could 529 

provide at least 228 GWs of inertia, much greater than the 12.4 GWs of inertia on the present SWIS grid 530 
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(Table 8), and also absorb or supply more than 4 GW of power for 15 minutes in response to a sudden load 531 

change or generation fault. 15 minutes is enough time for the spinning reserve generators to start generating 532 

power and provide spinning reserve if required. Hence this storage system could provide frequency stability 533 

control services as well. To provide these services a portion of the storage capacity would have to be 534 

connected directly to the transmission and sub-transmission networks, rather than the distribution networks 535 

that connect most homes. The lowest storage level considered in Figure 11 was 1.24 GWh, enough to provide 536 

the same inertia as the present SWIS grid. 537 

Table  7. Yearly exponential installation rates for each 100% scenario to be completed by the year 2030. 

Scenario Energy efficiency Solar PV Battery storage Wind 

 

Current SWIS capacity 

 

- 

 

500 MW* 

 

120 MWh* 

 

465 MW 

 

Global growth rate 2015 

 

1.5%a 

 

28%b 

 

50%c 

 

17%b 

 

S2 PV 

 

2.35%  

 

27.5% 

 

55.5% 

 

- 

 

S3 Solar thermal 

 

 

2.35%  

 

19% 

 

41.9% 

 

- 

 

S4 Wind 

 

2.35%  

 

19% 

 

62% 

 

20.8%  

 

S4 + P2G 

 

2.35%  

 

19% 

 

41.9% 

 

20.8%  

 

S5 Mixed solar thermal and wind 

 

 

2.35%  

 

19% 

 

41.9% 
 
10%  

S5 + less EE 1.48%  19% 41.9% 10%  

 

S5 + more EE 

 

 

 

3.35%  

 

19% 

 

41.9% 
 

10% 

*Estimate. a% reduction in energy intensity per year [70]. b[70]. c [72].  538 

Table 8. Synthetic inertia from reserving the upper and lower 5% of storage capacity for each 100% renewable energy scenario. 

Scenario Storage (GWh) Inertia (GWs) Current SWIS inertia (GWs) 

S2 90.25 902.5 12.4 

S3 22.8 228 12.4 

S4 166.25 1662.5 12.4 

S4 + P2G 22.8 228 12.4 

S5 22.8 228 12.4 

S5 + less EE 22.8 228 12.4 

S5 + more EE 22.8 228 12.4 

 539 
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For scenarios S3 to S5, most of the large generators are far from the main load centre (the Perth area). 540 

Therefore the spinning synchronous compensator reserve close to Perth may aid the synchronous stability of 541 

the large remote generators. 542 

4. Discussion and Conclusions 543 

The results of this simulation indicated that for typical weather conditions it is feasible to supply 100% of the 544 

electrical demand of the SWIS system, projected out to the year 2030, on an hour by hour basis using a 545 

combination of energy efficiency measures, residential and commercial roof top photovoltaic systems, solar 546 

thermal power stations with heat storage, wind power and distributed battery storage systems. All of these 547 

technologies are currently available, with energy efficiency, wind, solar PV, in large scale commercial 548 

operation and battery storage approaching large scale production.  549 

 The use of battery storage enabled buffering of the variable output of solar PV and wind farms. Thus the 550 

maximum ramping rates required of the dispatchable generators could be limited. This has the potential to 551 

reduce costs during transition periods when both renewable power generators and conventional fossil based 552 

generators are connected to the grid. The reference level of storage in the 100% renewable energy scenarios 553 

(S2 to S5) meant that, as well as providing synthetic inertia, participation in primary and secondary 554 

frequency stability control services was possible. This would reduce the need to keep existing synchronous 555 

generators spinning to provide these services, however they are needed to provide a backup in the case of 556 

generation shortfall or transmission line fault. The estimated synthetic inertia for these scenarios (S2 to S5) 557 

was greater than the inertia currently on the SWIS grid, confirming that the amount of distributed battery 558 

storage is compatible with grid stability. 559 

The simulation assumed typical weather conditions in which the solar and wind resources are strongest in 560 

the summer season and weakest in the winter season, when day length is short. Similar to the findings of 561 

Elliston et al. [10], the winter evening peak period was the most difficult to supply, and there was usually 562 

large overcapacity in the summer months. If winter weather conditions are encountered that cause a 563 

shortfall in generation from solar and wind, then a reserve source of energy could be used to maintain 564 

storage levels and required generation.  565 

The results of this study indicated that a power to gas system could act as a reserve and significantly reduce 566 

either the required solar thermal and storage capacity, or both, and may be necessary for a high wind power 567 

scenario to meet SWIS reliability standards without a very large amount of storage. However this technology 568 

is still in the development stage. The balance between using more distributed storage or more P2G capacity 569 
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would be an economic decision as well as a technical one. Improving the flexibility and efficiency of P2G 570 

systems should be a priority. Improving energy efficiency reduced the capacity of solar thermal power, 571 

distributed storage or P2G needed to supply the demand. 572 

 Alternatively to P2G, a renewable energy resource that is strong during the winter months, such as wave 573 

power [73], could be utilised. Wave power technology is advancing into commercial operation and it is 574 

worthwhile modelling the potential contribution to the SWIS grid. Another possible option is the use of 575 

biomass, which can be stored on seasonal time scales until it is needed, but attracts controversy over the use 576 

of native forest wood for fuel and the substitution of food production for energy production. Oil mallee 577 

biomass [74], from land in the wheat belt that cannot be used for food, may avoid both problems. However 578 

the capacity for sustainable large-scale production must be modelled, and also biomass cannot utilise any 579 

excess summer electrical generation from solar and wind. There have been proposals for ocean water 580 

pumped hydro storage systems that utilise the height of coastal cliffs [75], as an alternative to battery 581 

storage. These could also store excess energy on seasonal time scales, and could utilise excess summer 582 

generation, although the main use is likely to be on daily time scales. 583 

The installation rates required to implement each of the scenarios differed significantly, particularly with the 584 

yearly addition of storage capacity required. The predominant wind scenario S4 required the highest uptake 585 

at almost 11.1 GWh per year, or almost 64,000 homes per year with 175 kWh of storage each, which seems 586 

unrealistic. However if a more realistic storage level was reached, and there was some other form of 587 

renewable energy available to cover the shortfall, then this scenario might be more viable, and is worth 588 

investigation as wind power is one of the lowest cost forms of renewable energy. The mixed solar thermal 589 

and wind scenario S5 had the most balanced uptake rate, with reduced uptake rates for solar thermal power 590 

stations compared to the predominant solar thermal scenario S3. Solar thermal power station technology is 591 

perhaps the least commercially mature but the requirement to build one 200 MW plant per year seems 592 

feasible. Wind power is the most commercially mature technology, however uptake rates are limited by 593 

transmission line capacity limitations and necessary approval processes even though much of the land used 594 

by wind farms can still be used for other purposes. Use of the currently proposed new wind farm projects 595 

could be expected to reduce the lead times required. Energy efficiency, roof top PV, and distributed storage 596 

can perhaps be implemented the fastest, as they require no or little extra land. The value of implementing 597 

energy efficiency measures in reducing the required generation was demonstrated in scenario S5 and should 598 

be considered one of the most effective components of a large scale renewable energy electricity system. 599 

However, further improvements in energy efficiency become more difficult as efficiency improves. 600 

The development of this interactive web browser based simulation tool allowed different scenarios to be 601 

easily considered and modified, and allowed easy accessibility. It was possible to examine renewable energy 602 
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scenarios for large regional electricity networks without high computing power, although running 100 one 603 

year simulations took several minutes to complete. Although grid stability at sub hourly time scales was not 604 

explicitly modelled, which would require more computing power, it was taken into account. However this 605 

tool cannot be used to decide precise locations for renewable energy power stations, as the solar and wind 606 

models are designed for simplicity and quick computation. Instead an idea of the scale of renewable energy 607 

capacity required can be gained. Much more detailed solar and wind resource modelling, land use mapping 608 

and transmission system planning would be required to decide the actual sites. The purpose of this tool was 609 

flexible scenario building. 610 

This study modelled a snapshot of the possible SWIS hourly demand profile in the year 2030. Faster 611 

population increase, large-scale adoption of electric vehicles or a large-scale switch from using gas to using 612 

electricity could all significantly increase the demand for electricity from the SWIS grid, and hence the need 613 

to build more renewable energy capacity and improve energy efficiency. Improvements in energy efficiency 614 

could compensate for population growth in the short to medium term. Reductions in transportation energy 615 

use would require significant uptake of public transport and reorganisation of economic activity. The rooftop 616 

area available for PV could be affected by changes in the housing mix as population grows. Conversely, 617 

improvements in PV cell efficiency will increase the capacity available for a given rooftop area. The urgency 618 

of reducing emissions is balanced by renewable energy technologies that are expanding rapidly on a global 619 

scale, which makes the task realistic. This study demonstrated the feasibility of a rapid build 100% 620 

renewable energy system for the SWIS electrical grid. 621 

If the target was delayed until 2050, more capacity may be required to meet increased demand (assuming 622 

population growth continues at the same rate), but there is also more time to gain further energy efficiency 623 

improvements, solar PV cell efficiencies are likely to increase further, perhaps wind turbine capacity factors 624 

will be greater, and there is more time to build the required capacity, so the build schedule would be more 625 

relaxed than the 2030 target. The cost of many of the technologies discussed here are falling, so they may be 626 

even cheaper by 2050. A fully renewable energy system may be built well before 2050 for purely financial 627 

reasons. An unknown factor would be that climate change may have affected the wind patterns across the 628 

SWWA to a greater extent and also the solar radiation patterns. Although an electrical system based more on 629 

distributed generation and storage could be expected to be more resilient, aiming for a 2030 target to avoid 630 

the increased risk of disruptive extreme weather events from dangerous climate change is preferable. 631 
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Appendix A. Detailed solar thermal station model 635 

The type of solar thermal technology modelled was a central tower receiver system surrounded by a field of 636 

dual-axis tracking heliostat collectors.  The central tower was linked to a thermal to electrical generation 637 

power block via a two tank molten salt thermal storage system. For each solar thermal station in a scenario, 638 

the following algorithm was used to calculate the power output and energy stored. At a particular hour of 639 

the day, the available solar radiation power input, Pin (MW), to be converted into heat and then electrical 640 

output power was calculated using: 641 

 642 

Pin= 10− 6 I bnca
 

(A1) 

 643 

where Ibn is the beam irradiance falling normal to the collector array (W/m2), and ca is the collector surface 644 

area (m2). Ibn  is obtained from the solar radiation model [41]. The required collector area is dependent on the 645 

rated power. Firstly, a reference, or 'design point', base collector area, car (m2), was calculated by assuming 646 

that the rated output power, Prated (MW), would be achieved if the sun was at the solar zenith position 647 

(directly overhead), and a reference beam normal solar irradiance Ibnref (often around 1000 W/m2) was falling 648 

on the whole collector array: 649 

 650 

car= 106 Prated

I bnref est e te  
(A2) 

  651 

where est is the design point solar-to-thermal conversion efficiency, and ete is the design point thermal-to-652 

electrical conversion efficiency. ete includes parasitic electrical power required to keep the plant operating. It 653 

can be expected that some of the collectors in the array are off line at any one time for troubleshooting or 654 

routine maintenance. In the simulation, this is assumed to be a constant percentage of the total collector area. 655 

The online fraction olf can be defined as: 656 
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 657 

olf = 1− capcdown
100

 
(A3) 

 658 

where capcdown is the average percentage of the collector array that is off line at any one time. If the solar 659 

thermal station has no storage, then the collector area required to deliver the rated power to the load at the 660 

reference beam solar irradiance was calculated as: 661 

 662 

can= car
olf

 
(A4) 

  663 

where can is the no-storage collector area (m2). For solar thermal stations with thermal storage, the collectors 664 

must provide for the energy to be stored as well as that immediately transformed into electricity, thus the 665 

collector surface area will be greater and is dependent on the rated design storage time, ts (hours). For the 666 

storage medium, the maximum energy stored per unit volume Esv (J/m3) over the rated storage time ts hours 667 

was calculated using: 668 

 669 

Esv= C v (temphot− tempcold)(1− 0.01rleak t s)  (A5) 

 670 

where Cv is the storage medium volumetric heat capacity (J m-3°C-1),  temphot is the operating temperature of 671 

the storage medium (°C) after heating, tempcold(°C) is the operating temperature of the storage medium after 672 

cooling to produce electricity, and rleak is a heat leakage loss term (% per h). The storage energy Ets (J) required 673 

to maintain the rated output power over the rated design storage time was calculated using: 674 

 675 

Ets= 3.6x109Prated

t s

ete  
(A6) 

  676 

Therefore the effective required storage medium volume svi (m3) can be calculated as the ratio of Ets and Esv: 677 

 678 
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svi=
3.6 x109 Prated ts

ete C v (temphot − tempcold )(1− 0.01 r leak ts)  

(A7) 

 679 

The final storage volume sv (m3) was calculated assuming svi must be overrated to compensate for 680 

troubleshooting and maintenance downtime: 681 

 682 

sv = svi
olf  

(A8) 

  683 

Since not all of the storage medium will always be at the heated temperature temphot, the leakage loss rate will 684 

be less than lossmax. Hence the storage medium volume has also been overrated to compensate for any 685 

foreseeable thermal losses. 686 

The total required collector area for operation and storage was calculated using the effective operational 687 

storage volume svi. To be able to load the storage medium with enough energy to provide the rated power 688 

for the rated storage time: 689 

 690 

106cas TDRest olf = 3.6x109 Pratedt s

ete

+0.01r leakt sCv(temphot− tempcold)svi
 

(A9) 

 691 

where cas is the extra collector area required for storage (m2), and TDR is the total daily radiation (MJ/m2/d), 692 

which will depend on the location, season, and the local weather. Combining with equation A7 and 693 

rearranging gives: 694 

 695 

cas=
3600t s Prated

TDR est eteolf
(1+

0.01r leak t s

1− 0.01r leak ts

)
 

(A10) 

  696 

The solar multiple, sm, can be defined as the ratio of total required collector area to collector area without 697 

storage: 698 

 699 

sm= can+cas
can  

(A11) 
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  700 

or 701 

 702 

sm= 1+
3.6 I bnref t s

1000TDR{1+
0.01r leak t s

1− 0.01r leakt s
}

 

(A12) 

 703 

At high values of solar multiple, large single unit power towers can run into limitations on tower height, 704 

receiver size and heliostat distance from the central receiver [76], hence sm was limited to a maximum value 705 

of 3.5. The total collector area ca (m2) was calculated using: 706 

 707 

ca= can× sm  (A13) 

 708 

The total effective collector area cae (m2)  is: 709 

 710 

cae= olf × ca  (A14) 

 711 

Choice of the value of TDR depends on how the solar thermal plant will be used. If a lower TDR from a 712 

typical winter day is chosen, then the solar multiple will be higher and the plant is more likely to be able to 713 

maintain output during the winter months. However the required heliostat field area and construction costs 714 

will be greater, and there will more likely be excess irradiance during the summer months, forcing some of 715 

the heliostats to move focus away from the receiver. Conversely a higher TDR will decrease the solar 716 

multiple but increase the likelihood of the plant not being able to heat all of the storage medium on a day of 717 

low TDR. 718 

The design point solar to storage conversion efficiency est was divided into two components, the design point 719 

heliostat solar field efficiency esr (or the solar-to-receiver efficiency) and the design point receiver-to-storage 720 

efficiency ert: 721 

 722 

est= esr ert  (A15) 

 723 
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Singer et al. [77]  and Gauche et al. [78] found that the heliostat solar field efficiency drops off from its 724 

design-point value at low solar altitude angles. The solar altitude angle α measures the vertical angular 725 

distance between the sun and the horizon. A heuristic equation was developed to approximate this effect (see 726 

also Fig. 12): 727 

 728 

Precin= Pin esr{0.2+sinα(0.2+ 7.8
1+12sinα)}

 

(A16) 

 729 

where Precin is the input power from the solar field to the central receiver (MW). 730 

Figure 12 

. Approximation of solar to receiver efficiency drop off with low solar altitude angle.There is also an 731 

efficiency drop when the solar power incident on the central receiver, Precin(MW), is much less than the 732 

design-point receiver input power Precr (MW), or more than Precr. A heuristic equation was developed to 733 

approximate this effect (see also Fig. 13): 734 

There is also an efficiency drop when the solar power incident on the central receiver, Precin(MW), is much 731 

less than the design-point receiver input power Precr (MW), or more than Precr. A heuristic equation was 732 

developed to approximate this effect (see also Fig. 13): 733 
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Pstorein= Precin ert{0.775+0.45
(Precin/ Precr)

1+(Precin/ Precr)
3}

 

(A17) 

 735 

where Pstorein is the power input to the thermal storage medium (MW).  The receiver was designed so that Precr 736 

is a multiple of the thermal power needed by the power block to generate Prated MW of electrical power: 737 

 738 

Precr =
Prated sm

ete  

(A18) 

 739 

If there is thermal storage, sm should be greater than 1 so that the receiver has enough capacity to transfer 740 

energy to the storage medium as well as the power block. The model also assumed that Precin did not exceed a 741 

maximum limit Precmax, which is slightly larger than Precr. Some heliostats would be focused away from the 742 

receiver if there was excess solar power input. 743 
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 744 

Figure 13. Receiver to storage efficiency drop off with low receiver input power. 

Let Preq be the power output requested by the grid (MW). Preq can range from zero to Prated. Let Pout be the 745 

actual power output of the power plant (MW). Pout can range from zero to Preq. The design point storage-to 746 

electrical-efficiency was divided into design point storage to thermal efficiency etpb, power block thermal-to-747 

electrical efficiency epb and parasitic losses: 748 
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 749 

ete= etpbepb(1− 0.01r parasitic)  
(A19) 

 750 

where rparasitic is the plant electrical parasitic loss factor (%). Wagner and Zhu [79] approximated power block 751 

efficiency decreases under part load conditions (Figure 14) with: 752 

 753 

Pout= etePstoreout (0.5628+0.8685f out− 0.5164 f out
2 +0.0844 f out

3 )
 

(A20) 

 754 

where Pstoreout is the power output from the thermal storage medium (MW) and fout = Pout/Prated. If Pstorein > Pstoreout, 755 

then energy is transferred to storage. Conversely, if Pstorein < Pstoreout, then energy is transferred from storage. As 756 

long as there is enough energy stored in the heated thermal storage medium, output power Pout is Preq. The 757 

change in heated fraction of the storage medium, Δfhot, for one time step of the simulation was estimated 758 

using: 759 

 760 

∆f hot=
3.6x109 t step(Pstorein− Pstoreout )

Cv svi(temphot− tempcold)
− 0.01r leakt step

  

(A21) 

 761 

where tstep is the time step (h). If fhot reaches 1, then it was assumed that the power plant control system would 762 

allow no further increase by defocusing some or all of the heliostat collectors. If fhot falls below a threshold 763 

fhot,shutdown, the power plant goes to stand by, then shuts down if there is no more incident solar power from the 764 

heliostats hitting the receiver. Output from the power plant is reduced to zero. If this occurs during night 765 

time, then Ibn will remain at zero until the next dawn and the power station will produce no power until 766 

then. 767 

For the power station to restart, first the heliostats must focus, then the receiver must restart, and then the 768 

power block must restart. The heliostats were set to focus on the receiver after dawn when the solar altitude 769 

angle rose above the deploy angle αdeploy. They were also set to defocus and stow before dusk when the solar 770 

altitude angle dropped below αdeploy. The receiver was set to restart once incident solar power from the 771 

heliostats reached a minimum fraction frstartup of receiver rated power Precr. The power block was set to restart 772 

once the receiver was fully operational. Both receiver and power block start ups were modelled as two stage 773 
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processes (Tables A9 and A10). The receiver was shut down if the incident solar power dropped below frstartup, 774 

which happens immediately after the heliostats stow, before dusk. 775 
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Figure 14. Storage to electrical efficiency drop off with low electrical output power. 

Table A9. Start up stages for the solar thermal power tower receiver. 

stage name time period (h) description 

0 shut down - The receiver is shut down. No thermal energy is 

transferred to storage. 

1 start up 0.2 The receiver is warming up. No thermal energy is 

transferred to storage. 

2 operating - Normal operation. Thermal energy transferred to 

storage 

Table A10. Stages for the solar thermal power tower power block. 

stage name time period (h) description 

0 shut down - Plant generates no electrical power 

1 start up 0.5 Heat transferred from storage to power block. No 

power generated. After time period is up, go to stage 

3 

2 stand by 0.5 Heat transferred from storage medium to power 

block. No power generated. If more solar power is 

being transferred to receiver, then go back to stage 3 

(operating). Otherwise, after time period is up, go to 

stage 0 (shut down). 

3 operating - Normal operation. 

 777 
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A maximum ramp rate condition and minimum operational power level was also placed on the output 778 

power Pout: 779 

 780 

− maxramp<
Pout (t)− Pout (t− t step)

60t step

<maxramp
 

(A22) 

 781 

Pout≥ f outmin Prated  
(A23) 

 782 

where maxramp is the maximum allowable ramping rate of the electrical output power (MW/min), and foutmin 783 

is the minimum operating level as a fraction of rated output power Prated. If the requested power Preq is lower 784 

than the minimum operating level, then Pout can be lowered, but the thermal power required by the power 785 

block will remain at the same level as if Pout = foutminPrated. 786 

The design-point operating temperature ranges and physical quantities used for the simulation are given in 787 

table A11 below. 788 

Table A11. Solar thermal station operating constants. 

 

Constant 

 

Description 

 

Value 

 

Ibnref reference beam normal solar irradiance 986 W/m2a 

TDR total daily radiation used to calculate solar multiple 18 MJ/m2/db 

esr solar field efficiency at design point 57.5%c 

ers receiver-to-storage efficiency at design point 92.7%c 

etpb storage to power block efficiency 99%c 

epb power block thermal to electrical efficiency at design point 41.2%c 

rparasitic electrical parasitic losses 10%d 

capcdown  average off line percentage of collector array and storage 10%e 

tempcold cooled storage medium temperature 290 °Ce 

temphot heated storage medium temperature  565 °Ce 

rleak thermal storage medium heat leakage rate 0.031% per hourf 

fhot,shutdown threshold heated fraction of thermal storage medium for shut down 0.05/storage time in hoursaa 

Cv volumetric heat capacity 2.785 MJ/m3/°Cg 

foutmin minimum operational electrical output as a fraction of Prated 0.25c 

αdeploy solar altitude angle at which heliostats deploy and stow 8°c 

frstartup minimum receiver incident power as a fraction of receiver rated power 0.25c 
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maxramp maximum ramp rate 6% of rated capacity/minh 

aSpencer [80]. bGives solar capacity factor ~0.21. cCalibration with System Advisor Model [57].dAvila et al. [81]. eSinger et al. [77]. 789 

fMadaeni et al. [82]. gBayon and Rojas [83]. hDenholm et al. [84].  790 
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Appendix B. Nomenclature 791 

αdeploy solar altitude angle at which heliostats deploy and stow 

Δfhot change in solar thermal storage heated fraction for one time step (°C) 

ca collector area (m2) 

cae  total effective collector area (m2) 

can no-storage collector area (m2) 

capcdown  average off line percentage of solar thermal collector array and storage 

car  reference collector area (m2) 

cas collector area required for storage (m2) 

Cv storage medium volumetric heat capacity (joules m-3°C-1) 

dj length of grid link j (km) 

EEh load demand reduction at hour h due to any energy efficiency measures if implemented (MW) 

epb power block thermal to electrical efficiency at design point 

ers receiver-to-storage efficiency at design point 

esr solar field efficiency at design point 

est solar thermal solar-to-storage efficiency 

Esv  maximum energy stored per unit volume (joules/m3) 

ete solar thermal storage-to-electrical efficiency 

etpb storage to power block efficiency 

Ets storage energy required to maintain rated output power over rated design storage time (joules) 

fhot fraction of storage medium heated to temphot 

fhot,shutdown threshold heated fraction of thermal storage medium for shut down 

fout  solar thermal power station electrical output as a fraction of Prated 

foutmin minimum operational electrical output as a fraction of Prated 

frstartup minimum receiver incident power as a fraction of receiver rated power 

glf grid power loss factor between power plant and load centre (Perth), or in the case of rooftop PV, the distribution loss 

factor 

HVAC High Voltage Alternating Current 

Ibn beam normal solar irradiance (W/m2) 

Ibnref reference solar beam normal irradiance 

Ig global solar irradiance (W/m2) 

ld grid step-down and distribution loss (%) 

Loady,h SWIS load demand for year y at hour h (MW) 

LOLP loss of load probability 

lossfact thermal storage loss factor (sec-1) 

lossmax maximum loss factor (W/m3) 

lup grid up-conversion and cross-conversion loss (%) 

maxramp maximum solar thermal station ramp rate (% rated capacity/min) 

MBE mean bias error 

nlarge  number of large-scale renewable power stations 
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nlink number of grid links travelled by power between power station and load centre (Perth) 

nonre non-renewable power generation (MW) 

olf online fraction  

Pin available power input from sun (W) 

pop percentage yearly population increase (% per year) 

Pout power plant actual output power (MW)  

PR performance ratio 

Prated  power plant rated output power (MW) 

Precin solar power incident on the central receiver (MW) 

Precr design-point receiver input power (MW) 

Precmax maximum receiver input power (MW) 

Preq  power plant output power requested by the grid (MW) 

Pstorein power input to thermal storage 

Pstoreout power output from thermal storage 

P2G power to gas 

PV photovoltaic 

rleak thermal storage medium heat leakage rate 

RMSE root mean square error 

rparasitic solar thermal electrical parasitic losses 

sm solar multiple 

sv final storage volume (m3) 

svi effective required storage volume (m3) 

SWIS south west interconnected system 

TDR total daily radiation (J/m2) 

tempcold cooled thermal storage medium temperature (°C) 

temphot  heated thermal storage medium temperature (°C) 

tl line power loss over one grid link (%/1000km) 

ts design storage time (h) 

tstep simulation time step (h) 

y year 
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1. 100% renewable electricity simulation developed for the south west of Western Australia. 
2. Balancing supply and demand is tough: grid is isolated and no pumped hydro capacity. 
3. Solar PV, solar thermal, wind farms, battery storage, P2G and energy efficiency used. 
4. Generic solar thermal power tower two tank thermal storage model developed. 
5. Grid inertia maintained, supply and demand balanced hour by hour throughout year. 
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Ms. Ref. No.:  RENE-D-16-03430 
Title: A large-scale renewable electricity supply system by 2030: solar, wind, energy 

efficiency, storage and inertia for the South West Interconnected System (SWIS) in Western 

Australia.  
 

Renewable Energy 
 

Reviewers' comments (in bold type) and responses: 
 

 

Reviewer #1: The article is interesting and fits for Journal's topic. 
Two main flaws must faced by the authors: 
 

- since you performed simulations a proper error analysis is required to understand the 

quality of your outcome and the error related to each assumption. 
 

Error analysis for the solar and wind models was done in previous papers. For solar 

irradiance, a sentence will be added in this paper: 
 

“The average Mean Bias Error (MBE) between the synthetic and measured irradiance falling on a 

horizontal plane was found to be -0.81%, indicating slightly conservative synthetic values. The 

monthly averaged irradiance Root Mean Square Error (RMSE) was 10.5%.” 
 

For wind power, a sentence will be added in this paper: 
 

 “The average MBE between the yearly synthetic and measured values was -4.6%, and the average 

RMSE was 9.4%.” 

 

Error analysis for the solar thermal with storage model was already reported in this paper: 
 

“The model was calibrated to the power tower model used in the System Advisor Model 

(SAM)(Wagner 2008), such that the power output Root Mean Square Error (RMSE) compared to 

SAM was less than 25%, and the stored energy RMSE was less than 10%. The overall solar to 

electric efficiency for a power tower with 15 hours storage was around 14.5%, slightly below the 

value of 15.8% predicted by Tyner and Wasyluk (2013) for a power tower with 13 hours of storage, 

but close to the value of 14.6% modelled by Hinckley et al. (2011) for a power tower with 6 hours of 

storage using SAM. Hence the solar thermal model used in this study is slightly conservative.” 
 
Thus values for energy generation were slightly conservative, meaning that the estimated 

required capacity for each technology in the scenarios to balance supply with demand 

might be slightly higher than needed. 
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- some key literature is missing, starting from the one published in this Journal as well 

as the articles published in other high-quality Journals, please include in your study: 
http://www.sciencedirect.com/science/article/pii/S0960148115302032 
http://www.sciencedirect.com/science/article/pii/S0360544216303413 
http://www.sciencedirect.com/science/article/pii/S1364032116002331 
http://www.sciencedirect.com/science/article/pii/S0360319916315063 
http://www.sciencedirect.com/science/article/pii/S1364032116311716 

 

Reference [10] in the paper covers 100% renewable energy scenarios for 50 of the states in 

the US. Hence reference [10] is more comprehensive than the suggested reference Jacobson 

et al. (2016) (S0960148115302032), which only covers the state of Washington. Both papers 

are based on the same modelling, so it seems unnecessary to include this extra reference. 
 
Article by Nastasi and Lo Basso (2016) (S0360544216303413) added to citations. 
Article by Connolly et al. (2016) (S1364032116002331) added to citations. 
 

Articles by  Uyar and Besikci (2017) (S0360319916315063) and Akuru et al. (2017) 

(S1364032116311716) not added because they do not appear to include or cite modelling 

for energy balance between supply and demand on an hourly time scale for the whole 

electrical demand of the countries studied. 
 

The reviewer considers a positive outcome of the process if those measures will be 

adopted. 
 

 

 

Reviewer #2: 1- Generally Hybrid models using Homier software, etc. has been used to 

predict the best method for electricity generation - wind, solar, bio-gas etc. How it is 

different as is compared to your model to? 
 

The design tool developed in this study was designed to allow interactive operation, and 

accessibility, and the ability to work off line. Hence, it was developed using Javascript and 

dynamic HTML, languages which most modern browsers recognise, and most modern 

computers will have a web browser. The design tool simulates a large scale grid with 

multiple wind farms and solar power plants. These wind farms and power plants can be 

sited anywhere within the south west of Western Australia. Hourly wind speed or solar 

irradiance data will be automatically generated for each particular site. 
 

Additionally, the wind power model developed here was designed to take into account the 

output power spatial correlation between multiple wind farms sited close together. 
 

In contrast, Homer is now commercial non-free software, so general accessibility is 

reduced. Homer was designed to simulate micro power systems, and is usually applied to 

small scale systems with a single wind turbine, so that taking spatial correlation into 
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account is not required. Homer requires the user to provide hourly wind speed and/or 

solar radiation data for each site. Synthetic hourly wind speed or solar irradiance data can 

be generated by Homer, but some longer time scale averaged values must still be provided 

(usually monthly). 
 

2- Is your model going to be operated as an independent power since it is not associated 

with connection other grids? 
 

Yes, the SWIS is a large electrical grid, but it is isolated, so all electrical power generation 

scenarios will operate independently. The isolation is one of the factors that make the 

SWIS an interesting case study, relevant to other isolated grids. This was already stated in 

the abstract and introduction. 
 

3- Can you give a brief description of the 2050 target as compared to your 2030 model? 

States the merits and demerit associated with the models? 
 

The following paragraph will be added: 
 

“If the target was delayed until 2050, more capacity may be required to meet increased demand 

(assuming population growth continues at the same rate), but there is also more time to gain 

further energy efficiency improvements, solar PV cell efficiencies are likely to increase further, 

perhaps wind turbine capacity factors will be greater, and there is more time to build the required 

capacity, so the build schedule would be more relaxed than the 2030 target. The cost of many of the 

technologies discussed here are falling, so they may be even cheaper by 2050. A fully renewable 

energy system may be built well before 2050 for purely financial reasons. An unknown factor would 

be that climate change may have affected the wind patterns across the SWWA to a greater extent 

and also the solar radiation patterns. Although an electrical system based more on distributed 

generation and storage could be expected to be more resilient, aiming for a 2030 target to avoid the 

increased risk of disruptive extreme weather events from dangerous climate change is preferable.” 
 

 

 

4- Authors must come up with the real descriptions for the model of SWIS, for instance 

what type of equipment/ software were used to generate the results? A description 

diagram or figure as discussed in appendix A could be a great help in understand the 

model. 
 

The model of the SWIS grid was already described in the ‘Transmission losses’ subsection 

within the method section. The authors developed their own model of the SWIS, 

consisting of main transmission lines (Figure 2), and extra local connections to new power 

stations. The load centre was assumed to be based on Perth. Transmission line losses for 

every large scale power station were estimated using equation 3. Distributed solar PV and 

storage within the SWIS network were assumed to have conversion losses. 
 


