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Abstract 

The major disadvantage of the Enhanced Distributed Channel Access (EDCA, the contention-based channel 

access function of 802.11e) is that it is unable to guarantee priority access to higher priority traffic in the 

presence of significant traffic loads from low priority users. This problem is enhanced by the continuously 

growing number of multimedia applications and the popularity of Wireless Local Area Networks (WLANs). 

Hence, solutions in scheduling multimedia traffic transmissions need to take into account both the Quality 

of Service (QoS) requirements and the Quality of Experience (QoE) associated with each application, 

especially those of urgent traffic, like telemedicine, which carries critical information regarding the patients’ 

condition. In this work, we propose an easy-to-implement token-based and self policing-based scheduling 

scheme combined with a mechanism designed to mitigate congestion. Our approach is shown to guarantee 

priority access to telemedicine traffic, to satisfy its QoS requirements (delay, packet dropping) and to offer 

high telemedicine video QoE while preventing bursty video nodes from over-using the medium. 

 

 

 

 

1. Introduction 

The IEEE 802.11e [1] ensures service differentiation via the use of four access categories (ACs), namely 

Background (BK), Best Effort (BE), Video and Voice, in increasing priority order. The ACs are 

differentiated via the use of AIFS (Arbitration Interframe Space), CW (Contention Window), and TXOP 

(Transmission Opportunity). AIFS is the minimum time interval that a station needs to sense that the 

medium is idle before transmitting; CW values are smaller for higher priority traffic, hence lower 
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priority users wait longer to retransmit after a transmission failure; TXOP is a bounded time interval 

indicating the maximum amount of time for which a terminal can initiate transmissions. A TXOP equal 

to zero means that the terminal can only transmit a single frame. 

It is clear, from the definition of the four ACs, that none of them are applicable to urgent traffic; this 

type of traffic may need absolute priority but its sparse nature does not justify the use of a dedicated 

network, not shared by other traffic, for its transmission (unless the WLAN is set up, for example, in a 

hospital). A preeminent example of such urgent traffic is telemedicine traffic, on which we focus in this 

work. Telemedicine is already being employed in many areas of healthcare (intensive neonatology, 

critical surgery, pharmacy, patient education). In addition to ambulance vehicles, it is also of critical 

importance for the provision of health care services at understaffed areas like ships, trains, airplanes, 

as well as home monitoring [2]. Mobile healthcare (M-health) is a new paradigm that brings together 

the evolution of emerging wireless communications and network technologies with the concept of 

“connected healthcare” anytime and anywhere, for a large variety of medical purposes [3-7]. To the 

best of our knowledge, the problem of guaranteeing telemedicine QoS over WLANs has rarely been 

addressed in the relevant literature; exceptions include some works which are discussed in Section 2. 

Diagnostic Losslessness (as opposed to Mathematical Losslessness, implying no loss of any digital 

information) is required for the transmission of telemedicine video, i.e., lossy compression may exist, 

as long as it does not compromise visual medical assessment in any way and hence suffices for making 

a diagnostic evaluation [8]. Telemedicine data, on the other hand, needs to be transmitted with 

Mathematical Losslessness, therefore it cannot be transmitted as BK, nor as BE traffic. Additionally, 

telemedicine video needs to be separated from regular video traffic, in order to be transmitted quickly 

and without contention with the lower priority regular videos. Although EDCA is able to prioritize 

traffic, it still provides only statistical priority access; it cannot guarantee priority access to high priority 

traffic, especially in the presence of significant traffic loads from low priority users. Hybrid 

Coordination function Controlled channel Access (HCCA), the polling-based channel access function of 
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802.11e, does provide guaranteed services and therefore outperforms EDCA when centralized access 

is possible. However, not only does it incur overhead and has complicated software architecture, but 

also recent work [9] shows that the performance of EDCA can be clearly better than that of HCCA for 

Variable Bit Rate (VBR) video streams, particularly in multi-collision domains where APs in neighboring 

basic service sets poll the stations in the overlapping area, resulting in collisions.  

For these reasons, this paper focuses on the improvement of EDCA for the transmission of various 

types of telemedicine traffic, with QoS guarantees. A comparison with HCCA will, however, be 

presented in order to discuss the efficiency of our approach. 

We specifically focus on the transmission of four different and crucial, in nature, types of telemedicine 

traffic. We propose the addition of a new Access Category in EDCA, namely URgent traffic (UR), which 

acquires its own AIFS and TXOP values, where AIFS is constant and TXOP is defined via self-policing. All 

types of telemedicine traffic are transmitted as UR traffic in our scheme. In our new scheduling 

scheme for telemedicine and regular multimedia traffic, we propose the mitigation of congestion by:  

a) utilizing the H.264 or H.265 video decoding procedure, in order to selectively drop packets of lesser 

importance for regular video users. 

b) defining a new QoS metric to be used by each video node in order to estimate the current 

congestion level, and discussing another metric as a possible candidate. The basic idea of our scheme 

is to force regular video users to have the worst possible acceptable QoS. This will allow urgent traffic 

the necessary "room" to be transmitted without having its QoS requirements violated. 

Our scheme is compared with EDCA and shown to significantly improve the channel utilization, under 

both light and heavy traffic loads. It is also shown to provide significantly better QoE than EDCA. An 

important advantage of our scheme is that the proposed modifications to EDCA, although major in 

essence, are easy to implement. Our scheme is also compared with HCCA and shown to provide at 

least comparable and often better results.  
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2. Related Work 

Although there are several studies in the literature, especially recently, on medical video streaming, 

few of them have focused on scheduling for WLANs. 

Recent research efforts on different types of networks include [10-13], which focus on the problem of 

medical video streaming over 4G cellular networks, as well as [14], which proposes a framework for 

transmitting medical multimedia over cognitive radio networks. 

The majority of the existing work on Medium Access Control (MAC) protocols for WLANs has focused 

on the transmission of integrated voice and data traffic. The problem of transmitting video traffic 

along with voice and data has received attention in the past decade [15-17]. The authors in [15, 17] 

proposed alternate approaches for defining the length of the TXOP. In [15], TXOP is calculated based 

on the number of MAC service data units (MSDUs) in the current queue of each station. In [17], the 

authors use a window w of already known real queue length measurements to tune their estimation of 

the TXOP. However, both of these approaches are insufficient for bursty video traffic. The reasons are 

that: a) the current queue length may be irrelevant to the size of the next video frame, leading to a 

quite false estimate, and b) history information does not provide an adequate estimation on the future 

behavior of the video source, especially for short video sequences.  

In [18] the authors proposed a cross-layer design technique for transmitting telemedicine over WLANs. 

However, their scheme does not consider the transmission of telemedicine data and assumes that the 

only video traffic transmitted in the network is telemedicine video. Their proposal also uses a complex 

three-layer approach in order to guarantee bandwidth to telemedicine applications; in a scenario with 

multiple types of regular and telemedicine traffic this approach can be both time-consuming and lead 

the system to bandwidth starvation.  
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In [19] the authors proposed the use of two channels, the primary one for information transmission 

and the secondary (slim) one for the telemedicine application devices to send short alert messages to 

the Access Point. Then, the Access Point schedules to broadcast a beacon to all applications in the 

network, indicating the reservation of resources for the emergency device. The Access Point itself can 

gain access to the primary channel via HCCA. The underlying assumption of the proposed mechanism, 

however, is that telemedicine data will be extremely sparse. In the case of periodic telemedicine traffic 

transmitted from a multitude of users (e.g., vital signs and physiological measurements) such an 

approach would not be efficient as the secondary channel would not suffice.  

The works in [20-21] both focus only on the case of a WLAN serving patients specifically within a 

medical facility, i.e., they do not consider the case of a patient using a WLAN to transmit telemedicine-

related video or data outside a hospital. Also, [21] proposes the use of medical data transmission only 

when video is not being transmitted, or alternatively the use of extra, special subcarriers for the 

transmission of medical data. Our work considers non-dedicated WLANs and does not require extra 

subcarriers for parts of the transmitted traffic. 

The work in [22] considers the utilization of Scalable Video Coding (SVC) for improved scheduling for 

medical applications, and only uses Advanced Video Coding (AVC) for the vital signals. The authors 

point out, however, that AVC (which is used in our work) provides better picture quality. The work in 

[12], which focuses on cellular networks, also uses SVC.  

The idea of a token-based scheduling scheme, which practically eliminates collisions and hence 

increases channel utilization, was first proposed in [23], for the transmission of voice and data traffic in 

a fully-connected WLAN where all the nodes can hear each other. In [24] we proposed an extension to 

the work in [23] to include video traffic. More specifically, we proposed a change in EDCA, via the use 

of tokens for all types of nodes and self-policing for video nodes, which was shown to improve channel 

utilization. However, as we explained in [24], one feature missing from that scheme was the ability to 

handle applications generating urgent data; the ideas presented in that work are not sufficient to 
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provide any guarantees for telemedicine QoS. Also, [24] did not study the problem of QoE satisfaction 

for any type of traffic.   

In this work we extend the work presented in [23, 24], in order to integrate various types of 

telemedicine traffic and bursty video traffic with voice and data traffic over WLANs, while achieving 

high QoS and QoE for all telemedicine users in our system.  

 

3. The Proposed Scheme 

We consider only the traffic from the wireless devices to the Access Point. Our scheme incorporates 

two of the three EDCA enhancements of DCF, i.e., AIFS and TXOP. We propose the following 

additions/changes to EDCA and the work in [23+, and we “translate” some of the ideas presented in 

[23] in the context of EDCA, as [23] was compared against DCF and did not include the EDCA 

enhancements. In our target application scenario, telemedicine and non-telemedicine nodes transmit 

over a single information channel. Regular (non-telemedicine) video traffic can be transmitted for 

various purposes, including video calls (1-to-1 videoconference, multi-party collaborative calls, 

immersive video), live transmission of events through mobile devices, video surveillance, screen 

mirroring. Our proposed modifications can be implemented at the firmware level, similarly to [48]. 

 

3.1. Self-Policing for Telemedicine and Regular Video Users 

There are four tokens in the system in our proposed scheme, as opposed to two in [23], since that 

work does not consider telemedicine or video traffic. These four tokens will be named “permission 

tokens” for the rest of the paper. The first permission token is circulated among telemedicine nodes, 

due to the urgency of this type of traffic. The second permission token is circulated among voice 
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nodes, the third among video nodes and the fourth among data nodes. When a node holds the token, 

it will transmit its packet(s), when the channel is available. The portion of channel time unused by 

telemedicine nodes is shared in our scheme by voice nodes, first, and then by video and by data nodes 

(BE and BK, respectively).  

A voice node transmits all its backlogged packets after obtaining the voice token. A data node is 

assigned a maximum channel occupancy time, equal for all data nodes. During this time, the data node 

can transmit one or multiple packets depending on its packet size and transmission rate. We assign a 

TXOP equal to zero for BK and BE traffic and a TXOP equal to 1504 μs to voice traffic. The proposed 

scheme works in a distributed manner; there is no central controller passing the tokens to others. The 

current token holder decides which will be the next token holder. When a backlogged node holds the 

token, it piggybacks the token in its voice/data packet transmission and passes it to the next node. 

When a data token holder has no packet to transmit or a voice token holder changes from the on state 

to the off state, the node passes the token directly to the next holder. 

However, the above ideas proposed in [23] cannot be used for telemedicine nodes and regular video 

nodes, as they do not take into account the urgency and the burstiness of each type of traffic, 

respectively. If a video node was allowed to transmit all its backlogged packets, it could greedily 

occupy the channel for a significant amount of time, in case of a burst (which, in the case of the H.264 

traces used in this study, can be up to 25 times the mean and in the case of the H.265 traces used can 

be up to 83 times the mean). The same is true in the case of the transmission of a large telemedicine 

image or X-Ray file, and in the case of telemedicine video. On the other hand, if a strict TXOP value was 

defined for all telemedicine and regular video nodes, this could lead to unfairness for certain nodes. 

For example, this could occur in the case of a regular video node transmitting at a lower rate than its 

declared mean for a while, and now needing to transmit a significantly larger video frame, e.g., a new I 

frame denoting a significant scene change. Similarly, telemedicine data nodes can not be assigned a 
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TXOP value equal to zero (similarly to data nodes), as this could jeopardize the timely transmission of 

telemedicine traffic. 

To solve these problems, our scheme works as follows. When a telemedicine or a regular video node 

obtains the respective permission token, it does not transmit all its backlogged packets before sending 

the permission token to the next node. Instead, assuming non-selfish nodes, we propose the use of 

self policing in each node, based on the accurate video traffic model presented in our work in [25] and 

assuming a similarly accurate model for telemedicine data traffic, like the ones taken from the 

literature and presented in Section 4.  

More specifically, each telemedicine/regular video node runs a jumping window policer, which is 

shown in [25] to be the most lenient traffic policing mechanism among other mechanisms studied. The 

Jumping Window (JW) mechanism uses windows of a fixed length T side by side through time. A new 

window starts immediately after the conclusion of the previous one. During a window, only K bytes (or 

packets) can be submitted by the source to the network. In the case that a source attempts to transmit 

more than K bytes, the excessive traffic is dropped, or marked as nonconforming, as in the case of the 

Token Bucket. The mechanism is implemented with the use of a transmission token counter. The 

number of transmission tokens is the equivalent of the number of packets that the user is allowed to 

transmit and should not be confused with the permission tokens, representing the turn of the user to 

transmit. The dynamic approach proposed in [25] was shown to outperform static traffic policing, for 

H.263 video traffic. Here, it is implemented on H.264 and H.265 regular video traffic, on H.264 

telemedicine video traffic and on telemedicine data traffic. Our work in [25] focused only on traffic 

policing (not on scheduling as this paper does) and focused on cellular networks, not WLANs. 

It needs to be emphasized that the JW mechanism is not used in our scheme in order to drop or mark 

excessive traffic, but to control each user’s TXOP. Therefore, each user’s TXOP is equal to the time 

needed for the transmission of the number of packets that the user is “allowed” by its policer to send. 

This means that in our proposed scheme, contrary to the approach of EDCA (for all types of traffic) and 
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[23] (for voice/data traffic), the TXOP is not the same for all telemedicine nodes, nor for all video nodes. 

To the best of our knowledge, the idea of using variable TXOPs per user, the value of which is 

controlled via a traffic policing-like mechanism, has only been proposed once in the relevant literature 

(it was introduced in our work in [24], but not for telemedicine traffic). This approach solves, as will be 

shown from our simulation results, the aforementioned problem of how to define TXOP for 

telemedicine and video nodes. It is combined in our work with the idea of token passing which solves 

the well-known problem of EDCA where a large number of stations from the same AC (hence, same 

AIFS, TXOP) can lead to a high collision probability and lower channel utilization. 

The use of self-policing for telemedicine traffic as well is required, despite its urgent nature. The 

reason is that many different types of telemedicine traffic may need to be transmitted and, 

respectively, a significant number of patients/physicians may need to communicate at a given time; 

hence, even a telemedicine node cannot be allowed to dominate the channel. 

It should also be mentioned that there is no “optimal” solution when our approach is used, in the 

sense that there is no optimal traffic policer. We have opted for using the lenient JW policer since our 

goal, as explained above, is to control each user’s TXOP, not to drop or mark excessive traffic.  

 

3.2. Access Priority and Dynamic Token Passing  

EDCA assigns the same AIFS, equal to 2, for the video and voice categories, while the values for best 

effort and background traffic are 3 and 7, respectively. Therefore, no AIFS value is available for urgent 

traffic of any type. The fact that voice traffic is considered of higher priority than video traffic is 

expressed via the values of CWmin and CWmax for each type of traffic (smaller values for voice nodes). 

Since our proposed scheme does not use contention windows, as it practically eliminates contention 

with the use of tokens, a different mechanism needs to be implemented in order to enforce voice 

priority. For this reason, we change the default AIFS values of AC_VI and AC_BE, and we introduce one 
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more AIFS value, AC_UR, for urgent traffic (in our case, telemedicine traffic),which is lower than that 

for voice traffic.  

More specifically, the AIFS values for {BK, BE, VI, VO, UR} respectively are {7, 5, 4, 3, 2}. 

Regarding the basic rate and channel rate, we need to mention that the basic rate set is the set of 

rates that all devices that want to associate with a given access point must support. It is a subset of the 

transmit rate set, which is a set of the fastest rates that an AP or wireless router will send data. This 

information is transmitted ("advertised") by an access point to the network. All control, multicast, and 

broadcast packets are transmitted using one of the basic rates. In our work, we assume that the basic 

rate is fixed at 2 Mbps and that the transmit rate is 11 Mbps.   

When a new telemedicine or regular video user enters the network it waits for the channel to be idle 

for TNEWUR < AIFS(AC_UR) or TNEWVID<AIFS(AC_VI), respectively, and transmits. Nodes broadcast a JOIN 

message and a LEAVE message when they arrive and depart from the network, respectively.  

In the case that a telemedicine or video node leaves the WLAN or ends its transmission, the node 

sends a message to announce this and passes the token to the next node of the same type. The 

previous token holder makes note of this, so that it will not send the token to the departing node again 

in the future. Also, the same token initialization procedure is followed if a node which has already 

transmitted “crashes” and does not send the LEAVE message. The rest of the token passing procedure 

is the same as that in [24]. 

 

3.3. Using Packet Importance to Mitigate Congestion  

In the case of multimedia traffic being transmitted over a WLAN, video traffic can easily become 

responsible for congestion, due to the much higher loads it carries. The burstiness of a video trace can 

be somewhat restricted through the use of self-policing to define the nodes’ TXOP, as explained in 

Section 3.1. However, this restriction is not enough to prevent congestion. There are two possible 
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causes for congestion: a) the total video traffic load is too high for a period of time, b) a video user may 

have been accumulating transmission tokens during a low rate transmission period, and then the user 

is allowed to send a burst through the network. Our intention is to use a simple but efficient 

mechanism, to mitigate congestion. We believe that the video decoding procedure offers a significant 

opportunity towards this goal. 

The decoding of an I frame in a typical H.264/AVC or H.265 HEVC single layer trace is independent of 

other video frames. The decoding of P frames depends on the successful decoding of the I frame. The 

decoding of B frames depends on the successful decoding of I and P frames. As noted in [26], an I-

frame packet loss results in a visible artifact duration of GoP length or even longer. The artifact 

duration caused by P frame packet loss is smaller, although it can be significant in specific cases. The 

artifacts caused by a B frame packet loss, if noticeable, look like an instant glitch, because there is no 

error propagation from B frames. Similar conclusions were reported in [27], where the loss of P and B 

frames was shown to have minor difference in perceptual quality for low motion clips (such as the 

ones considered in our work), whereas the loss of P frames was more important for high motion clips. 

Therefore, we use the following procedure to help the system dynamically react and mitigate 

congestion, and hence decrease packet transmission delays for all users: firstly, a QoS threshold, based 

on a respective QoS metric, needs to be defined, beyond which the nodes consider the network to be 

congested. If the network is not congested, the node transmits all the frames of the video trace. If the 

network is congested, the node moves on to a lower quality mode and transmits all I and P video 

frames (B frames are dropped at the transmitter). If the network remains congested, the node moves 

on to an even lower quality and transmits only the I frames, i.e., only the basic information of each 

Group of Pictures (GoP); P and B frames are dropped in this case. This procedure of moving to a lower 

quality is simple to implement, as the node simply needs to decide whether to transmit or not a frame, 

depending on the frame type, which is known from the video header. 
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The important problem is to correctly define the QoS metric to be used, in order to mitigate 

congestion without compromising more of the video quality than needed. A good metric to use as an 

indicator for video QoS of the system is the video packet transmission delay; this metric can be used at 

each node for QoS evaluation. However, by using the mean video packet transmission delay at each 

node as an indicator of congestion, a node may be led to decrease the quality of its video 

transmissions unnecessarily. The reason is that an increase in the mean video packet transmission 

delay experienced by a video node could be owed to a large TXOP allowed temporarily to other video 

users at a given point in time. Similarly, the mean packet transmission rate (mean throughput) of a 

node is not the proper choice, as the node may be transmitting smaller traffic loads because of the 

actual current content of its transmission. For this reason, we propose the use, as a QoS metric, of the 

delivery ratio  

R= (packets_transmitted)/(packets_generated)  

This metric is computed by the node, and if it is found to have decreased in two consecutive intervals 

of length delta, then the node moves on to a lower video quality using the procedure described in the 

previous paragraph. The value for the parameter delta is discussed in Section 5. The inverse is also 

implemented: if a node has earlier decreased its quality and the ratio is found to have increased in two 

consecutive intervals, the node moves on to a higher video quality. This metric also has the advantage 

that it is very easy for the node to compute (as it has knowledge of how many packets it has generated 

and transmitted) therefore it does not increase the computational complexity of the scheme. 

There is another metric which we found equally useful, in terms of results, as the above mentioned 

ratio. That metric is the coefficient of variation of the video packet transmission rate per video frame 

type at the node. In all the cases we studied, an increase of the coefficient of variation of the rate 

(calculated per GoP) was due to a significant increase in the standard deviation in comparison to the 

mean, because of congestion. However, since this calculation needs to be done for each different type 
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of frame and for every GoP, the use of this metric leads to unnecessary complexity; for this reason we 

only adopt the delivery ratio R for use in our scheme. 

We need to emphasize that our solution is only enforced on regular video traffic; telemedicine video is 

transmitted without dropping frames at the transmitter, due to the crucial nature of its data. 

 

4. QoS and QoE Metrics and Parameters 

Telemedicine arrivals and regular video arrivals are Poisson distributed [28]. We consider four types of 

telemedicine traffic: a) Occasional measurements (snapshot mode) for four vital parameters (blood 

pressure, heart pulse, pulse oxymetry and electrocardiogram (ECG) signals), b) X-Rays, c) Medical still 

images (which may represent various types of medical files such as MRI or Ultrasound), and d) 

Telemedicine video. We consider all four types of telemedicine traffic to be of the same priority (i.e., 

all are characterized as urgent traffic). Transmission of video is important for remote diagnosis; seeing 

the patient gives the physician access to useful indicators such as the patient posture, skin coloration 

and perspiration, skeletal and tissue deformations. For this reason, the requirements for transmitting 

diagnosis-grade video [29] are different from those of video conferencing (e.g., in terms of colour 

faithfulness). The work in [8] studied the relation between the network bandwidth dedicated to the 

video transfer and the diagnosis quality, and compared uniform and Region-of-Interest (ROI) video 

encoding. In the case of ROI, a subset of the picture (the region of interest) is encoded at higher quality 

compared to the video background. ROI encoding is shown in [8] to save 53% of the bandwidth (the 

required mean bit rate of telemedicine video dropped from 1.077 Mbps to 500 Kbps). Hence, we use 

the video traffic model from [25] in order to simulate the traffic of a H.264 trace with mean equal to 

500 Kbps and standard deviation equal to 600 Kbps, assuming that at first the region of interest might 

be unclear but soon it will be defined by the remote physician. We choose to use the model for H.264, 

because H.264 has been shown to perform much better than MPEG-4 for telemedicine applications 
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[30]. We set an upper bound of 0.01% video packet dropping for telemedicine video. Packets are 

dropped if they are not transmitted within 100 ms [31].    

In an actual system, snapshot mode for the four vital parameters is done with the use of a 3-lead ECG. 

A recording session of 10 secs weighs about 90 KB of data which is transferred with a target delivery 

delay of 30 secs. Taking into account the overhead incurred by encapsulation into packets, it requires a 

bit rate of 25 Kbps [29]. We consider that a typical X-Ray file size is 200 Kbytes [6], with a standard 

deviation of 20 Kbytes, and that the aggregate X-Ray file arrivals are Poisson distributed with mean λΧ 

files/frame. Medical image files have sizes ranging between 15 and 20 Kbytes/image and their arrivals 

are Poisson distributed with mean λI files/frame. The upper bound for the transmission delay of an X-

Ray file is set to 1 minute (the average download time needed in [6]), and the upper bound for the 

transmission delay of an image is set to 5 seconds. A telemedicine node arriving in the network 

chooses one of the four types of telemedicine traffic with equal probability. The QoS requirements for 

all telemedicine traffic types are rather strict, because of the urgency of the applications. This 

strictness has been discussed in [32], which considered the problem of transmitting telemedicine 

traffic over wireless cellular networks.  

Voice traffic is represented by a 2-state (on/off) Markov model. In line with the traffic characteristics 

digitized with the G.711 coding standard, the voice packet inter-arrival period is 20 ms and the packet 

size is 160 bytes. The inter-arrival time for BE data traffic is 7.5 ms and the packet size is 1000 bytes. 

Hence, the voice rate is 64 Kbps and the best effort data rate is 1.07 Mbps, respectively [15]. 

For BK traffic we adopt the http traffic model from [33].  

For regular video, we have used four sequences of H.264/AVC VBR encoded videos in our study, from 

[34] and two sequences of H.265/Single Layer HEVC from [46]. We chose to use sequences encoded 

with both standards given that H.265 (the newest video coding standard) generally offers a better 

visual quality for the same bit rate (it has also been used in [43, 44] for telemedicine), however it is not 
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yet as popular as H.264. 

The interframe period is 33.3 ms for the H.264 traces and 41.67 ms for the H.265 traces. The packet 

size is 1280 bytes [15]. The trace statistics are presented in Table I. A video node arriving in the network 

chooses one of the six traces with equal probability.  

 

Video 

Trace 

Encoding [G, B, F] Mean 

(Kbps) 

Standard 

Deviation  

(Mbps) 

Peak 

(Mbps) 

NBC News H.264 [16, 3, 

28] 

439  5.2  5.5  

NBC News H.264 [16, 7, 

38] 

121  1.9  2.4  

Sony 

Demo 

H.264 [16, 3, 

28] 

384 6.7  6.7  

Sony 

Demo 

H.264 [16, 7, 

38] 

105 2.3  2.6  

Blue 

Planet 

H.265 [24, 7, 

45] 

85 0.4 7.1 

Finding 

Neverland 

H.265 [24, 7, 

45] 

90 0.2 3.9 

Table I. Video Trace Statistics (G, GoP size; B, number of successive B frames; F, quantization 

Parameters) 

 

 

Parameter Value 

Slot 20 μs 

SIFS 10 μs 
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PHY preamble 192 μs 

RTS frame size 20 bytes 

CTS frame size 14 bytes 

Token frame size 36 bytes 

Channel Rate 11 Μbps 

Basic Rate 2 Mbps 

AIFS (AC_BK) 7 

AIFS (AC_BE) 5 

AIFS (AC_VI) 4 

AIFS (AC_VO) 3 

AIFS (AC_UR) 2 

TNEWUR 30μs 

TXOP (AC_BK) 0 

TXOP (AC_BE) 0 

TXOP (AC_VI) Variable per node 

TXOP (AC_VO) 1504 μs 

TXOP (AC_UR) Variable per node 

Error Rates Various values 

between 10-1 and 

10-5 

Table II. Simulation Parameters 

 

Table II contains an overview of the basic simulation parameters. 

Each point of the event-driven simulation is derived as the average of 10 independent Matlab runs 

(Monte-Carlo simulation), each simulating 180 seconds of channel time. All our results have been 

derived for 95% t-confidence intervals (constructed in the usual way [35]). For each new regular video 
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node arrival, a 2-minute sequence of the chosen video trace is used at random. For comparison with 

EDCA, the TXOP for AC_VI is 3008 μs in our EDCA simulations, and telemedicine traffic in EDCA is 

treated as BE. We consider a 2-state (Gilbert-Elliott) channel error model. We have studied our system 

for various values of packet error rates, ranging between 10-1 and 10-5 [36, 37]. 

In [38], the authors expand the work first presented in [39] on a Mean Opinion Score (MOS) prediction 

process flow. MOS provides a numerical representation of the perceived quality of received media after 

compression and/or transmission. The work in [39] presented a function for accurately predicting MOS 

for video sequences using as input the total number of dropped and repeated video frames. Values of 

MOS ranging from 1 to 5 correspond, respectively, to bad and excellent video quality. If l is the total 

number of dropped frames, r the total number of repeated frames, and f the number of frames used 

for the prediction, then the predicted value of MOS at time t, Q(t) is computed as: 

e=l+r 

ê=240*e/f                                                                        (1) 

Q(t)=-0.571*ln(ê)+4.6836 

 

Due to the fact that the authors in [39] provide evidence for the model accuracy only for frame 

sequences of 240 frames but not for arbitrarily long sequences of f frames, [38] proposed to use an 

exponentially weighted average of a number of qualities estimated in the past over continuous short-

term sequences, via (1). Hence, if Q(t) is the short-term MOS of the past τ-second interval at time t, 

then the estimated overall quality QE(t) of a long interval of T seconds considered at time t is computed 

as:  

QE(t)=β*Q(t)+(1-β)* QE(t-τ)                                          (2) 

where β   [0,1] is a weighting factor which, when close to 1, gives more weight to more recent 
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samples. 

In our work, we use Equations (1) and (2) assuming that there are no repeated (frozen) frames, i.e., we 

only take dropped video frames into account, hence e=l. 

In our experiments we used two values of β, namely 0.6 (which was used in [38]) and 0.9, in order to 

evaluate how the difference in the value of β influences our results.  

5. Results and Discussion 

The results presented in Figures 1-3 have been derived for a channel with a low packet error rate of 10-

5. Figure 1 presents the average video packet delay with 5 video nodes and 3 telemedicine nodes 

present in the network, in the absence of voice traffic and for an increasing number of data nodes. It 

also presents the average voice packet delay with 25 voice nodes present in the network (case of a 

WLAN for a health institution, or a cellular/WLAN deployment), for an increasing number of data 

nodes and a constant number of video and telemedicine nodes, equal to 2 for each node type. Our 

results show that with the use of our scheme, which provides guaranteed priority to voice and video 

nodes over data nodes, the delays remain very low, below 2 ms for voice packets and below 12 ms for 

video packets, even in the case where no congestion mitigation is enforced. Figure 1 also shows that 

when we enforce our mechanism for congestion mitigation (regular video nodes transmitting at a 

lower video quality), the video packet delay achieved with our scheme drops even further (by 7.2% on 

average). For a large number of data nodes, our scheme becomes comparable or outperforms even 

HCCA, which shares with our scheme the concept of eliminating collisions (our scheme through token 

passing, HCCA through polling). These results have been acquired by setting the value of the interval 

delta in our scheme to be equal to 0.5 ms, but we have also experimented with other values, between 

0.2 ms and 1 ms, and the results were very close to those presented in Figure 1. We also computed the 

jitter (variance of delay) results. The jitter, which did not exceed 8 ms even for the highest loads 
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examined in our simulations, was marginally lower in our scheme for high loads in comparison to 

HCCA. There are two reasons for this: a) when a poll is lost in HCCA, there is a certain delay until the 

same station is polled again, b) the selective transmission of just I and P frames or just I frames from 

nodes which implement our congestion mitigation mechanism.  

The QoS requirements for all types of telemedicine traffic are met with the use of our scheme, even 

for 50 data nodes, while EDCA fails to satisfy them even when 10 data nodes are present in the 

system. 
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Figure 1. Average Voice and Video Packet Delays vs. the number of data nodes.  

 

In the following discussion, by “Proposed Scheme” we are referring to the implementation of our 

scheme with the inclusion of the congestion mitigation mechanism. 

In Figure 2 we compare the video packet delay results in the case where only token passing is used and 

TXOP is fixed. The values of TXOP used for our scheme are those corresponding to: a) the time needed 

for a video user to transmit its mean video frame size, b) the time needed for a video user to transmit 

its peak video frame size. The respective fixed values of TXOP for all video users in EDCA were those 
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corresponding to the transmission of: a) the mean of the average video frame sizes, b) the mean of the 

peak video frame sizes.  

In both cases, our scheme again outperforms EDCA, up to the point that the performance of our 

scheme for a TXOP equal to the peak (i.e., constant overallocation) is comparable to EDCA’s 

performance for a TXOP equal to the mean. Still, the results are clearly worse than those achieved 

when we use variable TXOP in our scheme. The reason is that, with the use of our accurate video 

traffic model, the choice of dynamic TXOP is close to optimal, whereas with a fixed TXOP value there is 

always the problem of overallocating or underallocating time to a video user. Our results agree 

conceptually with those in [40], where the authors concluded that allocating TXOP limit based on the 

burst size distribution can improve the network performance under bursty traffic.  

 

Figure 2. Average Video Packet Delays vs. the number of data nodes, for fixed TXOPs. 
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Figure 3 shows that the increase in the number of video nodes does not affect the voice packet delay 

with the use of our proposed scheme, as the delay for 25 voice calls does not surpass 2 ms. However, it 

has a significant impact when EDCA is used. A constant number of 10 data nodes and 2 telemedicine 

nodes was used in these simulations. By transmitting at a lower video quality, regular video users give 

the system room to “breathe” and hence not only help decrease their own (video packet) delay but 

also the delays for all other types of traffic, including voice. The use of congestion mitigation decreases 

voice packet delay on average by 22% (the improvement ranges from 10-30% as shown in the Figure). 

Regarding voice traffic, as pointed out in [41], acceptable one-way delays are of the order of 150 ms, 

which means that our scheme can provide excellent QoS to VoIP users, by offering the second highest 

priority, after urgent traffic, to voice.  

 

 

Figure 3. Average Voice Packet Delay vs. the number of video nodes. 
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Figure 4 presents our results on the channel utilization achieved by our proposed scheme and EDCA, 

respectively. As shown in the Figure, even for a high packet error rate of 10-1 our scheme provides 

higher channel utilization than EDCA does for a channel with a low packet error rate of 10-5. These 

results were derived by running ten different simulation scenarios, where the system traffic load was 

generated with a specific mixture of telemedicine, voice, video, BE and BK traffic. The telemedicine 

traffic load ranged, in all the scenarios, between 5% and 10%. The voice traffic load ranged between 

10% and 60%. The video traffic, BE and BK loads ranged between 10% and 70%. HCCA is shown to 

provide only marginally better results in the case of high traffic loads. The results for HCCA do not take 

into consideration the problems of HCCA’s complicated software architecture and performance in 

multi-collision domains. 
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Figure 4. Channel Utilization vs. the system traffic load 

 

 

The results presented in Figure 5 focus on fairness, based on the video packet delay encountered by individual 

video streams. The use of Jain’s fairness index *42] shows once again that the idea of using variable TXOP for 

video users, based on an accurate video traffic model, clearly outperforms EDCA, as well as the implementations 

of the proposed scheme with fixed TXOP. Still, for high loads, our scheme is shown to provide worse fairness 

results than its implementation without the congestion mitigation mechanism. The reason is that, under high 

traffic loads, certain regular video nodes will transmit at a lower quality, while others will retain their higher 

quality (generally, a few nodes transmitting at a lower quality is enough to alleviate congestion). This leads to 

inequalities among the regular video nodes in terms of their allocated TXOPs and in terms of the waiting times 

for each video to transmit, which in turn can lead to smaller fairness, as shown in the Figure. 
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Figure 5. Fairness Index vs. system traffic load 
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Regarding the Quality of Experience for telemedicine video users, the use of Equations (1) and (2) for 

telemedicine video users gives predicted MOS values ranging from 3.5 to 4.2 for all of our simulations which 

were conducted with f equal to 60 and 120, while the respective values for EDCA range from 2.8 to 3.2. The 

difference in the value of β is shown to have small effect in our results, with the 0.9 value leading to slightly 

smaller estimated MOS than the 0.6 value, as it tends to over-weigh any recent frame loss.   

We also need to point out that, the larger the number of telemedicine nodes in the system (for the same total 

traffic load) the worse are the results for voice, video and data (BK and BE) packet delays. This result is expected, 

as telemedicine acquires top priority in the system, but again it is not a result that should cause concern, because 

telemedicine traffic is sparse by nature, and can only become dominant in the channel and create significant 

delays for the other types of traffic in a mass medical crisis situation. And in that case, its dominancy would be 

welcome. 

In our study, we have assumed that the transmission of all types of telemedicine traffic that we consider is 

urgent, and for this reason we have treated it as such. We also wanted to show that with the use of our scheme, 

even in the case of significant volumes of urgent traffic the required QoS is satisfied. In reality, the results of, e.g, 

an X-Ray, depending on a patient’s condition, may be urgent for the doctors to see or not. In the case that part of 

the telemedicine traffic is not urgent, it could be treated as Best Effort traffic (the sender could have the option 

of indicating the urgency of the transmission), with worse QoS. 

A few comments are necessary on the limitations of this study. We assume a fully-connected WLAN where all the 

nodes can hear each other. Extending to a partially connected WLAN, as also pointed out in [23], is technically 

challenging. In general, as explained in [47] which proposed a token-passing protocol for wireless industrial 

networks, bringing token-passing to the wireless domain contains challenges. Instability in the network can be 

caused by token transmission errors or in the cases when a station holding the token fails. In wireless networks, 

error bursts caused by fading are common, and mobility/propagation effects can cause correlated failures in 

multiple wireless links simultaneously. Still, as shown in [47] these problems can be significantly mitigated 

through cooperative ARQ (Automatic Repeat Request).  
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Also, in order to achieve the superior performance supported by the proposed scheme, the scheme needs to be 

implemented in all the nodes of the fully-connected WLAN. In the case when standard 802.11e devices or legacy 

devices using DCF coexist in the network, the only way for the scheme to be backward compatible is for the 

“evolved” nodes to work in 802.11e mode, which would lead to the significantly worse EDCA results in regards to 

the QoS and QoE of telemedicine traffic.   

Finally, depending on the profile employed in H.264/AVC, B-frames may not be used in the encoding structure; in 

these cases our proposed scheme will resort to dropping only P-frames, if needed. Furthermore, B-frames can at 

times be used as reference frames in H.264 (this is called B-frame pyramiding); this is not common, because 

there are players who do not properly decode B-frames as reference frames, however in such cases our scheme 

would not be useful, as the dropping of B-frames would result in a significant deterioration of video quality. 

 

6. Conclusions  

We have proposed a new scheduling scheme using token-passing and self-policing for the integration of 

telemedicine traffic with voice, video and data traffic over WLANs. Our scheme introduces significant in essence 

but not difficult to implement modifications of the EDCA, to ensure the proper prioritization among different 

Access Categories which leads to high telemedicine video QoE and to the satisfaction of the QoS requirements of 

four different types of telemedicine traffic. Our proposal practically eliminates contention and TXOP idle time, 

and dynamically reacts to cases of congestion, by forcing video nodes to transmit at a lower quality; hence, it 

leads to a significant increase in channel utilization when compared with EDCA.  

A distinctive characteristic of our proposed scheme is its decentralized nature (congestion mitigation is done 

locally, at the nodes) and the fact that it actually helps higher layers by reducing congestion so that the transport 

layer will need to solve congestion control problems more rarely. Given that:  
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a) there is no need for changes in the architecture of the healthcare environment in order to implement our 

scheme, and  

b) the changes that we suggest do not affect any standard besides the small changes in EDCA,  

we believe that our scheme can be of significant practical value. 

In future work, we will address the well-known hidden-node problem which could affect our scheme, since it 

uses token-passing (still, solutions have been proposed in the literature to resolve it, such as the increase in 

transmission power from the nodes and the use of omnidirectional antennas) and we will focus on the problem 

of providing guaranteed QoS to all types of multimedia traffic, not just telemedicine. We intend to gather a large 

amount of measurement of actual telemedicine data from major hospitals and to conduct experiments in the 

hospital environment, in order to use it for the further evaluation of our scheme in practice (e.g., evaluating in 

practice the delays associated with self-policing in each node). We will use PSNR among the QoE metrics for 

telemedicine video and we will associate it with the MOS of medical experts clinically evaluating the transmitted 

telemedicine video streams, similarly to the work in [45], which used the HIPERMED platform for its 

experiments, and [43], which evaluated state-of-the-art video quality metrics with respect to compressed 

medical ultrasound video sequences. 

Finally, we will study how the proposed scheme compares and how it can be possibly integrated with other 

standards’ (such as 802.11ac, 802.16) QoS guarantees. 
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