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The effect of solid particles within flows having zones of recirculation is of interest in pulverised fuel distribution
and combustion at burners. Previous modelling of a 1/4 scale test rig was performed by Giddings et al. (2004),
and an instability was later identified within the domain. Subsequently the transient dynamics of the flow of
air through a double expansion were investigated numerically and a recirculation zone was found to develop
at one of the four corners of the expansion. In the work presented here the flow of solid particles through this
double expansion is investigated using the commercial software ANSYS FLUENT R14.0. The Stress-Omega
Reynolds Stress Model is used to model the gas phase turbulence and the Discrete Particle Model is used to
model the solid particle flow. The dynamics of the flow are reported here for 10 μm and 60 μm particles and
for mass loadings from 0 to 1 kgparticles/kgair. The simulations show a distinct transition to a vortex shedding
type instability with the addition of the discrete phase. Furthermore, for increasing mass loading and particle
Stokes number the Coanda effect is reduced leading to two large recirculation zones in opposing corners of the
domain. The characteristics of the flow field are in qualitative agreement with studies of particle flows in jet
flows and shear layers. This work serves to highlight some of the challenges in modelling complex pneumatic
conveying flows from an industrial perspective.

© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/3.0/).
1. Introduction

The steady pneumatic transport of solid particles is of importance to
many industries. This is particularly true of coal fired power plants
where coal is first ground in the mills before being pneumatically
transported to a number of burners through a convoluted system of
pipes and splitters. In order to ensure good performance a steady homo-
geneous supply of fuel to the burners is desirable. The presence of flow
features, such as a recirculation zone at expansions, further complicates
the picture. For example, the study by Kuan and Yang [1] highlighted
the unsteady flow downstream of a bifurcation. In addition, the interac-
tion of pulverised fuel with a recirculation is key to the stability and NOx

performance of low NOx burners. Computational fluid dynamics is
utilised within industry to model such flows where simplifications, such
as steady state analysis, are common but may not result in numerically
stable solutions. In this study the flow through a double expansion is
investigated and the effect of the discrete phase on the flow is evaluated.

There are a number of examples in the literature of flow through
circular-to-rectangular transition ducts [2–4]. Patrick and McCormick
[2] found asymmetric flow within a circular-to-rectangular transition
duct. Miau et al. [3] went on to investigate the flow field in three
),
ower@nottingham.ac.uk

. This is an open access article under
transition ducts of constant cross sectional area, but different lengths,
over a range of turbulent Reynolds numbers. A separation bubble, or
stall region, was found in one corner for the lowest Reynolds number
case, disappearing at higher Reynolds numbers. Characteristics of the
flow depended primarily on the geometry. However, diffuser geome-
tries do not maintain a constant cross sectional area but expand in
two or three dimensions. Therefore, a greater adverse pressure gradient
is present and boundary layer separation is more likely. Turbulent flow
through two dimensional diffusers can generate a number of flow
regimes: attached flow to both divergent walls, unsteady transitory
stall, fully developed large stall/recirculation region, a hysteresis region
and jet flow regime [5]. The transitory stall regime is characterised by
the formation of a large recirculation in one corner.

The flows over backward facing steps, through diffusers and around
bluff bodies are subject to a number of flow phenomena including
separation, the Coanda effect, jet precession and vortex shedding. The
Coanda effect is the deflection of a jet due to the generation of a low
pressure region next to the jet as it entrains fluid [6], and precession
being the rotation of a jet around an axis [7]. Reynolds Averaged Navier
Stokes (RANS) turbulencemodels have been shown to capture themain
flow features in each case. For example, the separation bubble in 2D and
3D diffusers has been captured by Reynolds Stress Models (RSMs)
[8–10], Guo et al. [7] reproduced jet precession in an axisymmetric ex-
pansion, whilst Lardeau and Leschziner [11] and Iaccarino et al. [12]
captured vortex shedding behind bluff bodies. Large Eddy Simulation
(LES) models the smallest turbulent scales using sub-grid scale models
the CC BY license (http://creativecommons.org/licenses/by/3.0/).

http://crossmark.crossref.org/dialog/?doi=10.1016/j.powtec.2014.05.057&domain=pdf
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.1016/j.powtec.2014.05.057
mailto:enxail@nottingham.ac.uk
mailto:donald.giddings@nottingham.ac.uk
mailto:henry.power@nottingham.ac.uk
http://dx.doi.org/10.1016/j.powtec.2014.05.057
http://creativecommons.org/licenses/by/3.0/
http://www.sciencedirect.com/science/journal/00325910


Fig. 1. Dimensions of the diffuser geometry.
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and is capable of capturing both the random fluctuations in the fluid ve-
locity and the largest turbulence structures. This approach has been
utilised with good results for diffuser and bluff body flows [13,14].
Despite this LES still represents considerable computational expense
in comparison to RANS models for industrially relevant confined flows
at high Reynolds number [15]. By formulation RANS models average
out the random velocity fluctuations, modelling the transport of turbu-
lent kinetic energy and its dissipation, but have been found to capture
the largest, deterministic scales of turbulence such as vortex shedding
[12,11]. Furthermore, Garnier et al. [10] showed that unsteady RANS
was capable of reproducing the reduction in the re-attachment length
for a separated flow by periodic forcing at the optimum frequency. Al-
though URANS underpredicted the reduction in recirculation length
compared to LES especially at high forcing frequency as URANS filters
the smallest turbulent fluctuations, from a practical point of view the
prediction of the separation bubble and forcing response was found to
be adequate.
Fig. 2. Example of com
The characteristics of particles and their impact on such complex
flows have been investigated both experimentally and numerically.
The dispersion of particles at a recirculation downstream of a backward
facing step was investigated experimentally by Hardalupas [16]. Parti-
cles only enter the recirculation zone due to turbulent dispersion as
theymust cross thedividing streamline. They found bimodal probability
distribution functions for both axial and inclined velocities near the
shear layer for a large eddy Stokes number of 1. Particle concentration
in the recirculation zone increased abruptly for a Stokes number of 1.
Eaton and Fessler [17] provide an overview of preferential particle con-
centration by turbulence. It has been shown for many flows that small
particles concentrate on theoutside and between coherent vortex struc-
tures. Horender and Hardalupas [18] used PIV to gather measurements
in a horizontal plane shear layer laden with mono-dispersed glass
particles of sizes 55 and 90 μm. The experimental results showed that
large eddies centrifuged particles into the low speed side of the flow,
contributing to large particle velocity fluctuations. In addition, bimodal
putational grid.
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Table 1
Mass and momentum balance as well as RSM Stress-Omega equations. For further details
see [28] and literature cited therein.
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particle concentration distributions were observed due to coherent
vortex structures.

Meiburg et al. [19]modelled thefluid vorticityfield for particle laden
mixing layers using a Eulerian–Lagrangian approach including two-way
coupling. For the case of differential particle loading between two
streams a direct shift was observed in the Kelvin–Helmholtz vortex to-
wards the seeded stream compared to the uniform particle distribution
case. This was due to an increase in vorticity generation on the side of
the seeded stream. Founti and Klipfel [20] investigated the effects of
particle collisions on the flow past a sudden expansion using a closed
loop diesel oil circuit and computational modelling. They found that
the particle concentration increased in the shear layer due to inter-
particle collisions, compared to the recirculation zone and core jet
flow. In addition, they saw a decrease in reattachment length for low
mass loadings which was attributed to higher particle fluctuations in
the recirculation zone. The reduction in the particle fluctuations was
due to inter-particle collisions which lead to a subsequent increase in
recirculation zone length. Based on the modelling results the inclusion
of the particle collision makes a small contribution to the profiles of
particle turbulent kinetic energy.

Themodelling of confined particleflows has focused on characterising
the particle phase. Steady statemodelling approaches have been used to
capture the particle concentration profiles and particle velocities within
different pipe geometries [21–23]. The interaction of particles with re-
circulation zones is of most relevance to the design of multiphase
burners. The bluff body flow of Borée et al. [24] has subsequently been
used to validate and compare the performance of LES and unsteady
RANS approaches [15,25]. It was shown that even for the low mass
loading case, two-way coupling effects had a significant impact on the
continuous flow field close to the main axis of the flow. An unsteady
RANS approach using the k-ϵ turbulence model was found to be in
good agreement with the flow characteristics [15]. LES was used to in-
vestigate the effect of mass loading where the additional momentum
of the high mass loading case strongly influenced the radial velocity
fluctuations close to the access and the radial dispersion of the particles
[25].

Previous modelling of a 1/4 scale test rig, resembling a section of a
pulverised fuel piping system, was performed [22]. An instability was
later identified within the domain. Within the geometry of the
bifurcator a recirculation zone became established and it was observed
that the interaction of the particle phase with this recirculation zone
made a satisfactory steady state solution impossible. Subsequently the
transient dynamics of the flow through a double expansion have been
Fig. 3. Resultant secondary velocity oscillating frequencies 5D from the diffuser inlet on
the [⋯] coarse mesh of 300,000 cells, [–.–] standard mesh of 600,000 cells subsequently
used in this study and [– – –] refined mesh of 1,200,000 cells.
investigated numerically and a recirculation zonewas found to develop
at one of the four corners of the expansion, together with evidence of a
precessingmotion of the jet [26]. The present study examines the effects
of the particles on this flow field. The commercial CFD code ANSYS
FLUENT R14.0 is used. The dynamics of the flow are investigated
for 10 μm and 60 μm particles over a range of mass loadings from 0.07
to 1 kgparticles/kgair and qualitatively compared to experimental and
modelling work in the literature.

2. Model description

2.1. Geometry model and mesh

The modelled geometry was originally adapted from a bifurcator
[22]. For the case of a straight inlet, attached to this geometry, a recircu-
lation zone developed in each of the four corners, but larger recircula-
tion zones formed in two opposing corners of the four. The two large
recirculation zones were thought to be an outlet condition effect and
so the flow has been studied with the bifurcator outlets removed. This
resulted in the diffuser geometry with two expansions in series.
Dimensions of the geometry are shown in Fig. 1.

A three dimensional structured grid was generated using ANSYS
ICEM13.0 (Fig. 2), with anO-grid used throughout and care taken to en-
sure orthogonality and a smooth variation of the cell structure across
the domain. The cell density along the axis is non-uniform with
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neighbouring cells varying in size by nomore than 10%. Fig. 3 shows the
variation in the oscillating frequency of resultant secondary velocity 5D
downstream of the diffuser entrance for the air flow only case. A mesh
of 600,000 cells pickedupdistinct frequencies for the oscillating velocity
fields for the Re = 170, 000 air flow case. The mesh was refined to
1,200,000 cells which yielded a similar result for the main oscillating
frequency. Peaks for both these cases are observed at 4.6 Hz, showing
that the main low frequency oscillations are picked up by the mesh.
On a coarser mesh (300,000 cells), the magnitude of all oscillations
was reduced, and no distinct frequencies were visible. The length of
the recirculation zone was consistent between each mesh being
1.16 m, 1.2 m and 1.18 m for the 300,000, 600,000 and 1,200,000
meshes respectively. The 600,000 cell mesh has been taken forward
for the analysis in this study. At the diffuser this mesh featured cell
lengths from 3.5 mm at the inlet to 8 mm at the outlet duct.

2.2. Gas phase

Isothermal simulations were performed using the commercial CFD
package ANSYS FLUENT R14.0, which solves the Navier Stokes
Equations using the finite volume method. Turbulence was modelled
using the Stress-Omega Reynolds Stress Model (RSM) with shear flow
corrections applied. Previous studies have determined RSMs to be the
most capable RANS models for representing the flow topography in
3D diffuser flows [27,9]. Berdanier [8] compares the RSM Stress
Omega formulation with other Reynolds Averaged Navier Stokes
(RANS) models, noting that it gave the best representation of the recir-
culation region in a 2D diffuser. A full discussion on the use of RSM
models in this case can be found in [26]. RSM models close the RANS
equations by solving transport equations for the Reynolds stresses.
The exact transport equations for the transport of the Reynolds stresses,
Fig. 4. Variation of the axial (V), secondary vel
ρu0
iu

0
j, and the continuity and momentum equations are summarised in

Table 1.
FLUENT's Enhanced Wall Function approach was used to represent

the wall boundary layer, y+ varied from 35 to 60 in the inlet pipe and
from 5 to 50 in the diffuser and outlet duct due to the presence of the
recirculation zone. The EnhancedWall Function is formulated to extend
from the viscous sub-region through the buffer layer to the log law layer
by merging the two approaches [28]. Thus it gives a reasonable predic-
tion in the buffer layer. This is of less concern here as ω based models,
such as the Stress-Omega RSM used here, have been shown to improve
the prediction of the buffer layer for favourable and adverse pressure
gradients [29]. As the equations do not require the definition of viscous
dampening coefficients, the ω equation can be reliably integrated
throughout the boundary layer leading to a y+ insensitive formulation.
Concern regarding the wall treatment for separated flows is due to the
prediction of the separation point of the boundary layer, k-ϵ models
under-predict separation and k-ω models offer much improvement.
Here this is of less concern as separation occurs at a defined point to
the large divergent angle of the first expansion, which is analogous to
a typically jet flow or backward facing step.

The pressure based solver with Pressure-Implicit with Splitting of
Operators (PISO) algorithm was used for pressure correction [30]. This
solves for mass conservation of the velocity field using a pressure
equation. The PISO algorithm is part of the Semi-Implicit Method for
Pressure-Linked Equations (SIMPLE) family, but PISO improves the
efficiency by performing additional corrections for the fluxes after
predicting the new velocity field from the pressure equation. This
efficiency improvement makes it effective for transient problems. The
convective and diffusion terms were represented using a second order
upwind scheme. Time discretisation was achieved using the first order
fully implicit scheme. The equation solver usedwas AlgebraicMultigrid.
ocities (U, W) and pressure (P) with time.

image of Fig.�4


Fig. 5. Comparison of pressure and velocity fluctuations in the air flow only case with
0.15 ms [– – –] and 0.3 ms [—] time steps.
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Transient solutions were initialized from the steady state case, but
the final solutions were independent of these initial solutions. The
time step used was 2.5 × 10−4 s and further reduction in the time
step did not significantly change the flow characteristics (Fig. 5). The
Courant number typically ranged from 0.0003 to 0.5, except for the
smallest cells at the diffuser inlet where it reached a value of 1.8
throughout the domain. The time-step analysis indicates that this did
not affect the solution. Here the advancement of the coupled flow is
limited by the continuous phase not the discrete phase. Gravity was
defined in the negative y-direction as 9.81 m s−2.

Convergence, for the air flow case, was judged based on the global
sum of the residuals for the main flow variables and equations, which
were allowed to approach the accuracy for single precision. The mass
balance between the inlet and outlet of the domain was alsomonitored
to ensure continuity. Finally, the velocity and pressure were monitored
at various points until the frequency and magnitude of the oscillations
did not change with further iteration. An example is shown in Fig. 4
for the variation of main flow variables with time. (Convergence for
the particle phase was judged in the same way, however, the global
sum of the residuals was judged to have converged for scaled values
of 10−4 or less.) For each mass loading at least 2000 time steps (0.5 s)
were simulated. After an initial settling period, no significant changes
in the results were observed.

2.3. Discrete phase

Thediscretephasewasmodelledas glass cenospheres (ρ=700kgm−3).
Results for two particle sizes, 10 and 60 μm(St=0.02 and 0.78 respectively,
based on upstream pipe flow), at various mass loadings of 0 to
1 kgparticles/kgair are presented. The particle phase was modelled
using the Lagrangian approach with FLUENT's Discrete Particle
Model. Here the Lagrangian tracking method is used to solve the
individual trajectories of the theoretical particles by equating
their inertia with external forces:

dup

dt
¼ FD up−ug

� �
þ
g ρp−ρg

� �
ρp

: ð2:1Þ

The second termon the right being the gravitational acceleration per
unit mass. The drag force per unit mass, FD u!p−u!cÞ
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where Rep is the particle Reynolds number,
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and CD is defined

CD ¼ a1 þ
a2
Rep

þ a3
Re2p
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for constants a1, a2 and a3 [31]. Two-way coupling, for exchange of
momentum between the particles and fluid, was accounted for. The
magnitude of the Saffman lift force is typically at least one order ofmag-
nitude lower than the drag force for small particle sizes (≤100 μm) [32]
and so it is not accounted for here. Due to the large density difference
between the particles and the fluid the added mass force and basset
force are insignificant in this case [33].

The average particle volume fractions are typically b0.001 [34] and
so a particle collision model has not been included in this study. The
recirculation zone results in local concentration of the particles and
particle dispersion may be enhanced by treatment of particle–particle
collisions at higher mass loadings.

The Discrete Random Walk (DRW) model has been used to model
the effect of fluid turbulence on the particle path. The continuous
phase velocity, u!c seen by the particle will be a combination of the aver-
aged and fluctuating components due to turbulence, uc′. The DRW
models each component of this velocity using the following equation:

u0
c; i ¼ ζ i

ffiffiffiffiffiffiffiffiffiffiffi
2k=3

q
ð2:5Þ

where k is the turbulent kinetic energy and ζ is a normally distributed
random number [28]. Five random tries were defined for each inlet. In
total 18,000 particle tracks were modelled. Whilst the continuous
phase is modelled as time dependent, the particles have been treated
as quasi-steady. In other words, the momentum source on the fluid
due to the particles is updated per time-step. This particle treatment ac-
counts for the effect of particle momentum on a standard steady-state
fluid flow field whilst maintaining a transient solution for stability.

2.4. Boundary conditions

The inflow boundary condition was specified 25D upstream of the
diffuser as a fully developed velocity profile parallel to the pipe axis. A
characteristic length based on the inlet pipe diameter and an estimate
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of turbulence intensity were also defined. The theoretical particle tracks
were injected from the inlet surface with a velocity of 90% of the bulk
velocity (14.4 m s−1) and were suitably dispersed upon reaching the
diffuser. A pressure outlet conditionwas used for the outflow. The outlet
duct length of 40D was determined sufficient to not affect the flow at
the diffuser. The reference pressure was set as atmospheric, where the
pressure drop through the geometry was only 160 Pa.

On the wall surfaces a no slip boundary condition was defined for
the fluid. Much work has been done on the interaction of particles
with the wall [35,36] and whilst it is acknowledged that this is a
function of wall roughness, impact angle and material properties, the
particle wall interaction was modelled using a constant restitution
coefficient of 0.9 in this study. This value is consistent for the interaction
of glass particles with a smooth wall [35].
Fig. 6. Flow through the diffuser, showing the outline of the recirculation zone by isosurfaces fo
are shown for reference.
2.5. Initial conditions

The transient cases were initialized from the corresponding steady
state case. It was observed that for both the steady state and transient
cases the flow developed in the same way. The dispersed phase was
injected into the fully converged air flow field. The mass loading of the
discrete phase was ramped up slowly.

3. Results

3.1. Air flow field characteristics

A previous numerical investigation of the air flow case established
the flow topography over a range of Reynolds numbers [26]. For Re
r axial velocity of−0.01m s−1. The centrelinemonitor points−1D, 1D, 3D, 5D, 7D and 9D

image of Fig.�6
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N 80,000 one large recirculation became established within one corner
of the diffuser (Fig. 6(a)). Upon reducing the flow rate, for Re b 80,000
greater separation took place, and the flow field was more chaotic
(Fig. 6(c)). This transition has been attributed to the Coanda effect, or
the jet's ability to entrain fluid at higher flow rates [37]. For a jet close
to a wall the volume of fluid which can be entrained is limited, leading
to the formation of a low pressure region and thus the jet deflects
and becomes permanently attached to the wall. For a symmetrical
2D diffuser, Chiekh et al. [6] observed two stable states illustrating
this phenomenon, where the flow was both deflected and attached
to the top or the bottom wall. This formation of a lone recirculation
zone in one corner is consistent with the circular-to-transition
ducts of Miau et al. [3] and 2D and 3D diffuser geometries of Fox
and Kline [5] and Steiner et al. [27].

This flow field is reasonably steady, and the only instability is a small
scale precessing motion of the jet with characteristic frequency [26].
Fig. 3 shows a peak at 4.6 Hz for two different meshes. Consistent with
the work of Fadai-Ghotbi et al. [38], who modelled a backward facing
step flow on increasingly fine meshes with an unsteady RANS RSM
approach, the high frequency instability of the shear layer reduced
Fig. 7. Instantaneous vorticity contours (s−1) showing an increase in vorticity at the leading edg
in white by contour of V= −0.01 m s−1.
due to an associated decrease in numerical error. As will be described
in the next section the resolution of large turbulent vortices in the
shear layer is dependent on the particles, vortex shedding not being
captured by the air flow field in this case as the random velocity fluctu-
ations are filtered out by the RANS approach.
3.2. The effect of the discrete phase

The discrete phase was investigated for mono-dispersed parti-
cle sizes of 10 μm and 60 μm, over the mass loading range of 0.07
to 1 kgparticles/kgair, and for an average air inlet velocity of 16 m s−1

(Re = 170,000). The importance of momentum coupling is assessed by
comparing the drag force due to the dispersed phase with the momen-
tum flux of the continuous phase. Crowe et al. [33] define the momen-
tum coupling parameter as:

Πmom ¼ C
Stmom

1−
ug

up

 !
ð3:1Þ
e of the recirculation zone for the 60 μmcase (Z=0.07 kg/kg). Recirculation zone outlined
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Table 2
Momentum coupling parameters for a mass loading of 0.07 kgparticles/kgair.

Particle diameter (μm) 10 60
Stmom (expansion) 0.02 0.75
Πmom (Uslip = 0 m s−1) 0.07 0.04
Πmom (Uslip = 2 m s−1) 0.60 37.34
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or as the Stokes number approaches 0,

Πmom ¼ C
1þ Stmom

ð3:2Þ

where

Stmom ¼ τvug

L
ð3:3Þ

is the momentum Stokes number. C is the dispersed phase concentra-
tion. u is the air velocity, and v is the particle velocity. τv is the particle
response time, and L is the characteristic dimension of the system. A
low value for this parameter would traditionally be associated with a
one way coupled flow. In other words the discrete phase has little effect
on the air flow field.
Fig. 8. Development of the vorticity field wit
It was found that even for small mass loadings the discrete phase has
a significant effect on the flow field. The introduction of the discrete
phase has a number of effects: an increase in the relative density and
momentum of the main jet and an inertial effect based on the particle
Stokes number. This results in an increase in the vorticity generated at
the leading edge of themain recirculation (Fig. 7), leading to the forma-
tion of coherent vortices in the shear layer which move downstream
(Fig. 8). Furthermore, as few particles enter the recirculation zone it
h time (60 μm particles and Z = 0.07).
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Fig. 10. Radial velocity and radial velocity fluctuation variation with
axial location. Monitoring points were on the centreline at −1D, 1D, 3D, 5D,
and 7D.
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will have a lower average density than the main jet, whichwill enhance
this effect. Comparisons can be made to the Kelvin–Helmholtz instability
in a density stratified shear layer [19].

Meiburg et al. [19] showed this effect in their numerical study,
where the Kelvin–Helmholtz vortex showed motion in the direction of
the seeded stream due to the generation of vorticity on this side. A
mass loading of 0.5 was used in these cases and the vorticity magnitude
is seen to increase substantially. In contrast, where both streams on
either side of the shear layer were seeded equally with particles, the
net effect was to redistribute the vorticity generation to the outside of
the vortex with no net gain in vorticity generation. As shown in Fig. 7,
the vorticity generation is highest at the leading edge of the recircula-
tion in the 60 μm particle case. This leads to early formation of large
vortices in the shear layer which entrain more of the surrounding
fluid resulting in a decrease in the recirculation zone length. This effect
is similar to periodic forcing to decrease or remove the stall region in
diffuser flows which improves performance. The increase in vorticity
is greatest for the 60 μm particles due to the greater inertia of these
particles, which are not as easily deflected by the flow, and impact on
the leading edge of the shear layer. The effect is captured here for the
unsteady RANS modelling approach because the model is capable of
generating distinct vortex structures upon application of a momentum
source from the particles.

For such a low mass loading and low particle Stokes number it
would be assumed that the effect of the discrete phase was insignificant
and that momentum transfer between the phases could be ignored.
However, in this case this assumption is not valid. The momentum
coupling parameters for the 10 μm and 60 μm particles are shown in
Table 2 for no slip velocity and a slip velocity of 2 m s−1. Fig. 9 shows
the variation in the particle slip velocity across the domain, with peaks
Fig. 9. Instantaneous profiles of air [—] and slip velocity [– – –] at axial distance of 3, 5 and 7D downstream of the diffuser entrance. The axial velocity is 0 m s−1 at each point on the axial
location axis. Peaks in the slip velocity exist at the shear layer.
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occurring near the shear layer. In the region of the shear layer the mo-
mentum coupling parameter can increase significantly due to the
large magnitude of slip velocity between the phases. The particles do
not slow down as quickly as the flow, and this results in a large transfer
of momentum to the fluid when they do.

The significance of the momentum coupling for separated flows
explains problems associated with obtaining adequately converged so-
lutions for similar problemswhen treated as steady state. A steady state
approach being a common simplifying assumption for such flows. This
helps explain the instability initially seen in our bifurcator geometry.

3.3. The effect of mass loading

It has been shown that even for small mass loadings the discrete
phase has an effect on the flow field. As the mass loading increases the
model shows two effects taking place depending on the particle size.

Firstly, for the 10 μmparticles with a Stokes number of 0.02, the flow
field develops towards that of the 60 μmparticle field at lowmass load-
ing (Figs. 11 and 12). As the mass loading of the discrete phase is in-
creased the vorticity generated at the leading edge of the recirculation
also increases. This leads to the large vortices first seen in the 60 μm
case at a lower mass loading and an associated decrease in the length
Fig. 11. Flow through the diffuser for Re= 170,000 and 10 μm particles, showing the
of the recirculation zone. Fig. 10 shows how the mean and standard de-
viation of the resultant velocity varywithmass loading and particle size.
It can clearly be seen that the fluctuating velocity of the 10 μm particle
case at a high mass loading approaches that of the 60 μm particle
cases at low mass loading. In addition, the development of the largest
turbulent fluctuations is delayed in the case of the 10 μm particles.

Founti andKilpfel [20] found that the lengthof the recirculation zone
after an axisymmetric sudden expansion in a diesel oil circuit initially
decreased with increasing mass loading. The decrease in the recircula-
tion zone lengthwas attributed to an increase in the particle fluctuating
velocity in the recirculation zone. Inter-particle collisions were respon-
sible for lowering the particle fluctuating velocity and this was attribut-
ed to the subsequent increase in the recirculation zone length. However,
the comparison of the model with and without inter-particle collisions
shows only small differences. The authors attribute this to a limited
number of tracked particles.

The 10 μm particle cases show an initial increase in the size of the
recirculation zone with increasing mass loading, before the length
decreases. This decrease can be attributed to an increase in vorticity
magnitude. The role of inter-particle collisions has been neglected,
although they may be responsible for an increase in the dispersion of
the particles leading to an increase in the number being recirculated.
outline of the recirculation zone by isosurfaces for axial velocity of −0.01 m s−1.
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Fig. 12. Flow through the diffuser for Re= 170,000 and 60 μm particles, showing the outline of the recirculation zone by isosurfaces for axial velocity of −0.01 m s−1.
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So we are unable to test the hypothesis for the increase in the recircula-
tion zone length of Founti and Kilpfel [20].

However, Hardalupas et al. [16] also found a lengthening of the recir-
culation zone with mass loading. This was attributed to the transfer of
momentum from the discrete to the continuous phase. An increased
dispersion of the particles in this case with mass loading was attributed
to the modification of the gas phase turbulence, with an increase in
mass loading resulting in large values for the RMS velocity of the gas
phase. This agreeswith our observation of an increase in the continuous
phase turbulence with increasing mass loading (Fig. 10). In addition, as
described above, a decrease in the recirculation zone length is associat-
ed with an increase in the size of the vortices.

It should also be noted from Fig. 10 that the deflection of the flow
field within the diffuser propagates upstream into the inlet pipe up to
1D. This effect was also seen for the axisymmetric circular expansion
featuring a precessing flow [7].

An increase in mass loading affects the flow field differently for the
60 μmparticleswith a Stokes number of 0.72. Theflowfield experiences
a transition at a mass loading between 0.27 and 0.55 (Fig. 12). As the
mass loading is increased the momentum of the jet also increases.
Given the higher Stokes number of the particles, they are not as easily
deflected by the recirculation when going through the expansion.
Instead, they effectively increase the momentum of the jet causing
greater separation and leading to the development of two large
recirculation zones in opposing corners of the diffuser. Although the
recirculation zone length is not increased beyond that of the air only
case, the overall cross-sectional area of the recirculation zones is likely
to have increased.
The attachment of the initial jet through the diffuser was attributed
to theCoanda effect. The jetwants to entrain fluid, but in the vicinity of a
wall the volume of fluid which can be entrained is limited. This leads to
the generation of a low pressure region and the deflection of the jet to-
wards the wall. The effect takes both time and a minimum flow rate to
establish. The inclusion of the discrete phase increases the momentum
of the jet and therefore the minimum flow rate at which the Coanda ef-
fect will establish itself has also increased.

It seems that the mechanism for the decrease in the recirculation
zone length is due to the forcing effect from the particles on vortices in
the shear layer. This effect is similar to periodic forcing to decrease or re-
move the separation in diffuser flows to improve performance as de-
scribed by Garnier et al. [10]. This has the effect of increasing the size
of the vortices leading to greater entrainment of the surrounding fluid
and a decrease in the length of the recirculation zone. An increase in
the length of the recirculation zone with mass loading has been noted
by others and is likely to be due to an increase in the momentum of
the main flow. A similar effect has been seen here for the 60 μm particle
case. Therefore, this effect depends on the particle size and the geometry.

3.4. Recirculation of the particles

In order to enter the recirculation zone the particles must cross a di-
viding streamline. The particles are thus recirculated through interac-
tion with the vortices.

Fig. 13 shows both contours of particle concentration and velocity
vectors for a plane passing through the recirculation zone. The 10 μm
particle case clearly shows that the particles concentrate between the

image of Fig.�12


Fig. 13. Fluid velocity vectors (left) and contours of particle concentration (right) for a plane passing through the recirculation zone. The centre of the vortices,which correspond to regions
of low particle concentration, are marked. The shear layer is shown by a black contour line.

Table 3
Particle Stokes numbers.

Particle diameter (μm) 10 60
Stpipe 0.02 0.81
Ste (Uslip = 0 m s−1) 0.01 0.37
Ste (Uslip = 2 m s−1) 0.02 0.52
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vortex structures and are least concentrated at the centre of the vortices.
Particles are recirculated as they are pulled off away from the main
stream due to turbulent dispersion by the vortices. Eaton and Fessler
[17] review the preferential concentration of particles in complex
shear flows. It has been shown that particles concentrate in the highly
strained region between vortex structures.

image of Fig.�13
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Hardalupas et al. [16] define a large eddy Stokes number as follows:

Ste ¼
Reh
18

ρp

ρg

dp
h

	 
2 U0 þ Uslip

U0
ð3:4Þ

where ρg and ρp are the densities of the fluid and particles, respectively,
and dp is the particle diameter. It is assumed that the length scale of the
Fig. 14. Particle tracks, shaded for vp b 2 m s−1. The recirculation of the p
large eddies is the expansion step height, h, their convection velocity is
the fluid average velocity and the corresponding Reynolds number of
the fluid is based on the expansion step height.

Table 3 lists the Stokes numbers for both particle sizes, including the
large eddy Stokes numbers for two slip velocities. All Stokes numbers
are less than one and the large eddy Stokes numbers are less than the
Stokes numbers of the particle in the upstream pipe. As a result the
articles around the vortex near the exit of the diffuser can be seen.
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particles are strongly affected by the vortices and thus recirculated.
Hardalupas et al. [16] found a correlation between the large eddy Stokes
number and the concentration of particles within the recirculation
zone, with a sudden increase in the concentration occurring for a large
eddy Stokes number of 1.

Therefore, the location the particles enter the recirculation zone
depends on the location of the vortex. The vortex is shaped like a tube
bent over the surface of the shear layer, thus the particles would be
somewhat evenly recirculated across the surface of the shear layer
where a vortex is present. However, the orientation of the vortex is
altered by the asymmetric presence of the two walls. Fig. 14 attempts
to show the particle tracks interacting with the recirculation zone. The
vortices grow in size as they move downstream, and the velocity of the
particles also decreases, therefore the large eddy Stokes number of the
particles will continuously decrease as they traverse the recirculation
zone. Thus a particle in the vicinity of the shear layer is more likely to
be recirculated the closer it gets to the reattachment point. Due to the
shape of the complex flow and the fact that a large vortex has become
establishedby this point, themajority of particles are recirculated around
the middle of the recirculation zone.
3.5. The effect of gravity

The effect of the direction of gravity was investigated for the 60 μm
particle case and a mass loading of 0.14 kg/kg. This is a case where
one large recirculation remains in one corner of the diffuser. Gravity
was defined in the negative y direction, as previously described, and
in the positive y direction. It was hypothesised that either the change
in gravitational direction would cause more particles to be recirculated
as they slowed down through the expansion and entered the recircula-
tion under the effect of gravity, or with gravity in the positive y direc-
tion, more vorticity would be generated leading to larger vortices and
greater recirculation of the particles.

Fig. 15 shows profiles of the particle concentration for the same
diagonal profiles. Again gravity does not have a significant effect on
the results. It can be seen that at 3D the concentration profile shows
two peaks, one near the shear layer and the other at the centre of the
main jet flow. Further downstream the majority of the particles are in
themain jet flow. The low particle concentration at the center of the re-
circulation zone could be due to the recirculated particle trajectories
being towards the walls, rather than corner, of the diffuser (as seen in
Fig. 14).
Fig. 15. Comparison of time averaged particle concentration profiles across the diffuser at 3D an
acting with flow direction. Vertical error bars show the variation in the results with time.
The ratio of the drag force to the weight of the particles is calculated
as:

Φ ¼
FD up−ug

� �
g

: ð3:5Þ

The small effect of gravity is because this ratio is N40 for a 60 μm
particle, therefore the drag force dominates the particle trajectory in
this flow. The recirculation of the particles is predominately due to the
action of the large scale eddies.

4. Conclusions

The effect of particle flows on the air flow characteristics through a
diffuser featuring a double expansion has been investigated using the
commercial CFD code ANSYS FLUENT R14.0. Results for particles of 10
and 60 μm with mass loadings ranging from 0 to 1 kg/kg have been
presented. The air flow field featured a large recirculation zone in one
corner of the diffuser due to the Coanda effect. The flow field has been
shown to be characterised by a small scale precessing motion of the
jet previously [26].

The inclusion of the discrete phase caused an immediate change in
the flow field. The discrete phase impacted on the shear layer, generat-
ing vorticity and leading to the movement of large, coherent vortices in
the direction of the main flow stream. This effect occurred even at the
smallest mass loadings, typically where such flows are assumed to be
one way coupled. With an increase in mass loading or particle Stokes
number the size of these vortices increased, leading to a reduction in
the size of the recirculation as the vortices entrain more of the sur-
rounding fluid. This is consistent with periodic forcing of the shear
layer within diffusers to reduce the length of the recirculation.

For the case of the 60 μm particle as the mass loading increased the
air flow field changed significantly. The increase in mass and the inertia
of the particles gives the central jet greatermomentum. As the presence
of the lone recirculation zone is due to the Coanda effect, which takes
both time and a minimum flow rate to establish, the increase in mo-
mentum reduces this effect. Two recirculations in opposing corners of
the diffuser then develop.

In addition, the effect of reversing the direction of gravity has been
investigated for the case of 60 μm particles. However, as the drag force
is the dominant force governing the particle trajectory no discernible
differences were observed.
d 5D downstream of the diffuser entrance. • gravity acting against flow direction, ∘ gravity
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This work highlights the importance of using the correct approach
when modelling gas–particle flows for industrial problems which
often feature complex geometries and resulting flow fields. For flows
which feature separation, such as expansions or diffusers, a RANS ap-
proach is likely to fail due to the possibility of instabilities in the flow
field. Unsteady RANS is capable of capturing a number of effects as
seen here upon addition of the discrete phase. It has been shown that
the discrete phase can have a significant effect on the flow depending
on both the particle size andmass loading. Of significance for numerical
analysis is the limit of applicability of a steady state solver which is lim-
ited by not only particle–particle interactions, but also the interaction of
the discrete phase with the air flow field.

Nomenclature
a constant
C discrete phase concentration, kg m−3

CD spherical drag coefficient
dp particle diameter, m
D pipe diameter, m
FD drag coefficient, s−1

g gravitational acceleration, m s−2

h expansion step height, m
k turbulent kinetic energy, kg−1

L characteristic length, m
mp particle mass, kg
U0 continuous phase velocity in expansion, m s−1

Uslip slip velocity, m s−1

Re Reynolds number
Reh Reynolds number based on expansion step height
St or Stpipe Stokes number
Stmom momentum Stokes number
Ste large eddy Stokes number
t time, s
uc continuous phase velocity, m s−1

uc′ continuous phase fluctuating velocity component, m s−1

up discrete phase velocity, m s−1

vp discrete phase velocity in y-direction, m s−1

Z mass loading, kgparticles/kgair
Πmom momentum coupling parameter
ρg continuous phase density, kg m−3

ρp discrete phase density, kg m−3

τv particle response time, s
ζi normally distributed random number
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