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We develop a computationally efficient scheme to determine the potentials of zero charge (PZC) of
metal-water interfaces with respect to the standard hydrogen electrode. We calculate the PZC of Pt(111),
Au(111), Pd(111) and Ag(111) at a good accuracy using this scheme. Moreover, we find that the interface
dipole potentials are almost entirely caused by charge transfer from water to the surfaces, the magnitude of
which depends on the bonding strength between water and the metals, while water orientation hardly
contributes at the PZC conditions.
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Metal-water interfaces are of great technological impor-
tance in many energy storage and conversion devices
such as fuel cells and batteries. Fundamentally, they are
the primary subjects for studying electrochemical processes
(i.e., electrocatalysis and corrosion) in electrochemistry and
play a crucial role in the development of electric double
layer (EDL) theories (i.e., Gouy-Chapman-Stern model).
Direct probing of structures and dynamics of the interfaces
at a molecular level is extremely challenging for experi-
ment. First principles simulations, on the other hand, can
offer detailed microscopic information on the interfaces.
However, due to high computational costs, it was not
long ago that ab initio modeling of metal-water interfaces
became affordable [1,2].
Potential of zero charge (PZC) is a fundamental concept

in the EDL theories, defined as the potential at which no
excess charge exists on metal surfaces, and deviation from
the PZC will lead to attraction of counterions to the
surfaces, building up the EDL [3]. Because of its signifi-
cance to the microscopic understanding of an EDL and
interfacial potentials, numerous experimental techniques
have been developed to determine the PZC of metal
electrodes, e.g., surface tension methods, capacitance
measurement methods, CO charge-displacement methods,
etc [4]. Despite repeated efforts, many measurements are
still subject to uncertainties because of difficulties in
preparing single crystal electrodes and excluding specific
adsorption of electrolyte ions [5–7]. In the presence of
specific adsorption, electrochemists distinguish the subtlety
between the potential of zero total charge (PZTC) and the
potential of zero free charge (PZFC), and only the latter is
an intrinsic property of metal electrodes [8].
First principles calculation of well-defined metal surfa-

ces is ideal for determining the PZFC. There are two issues
in computational methods. First, how is the solvent treated

in the simulation models? In the literature, water has
often been treated with either an implicit dielectric con-
tinuum [9–11] or some representations of static water
structures for efficiency [12]. It, however, has been reported
that the dynamics of water on surfaces has significant effects
on interface potentials [13]. As yet, very few studies have
modeled full metal-water interfaces and accounted for water
dynamics using density functional theory based molecular
dynamics (DFTMD) [14,15]. Second, how are the computed
potentials referenced to? The majority of previous calcu-
lations use a work function method in which a water-vapor
interface has to be explicitly modeled and the vacuum
potential is chosen as reference. This method can be dated
back to the late 1980s for first principles calculations of band
lineups at semiconductor heterojunctions using bulk electro-
static (Hartree) potentials as reference [16]. In electrochemi-
cal applications, the Hartree potential of bulk water requires
appropriate statistical averaging. To compare with experi-
ment, an extra step is needed to convert the computed
“absolute” potentials into the standard hydrogen electrode
(SHE) scale by subtracting the experimental value of the
absolute SHE potential. However, a water-vapor interface is
not as straightforward to model as it appears [17], and the
experimental estimate of the SHE potential has an uncer-
tainty on the order of ∼0.5 V (4.2–4.7 V) [18].
Alternatively, a computational SHE method developed

by Cheng and Sprik [19,20] avoids treating the water-vapor
interface and references the computed potentials to the
SHE without the need for any experimental input, therefore
allowing for direct comparison with experimental values.
This method uses the solvation free energy of the aqueous
proton HþðaqÞ as reference, which is calculated using
thermodynamic integration over a set of ensembles
sampled by DFTMD [21,22]. This reference method has
been validated at the various levels of electronic structure
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theories from the generalized gradient approximation
(GGA), hybrid functionals to the random phase approxima-
tion (RPA) [23]. It has been used to calculate aqueous
solutions [22] and a few semiconductor-water interfaces
[24]. The obvious downside is the high computing costs that
limit its wide applications to other complex systems includ-
ing metal-water interfaces. In this Letter, we report the
latest development of the computational SHE method that
avoids expensive calculation of the solvation free energy
of the proton in metal-water interface models, enabling us
to calculate the PZC vs SHE of metal electrodes at an
affordable cost. Four well documented transition metals
showing diverse electrochemical properties, namely, Pt(111),
Pd(111), Ag(111) and Au(111), have been chosen to test
the method.
The other main objective is to investigate the hydration

effect on the band positions of transition metal surfaces,
i.e., the PZC vs work function (Φ). This issue is related to
the band alignment and formation of the Schottky barrier
height (SBH) at metal-semiconductor heterojunctions. The
often observed independence of the SBH on metal work
functions is attributable to the pinning at gap states formed
at interfacial regions [25]. In contrast, electrochemical
experiments show a linear correlation between the PZC
and Φ for main group sp metals with a small constant shift
due to interface effects [3]. Recent computational studies
on semiconductor-water interfaces also indicate the com-
plexity of interface dipole effects [19,26–28]. For example,
using an implicit solvation model, Zunger et al. found a
rather universal shift of ∼0.5 eV in the band edges,
irrespective of the material [26]. Sprik et al., however,
showed a significant shift of ∼1.5 eV at the TiO2-water
interface using DFTMD [19]. A similar shift was also
observed by Galli et al. on the hydrophilic COOH-
terminated Si(111) surface [27]. In this work, we show
that the interface dipole potentials caused by charge
redistribution dominate the differences between the PZC
and Φ on transition metals, the magnitude of which
depends on the strength of chemical bonding between
water and surfaces, while the water orientation at interface
regions only shows a minor effect.
The computational SHE method has been derived in

detail in previous publications [20–22,29], and briefly
summarized in the Supplemental Material [30]. Here we
simply write down the formula for the calculation of
electronic energies vs the SHE (U∘) as follows:

eU∘ ¼ εðwÞ þ ΔDPA
ðwÞ
H3Oþ − μg;∘Hþ − ΔEZP; ð1Þ

in which εðwÞ stands for electronic ionization energies

(vertical or adiabatic), ΔDPA
ðwÞ
H3Oþ is the deprotonation free

energy of H3OþðaqÞ (i.e., equivalent of minus solvation free
energy of a proton), μg;∘Hþ is the standard chemical potential of
gas phase proton and ΔEZP is a correction for the zero-point
energy of the O─H bond in H3OþðaqÞ. The latter two are

known constants, 15.81 eV and 0.35 eV, respectively
[21,29]. Note that computed in periodically repeated

simulation boxes, neither εðwÞ nor ΔDPA
ðwÞ
H3Oþ has physical

meaning alone due to the artificial offset [Hartree potential
shift (HPS)] in the potential reference under periodic
boundary conditions (PBCs) [21]. When combining these
two, the offsets in both terms cancel [see Fig. 1(a)]. This only
works when both terms are computed in the same periodic
models because the HPS is dependent on the composition
and pseudopotentials of simulation cells, and the HPS varies
with different model systems. To emphasize this fact, we

explicitly add (w) as a superscript in εðwÞ and ΔDPA
ðwÞ
H3Oþ to

indicate both energies need to be computed in the same box

of liquid water. ΔDPA
ðwÞ
H3Oþ has been calculated within an

accuracy of ∼0.1 eV using both 32 and 64 water boxes at
various levels of electronic structure theories, and the
recommended value is 15.35 eV [22,23].
Turning to metal-water interfaces, we can similarly

express the PZC vs SHE (U∘
PZC) as,

(a)

(b)

FIG. 1. (a) The upper panel sketches the process of computing
the reference deprotonation free energies of a solvated hydronium
ion in interface and pure water models under the PBC (ΔDPA

ðiÞ
H3Oþ

and ΔDPA
ðwÞ
H3Oþ , respectively). The lower panel indicates how the

potential “zero” is aligned to the SHE scale. C is a constant, equal
to −μg;∘Hþ − ΔEZP in Eqs. (1) and (2). ΔV stands for the HPS
difference between the periodic interface and pure water models.
(b) Schematic representation of the alignment of electrostatic
potentials of bulk water in periodic interface and pure water

models (ϕðiÞ
wat and ϕðwÞ

wat, respectively).
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eU∘
PZC ¼ −EðiÞ

F þ ΔDPA
ðiÞ
H3Oþ − μg;∘Hþ − ΔEZP ð2Þ

in which EðiÞ
F is the Fermi energies of metal-water interfaces.

Similarly, superscript (i) indicates both EðiÞ
F and ΔDPA

ðiÞ
H3Oþ

need to be computed in the same interface model. As

illustrated in Fig. 1(a), the reference energy ΔDPA
ðiÞ
H3Oþ

differs from ΔDPA
ðwÞ
H3Oþ in Eq. (1) for the water solution

model. ΔDPA
ðiÞ
H3Oþ is very expensive to calculate and has not

yet be achieved for metal-water interface models.

To avoid the calculation of ΔDPA
ðiÞ
H3Oþ , we take an extra

step by aligning the electrostatic potentials in bulk water,

ΔDPA
ðwÞ
H3Oþ − ΔDPA

ðiÞ
H3Oþ ¼ −eðϕðwÞ

wat − ϕðiÞ
watÞ; ð3Þ

in which ϕwat is the average electrostatic potential of the
water phase, and the superscripts indicate the periodic
models. Although both ΔDPAH3Oþ and ϕwat suffer from the
reference uncertainty under PBCs, the HPS difference (ΔV)
between ΔDPA

ðwÞ
H3Oþ and ΔDPA

ðiÞ
H3Oþ must be equal to that

between ϕðwÞ
wat and ϕðiÞ

wat. There is another implicit condition;
in the Ewald sum the average electrostatic potential of a

periodic box is set to zero, and thus ϕðwÞ
wat ¼ 0 [21,41].

Combining with Eqs. (2) and (3), we reach the central
equation for computing the PZC vs SHE,

eU∘
PZC ¼ −EðiÞ

F − eϕðiÞ
wat þ ΔDPA

ðwÞ
H3Oþ − μg;∘Hþ − ΔEZP; ð4Þ

in which both EðiÞ
F and ϕðiÞ

wat can be readily obtained by
averaging over a ∼10 ps DFTMD trajectory. This align-
ment procedure is illustrated in Fig. 1.
Born-Oppenheimer DFTMD simulations were carried

out using the freely available CP2K/QUICKSTEP package
[42]. We used the Perdew-Burke-Ernzerhof (PBE) func-
tional with Grimme’s dispersion correction, and also hybrid
HSE06 to check the functional dependence. The Pt(111),
Au(111), Pd(111) and Ag(111) surfaces were modeled by
3D periodic super cells consisting of a few layers of slabs
and water regions [30].

The computed PZC of Pt(111), Au(111), Pd(111) and
Ag(111) water interfaces are listed in Table I, in comparison
with the work functionsΦ of the corresponding bare surfaces
computed with a standard approach by referencing the Fermi
energies with respect to the vacuum level. Our calculation
can reproduce the experimental values within an uncertainty
of 0.1 V [4,6,43–45]. An exception is Pd(111) that shows
a large deviation of 0.6 V. This can be attributed to the
functional error in the Fermi energy of Pd(111) surface;
Table I shows that there is a similar size of error in the Φ of
Pd(111), in line with previous work [15], while the rest of the
Φ are as accurate as the PZC predicted by the same PBE
functional. This can be best seen from the difference (ΔΦ)
between PZC andΦ, which can be regarded as a measure of
interface dipole potentials formed by dipping metal surfaces
into liquid water. It can be written as

ΔΦ ¼ ðeU∘
PZC þΦSHEÞ −Φ; ð5Þ

in which U∘
PZC vs SHE is converted into the absolute scale

by adding the absolute SHE potential energy ΦSHE. We use
the value ofΦSHE ¼ 4.44 eV recommended by Trasatti [18].
As shown in Table I, allΔΦ computed by the PBE functional
are in good agreement with experiment including Pd(111).
We have also calculated the Pt(111)-water interface
using hybrid HSE06, and found a consistent ΔΦ (see
Supplemental Material [30] for details).
Now, we turn to examine the magnitude of ΔΦ. The

experimentally observed linear correlation between the
PZC and Φ suggests a roughly constant ΔΦ for sp metals
[3]. This is not consistent with our calculations on transition
metals that show that there is a large variation in ΔΦ.
Interface dipoles have been often attributed to two factors,
namely, changes in water dipole orientation and metal
surface potentials in contact with water [3].
We plot the profiles of oxygen density (ρH2O) and water

orientation normal to the surfaces for Pt(111) and Au(111)
in Fig. 2 [see Supplemental Material [30] for Pd(111) and
Ag(111)]. There are clear water adsorption peaks within
∼5 Å from the surfaces, and the regions just above have a
distinct lower density, separating surface water from the
rest. Similar structures have been observed with classical
MD [46] and quantum mechanics and molecular mechanics

TABLE I. Computed PZC vs SHE (U∘
PZC) and work functions (Φ) and decomposition of interface dipole

potentials at the Pt(111), Au(111), Pd(111), and Ag(111) water interfaces using the PBE functional. The data in the
parentheses are experimental values, taken from Refs [4,6,43–45] and references therein. ΔΦ is the difference
between the PZC and work function. ΔΦel and ΔΦori represent the changes of interfacial potentials due to electron
redistribution and water orientation, respectively.

Metal U∘
PZC vs SHE (V) Φ (eV) ΔΦ (eV) ΔΦel (eV) ΔΦori (eV)

Pt(111) 0.2 (0.3) 5.8 (5.9) −1.1ð−1.2Þ −1.3 0.2
Au(111) 0.5 (0.5) 5.4 (5.4) −0.5ð−0.5Þ −0.5 0.0
Pd(111) −0.5 (0.1) 5.1 (5.6) −1.1ð−1.0Þ −1.0 −0.1
Ag(111) −0.6ð−0.5Þ 4.6 (4.7) −0.8ð−0.7Þ −0.7 −0.1
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(QMþMM) simulations [47], and explained by 2D hydro-
gen bonding networks within the surface water layers [46].
Water dipole orientation is expressed as ρH2O cosΨ, whereΨ
is the angle between the water bisector and surface normal
[see Fig. 2(b)], and it is weighted by water density, giving a
direct measure of water dipole potentials. The water dipole
orientation profile allows us to distinguish two types of water
within the water adsorption peaks [see Fig. 3(a)]: (i) water
adjacent to the metal surface with the dipole pointing
away from the surface (i.e., upwards with positive cosΨ),
denoted by watA; and (ii) water slightly further away from
the surface with the dipole pointing downwards (negative
cosΨ), denoted by watB. Both are observed on all four metal
surfaces, and the feature of watA is more pronounced on Pt
and Pd than on Au and Ag. Integrating ρH2O cosΨ leads to
negligible net dipole orientation in the water adsorption
layers on all four surfaces.
To investigate the electronic effects, we have calculated the

charge redistribution profiles across the interfaces averaged
over the DFTMD trajectories, ΔρeðzÞ ¼ ρM=H2OðzÞ−
ρMðzÞ − ρH2OðzÞ, where ρM=H2OðzÞ is the electron density
of thewhole interface, and ρMðzÞ and ρH2OðzÞ are the electron
densities of the metal slab and water in separate at fixed
geometries, respectively. As shown in Fig. 2(c), there is some
electron accumulation (positive) between the surfaces and
adsorbed water that mainly comes from the position above,
and the magnitude of electron redistribution is much more
pronouncedonPt(111) andonAu(111).Thiswill give rise to a
dipole effect and contribute to the interface dipole potential.

Integrating the dipole along the surface normal,we can obtain
the potential changes (ΔΦel) due to electron redistribution.
The difference fromΔΦ can be considered as the contribution
of water orientation to the interface dipole potential, i.e.,
ΔΦori ¼ ΔΦ − ΔΦel. It is clear from Table I that the elec-
tronic componentΔΦel dominates the interface dipole poten-
tial ΔΦ, and ΔΦori hardly contributes at the PZC conditions,
confirming the structural analysis above that shows little net
dipole orientation of surface water. It is worth noting that this
is in opposition to common assumptionsmade in the analysis
of electrochemical measurements of the PZC [5,6], and calls
for reinterpretation of those results.
The electronic dipole potential ΔΦel is conventionally

understood by electronic spillover using the jellium model,
and contact with water results in a “pushback” effect of
electron density and thus a decrease in work functions [3].
Ab initio calculation can offer detailed understanding of the
electronic effects of the interface dipoles. We plot the density
of states (DOS) near the interfaces, separating the contri-
butions of water according to their distances from the
surfaces (see Fig. 3(b) for Pt(111), and the others are given
in Supplemental Material [30]). It can be found that the few
water molecules directly adjacent to the surface (i.e., watA)
chemically interact with Pt, leading to rather distorted band

0

1

2

3

4

ρ H
2O

(g
/c

m
3 ) Pt(111)

Au(111)

-2 0 2 4 6 8 10

z-coordinate (Å)

-5

0

5

Δρ
e x

 1
04  (

e /
bo

hr
3 )

-1

0

1

ρ H
2O

co
s Ψ

(a)

(b)

(c)

Metal Water

FIG. 2. The profiles of water density (a), dipole orientation (b),
and electron redistribution (c) along the surface normal z at the
Pt(111) and Au(111) water interfaces. They are obtained by
averaging over the two symmetric interfaces in our models. The
zero in z coordinates indicates the position of the metal surface.

-12

-8

-4

E
ne

rg
y 

re
la

tiv
e 

to
 v

ac
uu

m
 (

eV
)

Aqueous
Vacuum

watA watB

Density of states (arbi. units)

watC

(a)

(b)

1b
2

3a
1

1b
1

Pt-d

E
F

FIG. 3. (a) A snapshot of the Pt(111)-water interface model.
Pt, O, and H atoms are in silver, red, and white, respectively.
Depending on the positions, watA, watB, and watC are distin-
guished and represented by balls, bonds, and lines, respectively.
(b) Projected DOS plots of Pt and water at the interface computed
by the PBE functional. They are averaged over a DFTMD
trajectory.

PRL 119, 016801 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending
7 JULY 2017

016801-4



states compared to the water molecules not significantly
affected by the surface [watC, see Fig. 3(a)]. Mixing with
metal d bands, water 1b1 and 3a1 bands become broader and
significantly downshift. In particular, the nonbonding 1b1
states, due to the lone pair electrons of oxygen, make a major
contribution to the bonding, which largely determines the
watA geometry sitting rather flat with oxygen pointing to Pt
and hydrogen slightly tilting up [48]. Furthermore, a fraction
of water VB states penetrate above the Fermi level, indicat-
ing charge transfer from these water sates to Pt. This must be
the cause of the large interface dipole potential. While the
rest watB in the adsorption layer only shows a slight change
in the band position and shape. Similar to Pt, Pd also shows
significant changes in the band structures of adsorbed water.
As such, both have a large ΔΦ. Au and Ag, however, form
weaker bonding with water, and very few water VB states go
beyond the Fermi levels. Thus, less charge is transferred, and
smaller interface dipole potentials.
To summarize, we present a simple DFTMD method to

compute the PZC of metal-water interfaces, which can be
straightforwardly extended to calculate the band alignment
of any aqueous interfaces. We also show that at the PZC
conditions, the electronic effect owing to charge redistrib-
ution from surface water to the metal surfaces largely
determines the interface dipole potentials; water orientation,
however, has a negligible contribution.
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