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Abstract 

The interior visual inspection of pipework is a critical inspection activity required to ensure the 

continued safe, reliable operation of plant and thus avoid costly outages. Typically, the video output 

from a manually deployed probe is viewed by an operator with the task of identifying and estimating 

the location of surface defects such as cracks, corrosion and pitting. However, it is very difficult to 

estimate the nature and spatial extent of defects from the often disorientating small field of view 

video of a relatively large structure. This paper describes the development of a new visual inspection 

system designed for inspecting 3 - 6 inch diameter pipes.  The system uses a high resolution camera 

and structure from motion (SFM) algorithm to compute the trajectory of the probe through the pipe.  

In addition a laser profiler is used to measure the inner surface of the pipe and generate a meshed 

point cloud.  The camera images are projected onto the mesh and the final output of the system is a 

photorealistic 3-D model of the internal surface of the pipework. 

Introduction 

Non-destructive testing refers to a range of technologies that are used to evaluate the properties of 

components and structures without causing damage to the component or structure.  Perhaps the 

most basic form of non-destructive testing is visual inspection, in which cameras are used to collect 

optical images to detect and characterise features of a component. 

Remote visual inspection of civil nuclear pipework is a critical activity that is carried out periodically 

to ensure the continued safe operation of plant.  It is currently performed online by an operator who 

manipulates a pipe inspection camera or video boroscope to look inside pipes while using expert 

knowledge to capture images of defects and subsequently quantify them. However, this approach 

has a number of drawbacks.  Firstly, the extremely limited field of view of the camera is often 

disorienating and makes it difficult to quantify large defective regions.  Secondly, defect 

characterisation is performed online at the point of inspection by a highly qualified inspector, 

increasing operator dose, outage time and a reliance on small number of expert inspectors.  Thirdly, 

probe localisation is poor, making it difficult to relocate defective regions of pipe sections.  Finally, 

still images or videos are often only captured of deteriorated sections of the plant, thus restricting 

appreciation of the rest of the environment. 

The new probe presented here represents a significant upgrade in data visualisation for remote 

visual inspection  in pipework. Instead of presenting a video feed as seen by the video boroscope, 

the system processes image and other sensor data, transforming it into a textured 3D computer 

model, enabling the accurate sizing and positioning of structural defects. This approach also allows 



for direct comparison between datasets acquired at different times to easily track the evolution of 

defects.  

To realise the benefits described above a new rugged optical sensor incorporating a camera, optics, 

laser profiler and positional sensors has been developed. Software algorithms have been developed 

that automatically scale, compensate for geometric warping and stitch together frames from the 

camera, laser profiler and additional positional sensors to provide an accurate 3D computerised 

model. The technology allows more accurate and reliable inspections to be performed, which will 

improve the overall quality of remote visual inspection  of nuclear pipework. 

Hardware and system operation overview 

The probe consists of three key sub-systems: (1) camera and optics, (2) a laser profiler and (3) 

inertial measurement unit and control electronics.  An image of a prototype probe is shown in Error! 

Reference source not found.(a) with the subsystems highlighted. This unit has been used for the 

work described here.  Error! Reference source not found.(b) shows a photograph of the 

development probe, which will be used in future trials.  The outer diameter of the probe is 45 mm.  

This version is for a push-rod cable but the design allows for a flexible cable with a standard LEMO® 

connector to the probe.     

The optical system is comprised of a high resolution (2 megapixel) machine vision camera coupled 

with a fisheye lens. Using this system a 360° crosssectional view of the inner surface of the pipe is 

captured in a single image.  At the cost of increased signal processing complexity, this configuration 

leads to quicker inspections [1-3], in comparison to approaches which use mechanically swept 

narrow field of view cameras [4].  The laser profiler consists of a laser directed towards a conical 

mirror, which projects a ring of light onto the inner surface of the pipe within the field of view of the 

camera.  

During operation the system is driven in two distinct modes in alternation: (1) colour image capture 

of the internal surface of the pipe and (2) cross-sectional shape measurement capture. In the first 

mode, the internal volume of the pipe is illuminated with high power light emitting diodes (LEDs) to 

acquire a colour image of the surface.  These images are subsequently used for structure from 

motion (SFM) processing. For cross-sectional shape measurements, the LEDs are switched off and 

the laser profiler is activated.  This ƉƌŽũĞĐƚƐ Ă ƌĞĚ ůĂƐĞƌ ƌŝŶŐ ŽŶƚŽ ƚŚĞ ƉŝƉĞ͛Ɛ internal surface and into 

the field of view of the camera. The image of the laser ring is analysed to determine the geometry of 

the illuminated cross-section. In addition, each image has an associated timestamp and orientation 

measurement from the on-board inertial measurement unit.  This data can be used to assist the 

image processing in areas of low surface texture. 

Software development 

In order to generate the final output from the system, image processing is carried out on the data 

captured during each the two modes of operation.   

Laser image processing 

A laser profiler image is shown in Error! Reference source not found.(a). Note that in the lower half 

of the image, part of the laser line is not visible due to a blind spot in the cameras field of view 

caused by a mechanical support arm for the profiler.  This data was gathered using a prototype 

device and in reality this blind spot will be far smaller.  In general the laser line will not be a circle, 



rather it will be a curved line which may contain discontinuities due to surface defects. In order to 

extract such a curve from the image, a radial line search in the red component is performed to 

determine the set of pixels corresponding to the laser. The geometry of the laser and camera 

configuration is shown in Error! Reference source not found.(b). In a pipe of radius, ݎ, the laser line 

is emitted from the laser profiler at an angle of ߠ (nominally 180 Ț)  which intersects the pipe wall at a 

3D point, ݌௪. This point is imaged by the camera (represented by the unit sphere) which is located at 

a distance, ܤ, (baseline) from the laser. Given knowledge of ܤand ߠ (obtained through calibration of 

the probe) and the direction vector corresponding to each laser pixel, triangulation may be 

employed to estimate the 3D position, ݌௪, of each of these pixels. This is the measurement output 

by the profiler. The direction vector corresponding to a pixel is estimated from the camera model 

described by Scaramuzza et al [5]. 

In order to assess the accuracy of the laser profiler, an experiment was carried out using a split-pipe 

with artificial linear defects.  The baseline surface geometry was measured using a GOM ATOS Triple 

scan surface scanning system (see Error! Reference source not found.(a), defects labelled D1 to D3).  

The pipe section was then measured using the laser profiler on a prototype probe (see Error! 

Reference source not found.(b)).  It can be seen that the probe clearly detects the surface defects.  

The surface coordinates measured by both systems were compared and it was found that the root 

mean square error between the surfaces was 0.8 mm. 

Surface image processing 

Images of the internal surface are captured as the probe moves through the pipework.  These 

images are analysed to determine the position and orientation of the probe.  However, due to the 

computational expense of operating upon the image directly, image feature extraction is used and 

ĨŽƌŵƐ Ă ĐŽƌĞ ĐŽŵƉŽŶĞŶƚ ŽĨ ƚŚĞ ƐǇƐƚĞŵ͛Ɛ ŽƉĞƌĂƚŝŽŶ͘  In this process the image is firstly transformed 

into a set of salient points which essentially represent gradient information in the intensity profile of 

the image. A feature consists of such a salient point and also a descriptor which encodes statistics 

computed from a window of pixels surrounding this point. The descriptor is used to identify the 

same feature in other images and through consideration of the 2D motion of features, the 3D 

motion of the probe may be inferred [6]. The feature extraction and matching process forms the 

fundamental input to the SFM processing pipeline. The widely used scale invariant feature transform 

[7] was selected for performing feature extraction in the visual front-end of the system. An example 

of feature extraction resulting from forward linear motion is shown in Error! Reference source not 

found., the red dots correspond to features extracted in the first image while the blue dots show 

where the features move to in the next image. Assuming that the camera model is known, 

(normalised) features ݔ෤௜ିଵ and ݔ෤௜, matched between images ݅ െ ͳ and ݅ must satisfy the following 

constraint [6]: 

෤௜ݔܧ෤௜ିଵݔ  ൌ Ͳ      (1) 

 

where, ܧ, is the essential matrix which encodes the rigid body transform [8]:  

  ௜ିଵ ௜ܶ ൌ  ቂܴ ૙࢚ ͳቃ     (2) 



 

between the two images where ࢚ ൌ ሾݔǡ ǡݕ ܴ ሿ் is 3D translation andݖ א ܱܵሺ͵ሻ is 3D rotation. A 

minimum of 8 features matched are required to estimate, ܧ, using the normalised 8 point algorithm 

[6]. These relative transforms are multiplied together to construct the absolute probe trajectory. 

AĐĐƵƌĂĐǇ ŝŶ ƚŚĞ ƌĞĐŽŶƐƚƌƵĐƚŝŽŶ ŽĨ ƚŚĞ ƉƌŽďĞ͛Ɛ ƚƌĂũĞĐƚŽƌǇ ŝƐ ŬĞǇ ƚŽ ƚŚĞ ƐǇƐƚĞŵ ŽƉĞƌĂƚŝŽŶ͘ TŚĞ ŝŵƉĂĐƚ 
of the number of features and their distribution on this has been investigated via simulation.   It was 

found that the error in the computed trajectory is minimised if there are a large number of features 

matched between images, and if they are well distributed around the inner surface of the pipe.  It is 

recognised that this may not always be the case in real pipes.  However the inclusion of an inertial 

measurement unit allows this problem to be mitigated in areas of pipe where there are insufficient 

surface features.  In addition, it was found though experiment that the number of features matched 

is dependent on the distance travelled by the probe between images, with better performance at 

shorter inter-frame distances.  By controlling the speed of the probe and the data capture rate the 

performance can be optimised to balance accuracy and inspection speed.         

System Output 

The final output from the system combines data extracted from the laser and visual images, and the 

visual images themselves to generate a photorealistic 3D model.  An example output of the system is 

shown in Error! Reference source not found. for a linear segment of 3 inch 304L stainless steel pipe. 

The system firstly generates a point cloud, Error! Reference source not found.(a), from the laser 

data where each laser ring is placed in 3D space according to the camera positions/orientations 

calculated from the SFM processing. A meshing algorithm is subsequently applied to transform this 

point cloud into a triangular mesh as shown Error! Reference source not found.(b). Image data is 

then mapped back onto the mesh through a texturing procedure to form the photorealistic model. 

This consists of projecting the vertices corresponding to each mesh triangle into the images to 

generate a set of candidate image patches. The patch which is most perpendicular with the view axis 

of the camera is chosen for mapping. The final output is displayed in Error! Reference source not 

found.(c). The texture from the inside of the pipe is displayed on the outer surface to provide a 

single global view of the data and thus ease of visualization. As the output is a 3D model, the data 

can viewed from any orientation.  

Conclusions 

A new probe for remote visual inspection has been described and results presented.   The system is 

based on a probe that includes a wide field-of-view camera, a laser profiler and additional on-board 

sensors. The system is driven in two distinct modes in alternation: (i) colour image capture of the 

surface and (ii) cross-sectional shape measurement capture. In the first mode, the internal volume of 

the pipe is illuminated with LEDs to acquire a colour image of the surface. Secondly, the LEDs are 

ƐǁŝƚĐŚĞĚ ŽĨĨ ĂŶĚ ƚŚĞ ůĂƐĞƌ ƌŝŶŐ ƉƌŽĨŝůĞƌ ŝƐ ĂĐƚŝǀĂƚĞĚ ǁŚŝĐŚ ƉƌŽũĞĐƚƐ Ă ůĂƐĞƌ ƌŝŶŐ ŽŶƚŽ ƚŚĞ ƉŝƉĞ͛Ɛ ƐƵƌĨĂĐĞ 
and into the field-of-view of the camera. 

Using the colour images, an image feature extraction algorithm is used to estimate the camera 

location and build a photorealistic surface model of the interior of the pipework.  This is combined 

with data from the laser ring projection, which is used to measure the dimensions of local surface 

defects and also the global shape of the pipe.  Comparison of results from the laser scanner with a 



commercial surface scanning system showed that the probe͛Ɛ ůĂƐĞƌ ƉƌŽĨŝůŝŶŐ ƐƵď-system measured 

the surface geometry with sub-millimetre accuracy.   
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Figure Captions 

Figure 1 (a) Prototype probe with sub-systems highlighted. (b) Development probe. (IMU- inertial 

measurement unit) 

 

 

 

 



 

Figure 2 (a) Example of laser profiler image. (b) Laser profiler and camera geometry. 

 

 

Figure 3 Surface scans of a split-pipe with artificial defects measured using (a) A GOM ATOS triple 

scan and (b) the prototype laser profiler.

 

 

 

 

 



 

Figure 4 Example of feature extraction on a stainless steel pipe (SIFT- scale invariant feature 

transform).  

 

 

Figure 5 Final output from the system. (a) Point cloud generated from laser profiler data (b) Meshed 

point cloud (c) Image data mapped onto mesh. 

 



 


