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#### Abstract

We develop an algorithm for computing approximations to the stationary distribution of a discrete birth-and-death process, provided that the infinitesimal generator is a banded matrix. We begin by computing stationary distributions for processes whose infinitesimal generators are Hessenberg. Our derivation in this special case is different from the classical case but it leads to the same result. We then show how to extend these ideas to processes where the infinitesimal generator is banded (or half-banded) and to quasi-birth-death processes. Finally, we give an example of the application of this method to a nearly completely decomposable Markov chain to demonstrate the general applicability of the technique.
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## 1. Introduction

A birth and death process is characterized by a population of individuals whose number changes according to the outcome of two other stochastic processes, consisting of births which increase the population and deaths which decrease the population. The transition probabilities for these two processes can, in general, depend on both time and population size. The model for this stochastic dynamical system is usually described by a master equation for the transition probability for population size at a given time.

Let $N(t)$ denote the population size at time $t$ and define the transition probability for $N(t)$ as $P(n, t)=\operatorname{Pr}\left\{N(t)=n \mid N\left(t^{\prime}\right)=n^{\prime}\right\}$. The transition probabilities for births and deaths are usually modeled as Markovian processes by assuming that

$$
\begin{aligned}
& r(n, t)=\operatorname{Pr}\{N(t+d t)=k+1 \mid N(t)=k\}, \\
& l(n, t)=\operatorname{Pr}\{N(t+d t)=k-1 \mid N(t)=k\},
\end{aligned}
$$

where $d t$ represents the fundamental time unit. Time can be treated as either a discrete or continuous variable. In many situations it is reasonable and convenient to model these transition probabilities as being time independent and to assume that the probability that more

[^0]than a single birth or death occurs in the fundamental time unit is zero. With these assumptions the master equation for $P(n, t)$ can be written as
\[

$$
\begin{align*}
P(n, t+d t)= & r(n-1) P(n-1, t)+l(n+1) P(n+1, t) \\
& +[1-(r(n)+l(n))] P(n, t) \tag{1}
\end{align*}
$$
\]

The first approach to investigating (1) is to assume that

$$
\lim _{t \rightarrow \infty} P(n, t+d t)-P(n, t)=0
$$

and write the equation for the stationary transition probabilities, $p(n)$, the probability that the population will eventually stabilize at $n$ individuals, as

$$
\begin{equation*}
0=-(r(n)+l(n)) p(n)+r(n-1) p(n-1)+l(n+1) p(n+1) \tag{2}
\end{equation*}
$$

This stochastic balance equation leads to the infinitesimal generator for the discrete-time Markov process, which has the following stationary distribution

$$
\begin{equation*}
p(n)=p(0) \prod_{j=1}^{n} \frac{r(j-1)}{l(j)} \tag{3}
\end{equation*}
$$

In this paper we develop an algorithm for computing the solution to this problem and show how it can be generalized to compute approximate solutions for birth-and-death processes where both multiple births and multiple deaths can occur in the fundamental time unit. These methods are developed by converting stochastic balance equations like (2) to matrix form and applying techniques from linear algebra.

The virtue of the linear algebra approach is two-fold. First, the use of finite precision calculations in linear algebra is well understood and many algorithms have been developed that can control the ill effects of round-off and other errors. Second, generalizations of the simple birth and death model give rise to generalizations of the master equations (1) and (2) for which solutions are not known. In this case, the methods we develop are still applicable. To motivate what follows, we now show how (3) results from solving an appropriate linear system.

## 2. A matrix formulation

We are interested in finding the stationary distribution $p(n)$ which satisfies (2). We begin by converting (2) to matrix form. In what follows, vectors will be denoted by lower-case bold letters and will be assumed to be column vectors. We shall denote by 0 the vector of all zeros, by $\boldsymbol{e}$ the vector of all ones, and by $\boldsymbol{e}_{i}$ the $i$ th axis vector, a vector whose $i$ th element is 1 and all others are zero. The sizes of these vectors, when they appear, shall be taken from context.

To proceed, we represent the stationary distribution $p(n)$ as a semi-infinite column vector $\boldsymbol{p}$ whose $i$ th element $p_{i}=p(i-1)$ where $i=1,2, \ldots, \infty$. Note that if there were a maximum population size $N$ then $p$ would be an element of $\mathbb{R}^{N+1}$.

The infinitesimal generator matrix $Q^{T}$ is a semi-infinite tridiagonal matrix, with entries

$$
Q_{i, j}^{T}= \begin{cases}-(r(i-1)+l(i-1)) & \text { if } i=j  \tag{4}\\ r(j-1) & \text { if } i-1=j \\ l(j-1) & \text { if } i+1=j \\ 0 & \text { otherwise }\end{cases}
$$

With these definitions, equation (2) becomes

$$
\begin{equation*}
Q^{T} \boldsymbol{p}=\mathbf{0} \tag{5}
\end{equation*}
$$

And we see that $Q^{T}$ must be rank-deficient and $\boldsymbol{p}$ in its null-space (or equivalently, $\boldsymbol{p}$ is an eigenvector of $Q^{T}$ associated with the eigenvalue $\lambda=0$ ). Equation (5) implies that any element of the null-space of $Q^{T}$ solves the equation. To get the stationary distribution we normalize using the law of total probability, so that $\boldsymbol{e}^{T} \boldsymbol{p}=1$.

## 3. Truncated solutions

It is not generally possible to solve semi-infinite systems of equations, or find eigenvectors of semi-infinite matrices, so we consider truncating the system of equations. Graphically, we truncate the semi-infinite system by partitioning it in the following way:

and then dropping all but the first $n$ equations.
Letting $Q_{n}^{T}$ be the principal $n \times n$ sub-matrix of $Q^{T}$, and $p_{n}$ be the principal $n$-element sub-vector of $\boldsymbol{p}$, we get

$$
Q_{n}^{T} \boldsymbol{p}_{n}=-l(n) p(n) \boldsymbol{e}_{n} .
$$

In effect, this is a matrix representation of the first $n$ equations from (5). Letting $\boldsymbol{p}_{n}=l(n) p(n)$ $f_{n}$ and rearranging yields

$$
\begin{equation*}
Q_{n}^{T} f_{n}=-\boldsymbol{e}_{n} . \tag{6}
\end{equation*}
$$

So, provided that $Q_{n}^{T}$ is non-singular and that $l(n) p(n) \neq 0$, we can solve directly for a scalar multiple of the truncated stationary distribution $\boldsymbol{p}_{n}$.

In particular, the truncated infinitesimal generator matrix is

$$
Q_{n}^{T}=\left[\begin{array}{ccccc}
-r(0) & l(1) & & & \\
r(0) & -r(1)-l(1) & l(2) & & \\
& r(1) & & \ddots & \\
& & \ddots & & l(n-1) \\
& & & r(n-2) & -r(n-1)-l(n-1)
\end{array}\right]
$$

and has the following explicit $L U$ factorization

$$
L=\left[\begin{array}{cccc}
-1 & & & \\
1 & \ddots & & \\
& \ddots & -1 & \\
& & 1 & -1
\end{array}\right], U=\left[\begin{array}{cccc}
r(0) & -l(1) & & \\
& r(1) & \ddots & \\
& & \ddots & -l(n-1) \\
& & & r(n-1)
\end{array}\right]
$$

To find the stationary distribution we solve, in succession, the triangular systems

$$
\begin{aligned}
L z_{n} & =-e_{n} \\
U f_{n} & =z_{n} .
\end{aligned}
$$

Since $L$ is unit lower triangular we see that $z_{n}=e_{n}$ (indeed, in general one need only know $U$ ) and $f_{n}$ is just the solution of $U f_{n}=e_{n}$. Finally, backward substitution yields the known solution of equation (3).

Note that this formula does not give the values of the stationary distribution since it involves the unknown scaling factor $p(0)$. However, it does allow us to determine exactly the shape of the stationary distribution for values up to $n$.

## 4. Populations with multiple births

Now consider populations in which multiple births can occur. Although one approach to problems of this type is to re-scale the birth rate, $r(n)$, in some appropriate way and solve the single-step problem, it is not difficult to derive the solution using traditional methods. We show that, as before, the matrix approach gives the formal solution when solved analytically.

Let $r(n, k)$ be the rate at which births of $k$ individuals occur given that the population size is $n$. Equation (2) becomes

$$
\begin{equation*}
0=-\left(\sum_{k=1}^{\infty} r(n, k)+l(n)\right) p(n)+\sum_{k=1}^{n} r(n-k, k) p(n-k)+l(n+1) p(n+1) . \tag{7}
\end{equation*}
$$

The infinitesimal generator is a semi-infinite lower Hessenberg matrix whose elements are given by

$$
Q_{i, j}^{T}= \begin{cases}-\left(\sum_{k=1}^{\infty} r(i, k)+l(i)\right) & \text { if } i=j  \tag{8}\\ r(j, i-j) & \text { if } i>j \\ l(j) & \text { if } i+1=j \\ 0 & \text { otherwise }\end{cases}
$$

The truncated system has the same form as before except that $Q^{T}$ is now lower Hessenberg instead of tridiagonal. In particular, letting $p_{n}=l(n) p(n) f_{n}$ we have

$$
\begin{equation*}
Q_{n}^{T} f_{n}=-e_{n} \tag{9}
\end{equation*}
$$

Clearly, we need only know $U$ from the $L U$ factorization of $Q^{T}$ to find $f_{n}$. The key to the lower Hessenberg case (which includes the tridiagonal case) is that the right-hand side in the truncated system is a rank-1 matrix (i.e. a single column).

## 5. Processes with multiple births and multiple deaths

In the cases considered so far, the infinitesimal generator matrix is lower Hessenberg and the solution algorithms are equivalent to the classical solution by recursion algorithm for finding truncated solutions. The derivations we have shown are different from the classical approach but are useful because they will allow us to look at more general birth and death models in a natural way. We now consider a process in which both multiple births and multiple deaths are allowed. We will assume that jumps as large as $\pm K$ occur in both directions (in what follows it is straightforward to extend to processes where the maximum possible number of births is not the same as the maximum possible number of deaths). The stochastic balance equation is

$$
\begin{equation*}
0=\sum_{k=1}^{K}\{-(r(n, k)+l(n, k)) p(n)+r(n-k, k) p(n-k)+l(n+k, k) p(n+k)\} . \tag{10}
\end{equation*}
$$

The infinitesimal generator matrix is banded, with half-bandwidth $K$, and takes the form

$$
Q_{i, j}^{T}= \begin{cases}-\sum_{k=1}^{K}(r(i, k)+l(i, k)) & \text { if } i=j  \tag{11}\\ r(j, i-j) & \text { if } i>j \\ l(j, j-i) & \text { if } i<j \\ 0 & \text { otherwise }\end{cases}
$$

The truncated system can be written

$$
Q_{n}^{T} \boldsymbol{p}_{n}+S^{(n)} \boldsymbol{p}^{(n)}=\mathbf{0}
$$

where $\boldsymbol{p}^{(n)}=[p(n) p(n+1) \ldots p(n+K-1)]^{T}$ and $S^{(n)} \in \mathbb{R}^{n \times K}$ has elements

$$
S_{i, j}^{(n)}= \begin{cases}l(j, j+n-i) & \text { if } i \geq n-K+j-1 \\ 0 & \text { otherwise } .\end{cases}
$$

We shall call $S^{(n)}$ the homogeneous complement of $Q_{n}^{T}$ in $Q^{T}$.
Rearranging the truncated system yields

$$
Q_{n}^{T} \boldsymbol{p}_{n}=-S^{(n)} \boldsymbol{p}^{(n)}
$$

Now, let $F$ be the solution to

$$
Q_{n}^{T} F=-S^{(n)} .
$$

It follows that

$$
\begin{equation*}
\boldsymbol{p}_{n}=F \boldsymbol{p}^{(n)} \tag{12}
\end{equation*}
$$

and we see that $\boldsymbol{p}_{n}$ is in the range of $F$. If $\operatorname{rank}(F)=1$ then we have found $\boldsymbol{p}_{n}$ up to an unknown scaling. This is the essence of solution by recursion since in those cases $F$ surely has rank 1. Notice that $F$ exists if and only if $Q_{n}^{T}$ is non-singular; in that case $F=-Q_{n}^{-T} S^{(n)}$ and it is clear that $\operatorname{rank}(F)=\operatorname{rank}\left(S^{(n)}\right)$.

This leads us to consider the singular value decomposition (SVD) of $F$; a standard approach to rank-estimation. Briefly, the SVD of a matrix $F \in \mathbb{R}^{n \times m}$ is a factorization of the form

$$
F=U \Sigma V^{T},
$$

where both $U \in \mathbb{R}^{n \times n}$ and $V \in \mathbb{R}^{m \times m}$ are orthogonal, and $\Sigma \in \mathbb{R}^{n \times m}$ is diagonal. The columns $\boldsymbol{u}_{j}$ of $U$ are called left singular vectors, the columns $\boldsymbol{v}_{j}$ of $V$ are called right singular vectors, and the diagonal entries $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}$ of $\Sigma$ are called singular values. The singular values of a matrix are real and non-negative and are assumed to be ordered $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq$ $\sigma_{m} \geq 0$.

It is an important fact that if $\operatorname{rank}(F)=r$ then the SVD of $F$ has exactly $r$ non-zero singular values and the left singular vectors, $\left\{\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{r}\right\}$, form an orthogonal basis for the range of $F$.

Replacing $F$ in equation (12) with its SVD yields

$$
\boldsymbol{p}_{n}=U \Sigma V^{T} \boldsymbol{p}^{(n)}
$$

which, if $\operatorname{rank}(F)=r$, can be rewritten in the form

$$
\begin{equation*}
\boldsymbol{p}_{n}=\sum_{i=1}^{r} \boldsymbol{u}_{i} \sigma_{i}\left(\boldsymbol{v}_{i}^{T} \boldsymbol{p}^{(n)}\right) \tag{13}
\end{equation*}
$$

There are several possible approaches at this point but we propose the estimate $\boldsymbol{p}_{n}=\alpha F \boldsymbol{x}$ where $x$ is the solution to

$$
\max _{\|\boldsymbol{x}\|_{2}=1}\|\boldsymbol{F} \boldsymbol{x}\|_{2}
$$

and $\alpha$ is a normalization parameter. This approach has much in common with the method known as principal components analysis. It is well known, and apparent from (13) that $\boldsymbol{x}=\boldsymbol{v}_{1}$ is the solution to this problem and hence that our estimate of $\boldsymbol{p}_{n}$ is

$$
\boldsymbol{p}_{n}=\frac{\boldsymbol{u}_{1}}{\boldsymbol{u}_{1}^{T} \boldsymbol{e}}
$$

It is worthwhile to note that this approach implies that $\boldsymbol{v}_{1}$ is a normalized estimate of $\boldsymbol{p}^{(n)}$ and hence, if $\boldsymbol{v}_{1}$ contains all non-negative entries this is an indication that the estimate is based on reasonable assumptions. If, however, $\boldsymbol{v}_{1}$ contains any negative entries then there is reason to believe that this is not a good estimate and we might consider trying a larger value of $n$.

Based on the preceding analysis, we propose the following algorithm to find $p(0), p(1), \ldots$ $p\left(N_{0}\right)$ for a birth and death process that can have from 1 to $K$ deaths in each time step. We assume that $N_{0}>K$.

1. Let $n=N_{0}$.
2. Using the truncated infinitesimal generator $Q_{n}^{T}$ and its homogeneous complement $S^{(n)}$ solve $Q_{n}^{T} F_{n}=-S^{(n)}$.
3. Compute the singular value decomposition of $F_{n}$, that is $U \Sigma V^{T}=F_{n}$.
4. Construct the approximation $\boldsymbol{p}_{n} \approx \alpha \boldsymbol{u}_{1}$ where $\alpha$ is some unknown constant and $\boldsymbol{u}_{1}$ is the first column of $U$.
5. If $\sigma_{1}^{(n)}$, the largest singular value of $F_{n}$, is sufficiently greater than $\sigma_{2}^{(n)}$ then stop and accept the approximation. Otherwise set $n:=n+1$ and return to step 2 .

A key step in this algorithm is computing the singular value decomposition of $F_{n}$, where $F_{n}=-Q_{n}^{-T} S^{(n)}$. It sometimes happens that $Q_{n}$ is remarkably ill-conditioned (as it approaches singularity) and hence the computation of $F_{n}$ may be numerically challenging. Fortunately, it is possible to completely bypass the computation of $F_{n}$ by using the generalized singular value decomposition. The form of this decomposition is outlined in the following theorem $[1,8]$.
Theorem. (Generalized SVD.) If $A \in \mathbb{R}^{m \times n}(m \geq n)$ and $B \in \mathbb{R}^{p \times n}$ then there exist orthogonal matrices $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{p \times p}$, and an invertible matrix $X \in \mathbb{R}^{n \times n}$ such that

$$
\begin{aligned}
& U^{T} A X=C \\
& V^{T} B X=S
\end{aligned}
$$

where both $C \in \mathbb{R}^{m \times n}$ and $S \in \mathbb{R}^{p \times n}$ are diagonal matrices (not necessarily square). This decomposition is known as the generalized singular value decomposition (GSVD) of $(A, B)$.

The utility of this decomposition for our problem is as follows. If $B$ is square and invertible then so is $S$ and hence we can write

$$
U^{T} A X\left(V^{T} B X\right)^{-1}=C S^{-1}
$$

which leads to

$$
U^{T} A B^{-1} V=C S^{-1}
$$

from which we get

$$
A B^{-1}=U\left(C S^{-1}\right) V^{T}
$$

In other words, the generalized SVD of $(A, B)$ gives us all of the components of the SVD of $A B^{-1}$ without needing to perform the inversion (i.e. solving a linear system). For our problem, it can be shown that given the GSVD of $\left(-Q_{n},\left(S^{(n)}\right)^{T}\right)$ then

$$
-Q_{n}^{-T} S^{(n)}=V\left(S^{-T} C^{T}\right) U^{T}
$$

so that we can use the GSVD to compute the SVD of $-Q_{n}^{-T} S^{(n)}$ without performing the inversion and multiplication (i.e. solving a linear system). In those cases where $Q_{n}$ is illconditioned, this approach can help us to avoid many of the numerical difficulties.

## 6. A brief example

As an example we look at a simple birth-and-death process in which as many as two births or deaths can occur in the fundamental time unit. The specific model we will look at is an extension of a common insect population model characterized by the following transition rates

$$
\begin{aligned}
r(n, 1) & =0.237(n+1) \mathrm{e}^{-0.0165 n}, \\
r(n, 2) & =0.105(n+1) \mathrm{e}^{-0.0165 n}, \\
l(n, 1) & =0.088 n, \\
l(n, 2) & =0.018 n .
\end{aligned}
$$

Note that the birth rate remains positive even when the population size is zero due to migration. The exponential factor in the birth rate function represents cannibalism of pupae by adult insects.


FIGURE 1: A plot of the first 140 elements of the approximate stationary distribution. The vector has been normalized so that $\boldsymbol{p}^{T} \boldsymbol{e}=1$.

To compute the stationary distribution of the process analytically we would need to find the null-vector of the full infinitesimal generator $Q$, a semi-infinite matrix. Since this problem is generally intractable it is common to approximate the stationary distribution by looking at the eigenvector associated with the smallest-magnitude eigenvalue of $Q_{n}$, the truncated infinitesimal generator. Under proper conditions, this eigenvector will converge to the stationary distribution, as $n \rightarrow \infty$. Because of the excellent computational properties of the SVD, it is even better to use the right singular vector of $Q_{n}$ associated with the smallest singular value. (All experimental calculations for this paper were made using MATLAB 4.0.) As $Q_{n}$ approaches rank deficiency this singular vector gives a good approximation to the stationary distribution. Furthermore, the onset of rank deficiency can best be detected by examining the magnitudes of the small singular values which can be computed to high precision. This is not the case with small eigenvalues, which can be of low accuracy due to accumulated roundoff errors.

For this example, when $n=250$ the smallest singular value of $Q_{250}$ is approximately $2.486 \times 10^{-15}$ and we see good convergence of the singular vector (i.e. there is very little change in the shape of the distribution as we increase $n$ ). Figure 1 contains a plot of the first 140 elements of the singular vector which we shall henceforth denote as $\boldsymbol{p}$.

We with now explore the application of the methods described in this paper. First of all, working with the matrix truncated at the first 100 equations we take the homogeneous complement, solve and return the left singular vector associated with the largest-magnitude singular value. The ratio of the largest to the second-largest singular value is roughly $2.5651 \times 10^{3}$. To determine how well the maximal singular vector $v$ we have just computed approximates the shape of $\boldsymbol{p}$, it is appropriate to normalize it so as to minimize $\|\boldsymbol{p}-\alpha \boldsymbol{v}\|_{2}$. Solving this leastsquares problem yields $\alpha=\boldsymbol{p}^{T} \boldsymbol{v} / \boldsymbol{v}^{T} \boldsymbol{v}$ and so we set $\hat{\boldsymbol{p}}=\alpha \boldsymbol{v}$. We shall call this process shape normalization. Figure 2 contains a plot of the logarithm of the absolute difference between the approximations after shape normalization.

Notice that the difference between the two is extremely small. It is most pronounced at the truncation point, but it is only $3.6777 \times 10^{-5}$ at the worst point. Moreover, the relative error in the approximation for all $n$ such that $p(n)>0.00001$ never exceeds $1.13 \times 10^{-2}$.


Figure 2: A plot of the $\log$ of the absolute error $|\boldsymbol{p}-\hat{\boldsymbol{p}}|$.
If we truncate the infinitesimal generator so that it covers population sizes ranging from 50 to 100 only, then, working with the homogeneous complement, the singular values of $F$ are roughly $\sigma_{1}=102.2727, \sigma_{2}=5.7208, \sigma_{3}=0.0678$, and $\sigma_{4}=0.0245$. The ratio of $\sigma_{1}$ to $\sigma_{2}$ is roughly 17.8774 . We can see that the method works quite well in this case, as can be seen in Figures 3 and 4.

It is interesting to try to determine how well different truncated approximations fit the stationary distribution. In order to analyse this consider the following experiment. Given $\hat{\boldsymbol{p}}$, a shape-normalized approximation to the stationary distribution for populations ranging from 0 to $n$, define the relative error of the approximation in the following way:

$$
\frac{\sum_{i=0}^{n}\left|\boldsymbol{p}(i)-\hat{\boldsymbol{p}}_{n}\right|}{\sum_{i=0}^{n} \boldsymbol{p}(i)} .
$$

We will consider three different truncated approximations to the stationary distribution: the minimal eigenvector of $Q_{n}^{T}$, the minimal right singular vector of $Q_{n}^{T}$, and the approximation based on the homogeneous complement method described in this paper. For each population size from $n=1,2, \ldots, 120$ we compute all three approximations to the stationary distribution (in the range 0 to $n$ ) and then shape normalize them. In Figure 5 we plot the relative errors of the approximations versus truncation length.

## 7. Generalization to quasi-birth-death processes

The method developed above can be put into a much more general framework. We begin by noting that any Markov process whose infinitesimal generator is banded is a quasi-birthdeath (QBD) process. Provided we choose the block size correctly (it must be no less than the bandwidth) the infinitesimal generator can be written as a block tridiagonal matrix:

$$
Q^{T}=\left[\begin{array}{cccc}
D_{0} & A_{1} & & \\
B_{1} & D_{1} & A_{2} & \\
& \ddots & \ddots & \ddots
\end{array}\right] .
$$



Figure 3: A comparison of the estimated stationary distribution in the segment 50 to 100 (dashed line) with $\boldsymbol{p}$ in the same region (solid line).

If we partition $p=\left[\pi_{0} \pi_{1} \ldots\right]^{T}$ so that it is compatible for block multiplication, then the stochastic balance equations can be written in the following form:

$$
D_{0} \pi_{0}+A_{1} \pi_{1}=\mathbf{0}
$$

and

$$
B_{i} \pi_{i-1}+D_{i} \pi_{i}+A_{i+1} \pi_{i+1}=\mathbf{0}
$$

for $i=1,2, \ldots$.
There are two common approaches to problems of this type. First, if the Markov process represented by this matrix is nearly completely decomposable (NCD), that is, if the offdiagonal blocks are sufficiently small in some sense, one can disregard them and assume that the Markov chain is completely decomposable (some justification for this can be found in [5]). Then $\pi_{i}$ are solutions for $D_{i} \pi_{i}=\mathbf{0}$ and can be solved individually. This yields approximations to the segments of $\boldsymbol{p}$, which must then be carefully assembled to get the stationary distribution (see [6] for a beautiful treatment of these methods). The problem with this approach is that it is hard to tell how good the approximations for the $\pi_{i}$ are, since it is not clear what effect disregarding the $A_{i}$ and $B_{i}$ will have on the solution.

A second approach is called stochastic complementation [4]. This method also computes the segments $\pi_{i}$, but does so exactly using block Gaussian elimination. This method does not throw anything away so it is exact (at least on paper), but unfortunately, it is quite costly.

Our method can be extended quite naturally to this more general framework. In particular, given the block tridiagonal matrix $Q^{T}$ shown above, we define the homogeneous complement of $D_{i}$ in $Q^{T}$ to be $S_{i}=\left[\hat{B}_{i-1} \hat{\hat{A}_{i}}\right]$, where $\hat{A_{i}}$ is a matrix composed of only the non-zero columns of $A_{i} . \hat{B}_{i}$ is defined similarly, and $B_{0}$ is taken to be a zero matrix. We then solve $D_{i} F_{i}=-S_{i}$ and approximate $\pi_{i}$, with the left singular vector associated with the largest singular value of $F_{i}$. This is a simple process and allows us to estimate the quality of our approximations by examining the ratios of the largest and second-largest singular values of each $F_{i}$. This method is embarrassingly parallel.


Figure 4: A plot of the log of the absolute error of the comparison in Figure 3.
We believe this method can also be used to generate starting guesses for those algorithms known generally as iterative aggregation/disaggregation (IAD). These are efficient multi-gridlike methods and include the well-known KMS [3] and Takahashi [7] algorithms. We can also develop an adaptive variation by using the algorithm described in Section 5 to solve for $\pi_{0}$ first. We then apply this same algorithm to solve for each successive segment using the more general definition of the homogeneous complement. This allows us to vary the block sizes adaptively so that each estimate of a segment will be a good one. This approach lacks parallelism but would give both an initial guess and a partitioning for IAD algorithms.

## 8. An application to NCD Markov chains

To demonstrate the general utility of the methods outlined here we will show how they can be applied to the multilevel aggregation method for nearly completely decomposable matrices. We consider an example from [6, pp. 288-294] which looks at the following NCD matrix from [2]:

$$
P^{T}=\left[\begin{array}{lll|ll|lll}
0.85 & 0.1 & 0.1 & 0 & 0.0005 & 0 & 0.00003 & 0 \\
0 & 0.65 & 0.8 & 0.0004 & 0 & 0.00005 & 0 & 0.00005 \\
0.149 & 0.249 & 0.0996 & 0 & 0.0004 & 0 & 0.00003 & 0 \\
\hline 0.0009 & 0 & 0.0003 & 0.7 & 0.399 & 0 & 0.00004 & 0 \\
0 & 0.0009 & 0 & 0.2995 & 0.6 & 0.00005 & 0 & 0.00005 \\
\hline 0.00005 & 0.00005 & 0 & 0 & 0.0001 & 0.6 & 0.1 & 0.1999 \\
0 & 0 & 0.0001 & 0.0001 & 0 & 0.2499 & 0.8 & 0.25 \\
0.00005 & 0.00005 & 0 & 0 & 0 & 0.15 & 0.0999 & 0.55
\end{array}\right] .
$$

Following the indicated partitioning we consider the block matrix

$$
P^{T}=\left[\begin{array}{lll}
P_{11} & P_{12} & P_{13} \\
P_{21} & P_{22} & P_{23} \\
P_{31} & P_{32} & P_{33}
\end{array}\right]
$$

The fundamental steps in the algorithm are:

1. Approximate the probability distribution of the $i$ th block with $\boldsymbol{u}_{i}$, where

$$
P_{i i} \boldsymbol{u}_{i}=\lambda_{i} \boldsymbol{u}_{i} \quad \text { and } \quad \boldsymbol{u}_{i}^{T} \boldsymbol{e}=1
$$



Figure 5: The relative error of three truncated approximations: the minimal eigenvector (solid line), the minimal right singular vector (dotted line), and the homogeneous complement method from this paper (dashed line).
where $\lambda_{i}$ is the Perron root of $P_{i i}$.
2. Approximate the block aggregation matrix $A$ by

$$
\tilde{A}=\left[\begin{array}{ccc}
\boldsymbol{e}^{T} & 0 & 0 \\
0 & \boldsymbol{e}^{T} & 0 \\
0 & 0 & \boldsymbol{e}^{T}
\end{array}\right]\left[\begin{array}{ccc}
P_{11} & P_{12} & P_{13} \\
P_{21} & P_{22} & P_{23} \\
P_{31} & P_{32} & P_{33}
\end{array}\right]\left[\begin{array}{ccc}
\boldsymbol{u}_{1} & 0 & 0 \\
0 & u_{2} & 0 \\
0 & 0 & u_{3}
\end{array}\right]
$$

3. Compute $p$, the stationary distribution of $\tilde{A}$,

$$
\tilde{A} \boldsymbol{p}=\lambda \boldsymbol{p} \quad \text { and } \quad \boldsymbol{p}^{T} \boldsymbol{e}=1
$$

where $\lambda$ is the Perron root of $\tilde{A}$.
4. Approximate the stationary distribution of $P$ with

$$
\left[\begin{array}{l}
p_{1} \boldsymbol{u}_{1} \\
p_{2} \boldsymbol{u}_{2} \\
p_{3} \boldsymbol{u}_{3}
\end{array}\right]
$$

To integrate the techniques we have outlined into this algorithm we modify step 1 to use homogeneous complementation. In particular, we let $\boldsymbol{u}_{1}$ be the left singular vector associated with the largest singular value of

$$
\left(P_{11}-I\right)^{-1}\left[P_{12} P_{13}\right]
$$

Similarly, we let $u_{2}$ and $u_{3}$ be the left singular vectors associated with the largest singular values of

$$
\left(P_{22}-I\right)^{-1}\left[P_{21} P_{23}\right] \quad \text { and } \quad\left(P_{33}-I\right)^{-1}\left[P_{31} P_{32}\right]
$$

respectively.


Figure 6: The solid line shows the absolute error in approximating the stationary distribution of the Courtois matrix using the method described in [6], the dashed line is the absolute error of our modification of this method.

If we compute the stationary distribution of $P$ we find that

$$
\pi=\left[\begin{array}{llllllll}
0.08928 & 0.09276 & 0.04049 & 0.15853 & 0.11894 & 0.12039 & 0.27780 & 0.10182
\end{array}\right] .
$$

The approximate stationary distribution using the standard method as described in [6] is

$$
\tilde{\pi}=\left[\begin{array}{llllllll}
0.08932 & 0.09273 & 0.04046 & 0.15855 & 0.11893 & 0.12037 & 0.27781 & 0.10182
\end{array}\right] .
$$

Finally, the approximate stationary distribution using the method just described is

$$
\hat{\pi}=\left[\begin{array}{llllllll}
0.08938 & 0.09266 & 0.04050 & 0.15853 & 0.11894 & 0.12038 & 0.27780 & 0.10182
\end{array}\right] .
$$

In Figure 6 we plot the absolute errors of the two approximations. Note that both methods have errors of comparable magnitude ( $10^{-4}$ ).

Now consider what happens if we modify the Courtois matrix with a parameterized perturbation as shown below
$P^{T}(\epsilon)=\left[\begin{array}{lll|ll|lll}0.85 & 0.1 & 0.1 & 0 & 0.0005 & 0 & 0.00003 & 0 \\ 0 & 0.65-\epsilon & 0.8-\epsilon & 0.0004 & \epsilon & 0.00005 & \epsilon & 0.00005 \\ 0.149 & 0.249 & 0.0996 & 0 & 0.0004 & 0 & 0.00003 & 0 \\ \hline 0.0009 & \epsilon & 0.0003 & 0.7-\epsilon & 0.399-\epsilon & \epsilon & 0.00004 & 0 \\ 0 & 0.0009 & 0 & 0.2995 & 0.6 & 0.00005 & 0 & 0.00005 \\ \hline 0.00005 & 0.00005 & \epsilon & \epsilon & 0.0001 & 0.6-\epsilon & 0.1 & 0.1999 \\ 0 & 0 & 0.0001 & 0.0001 & 0 & 0.2499 & 0.8-\epsilon & 0.25 \\ 0.00005 & 0.00005 & 0 & 0 & 0 & 0.15 & 0.0999 & 0.55\end{array}\right]$.

If we allow $\epsilon$ to vary over the interval [0,0.399] (we can do this without violating the stochasticity of the matrix) we can compare how well the two methods approximate the stationary distribution of $P(\epsilon)$ over the range of $\epsilon$. Figure 7 shows a $\log$ plot of the errors where


Figure 7: Log plot of the error of approximation for the parameterized Courtois matrix. The solid line shows $\log \|\boldsymbol{p}-\tilde{\boldsymbol{p}}\|^{2}$ and the dashed line shows $\log \|\boldsymbol{p}-\hat{\boldsymbol{p}}\|^{2}$.
one can see that the second approximation is quite good over the entire range of $\epsilon$ while the standard one degrades as the magnitude of the perturbation grows.

Of course, we expect growth in the error of the first approximation because as $\epsilon$ grows, the matrix begins to violate the NCD assumption. However, the second approximation continues to work well because the homogeneous complement approach takes into account the structure of the off-diagonal blocks as well as their magnitude. Note that the homogeneous complement of the $P_{11}$ block in this matrix is

$$
\left[P_{12} P_{13}\right]=\left[\begin{array}{ll|lll}
0 & 0.0005 & 0 & 0.00003 & 0 \\
0.0004 & \epsilon & 0.00005 & \epsilon & 0.00005 \\
0 & 0.0004 & 0 & 0.00003 & 0
\end{array}\right]
$$

As $\epsilon$ grows this matrix approaches a rank-1 matrix. In fact, when $\epsilon=0.399$ the singular values of this matrix are $\sigma_{1}=0.5643, \sigma_{2}=0.4230 \times 10^{-3}$, and $\sigma_{3}=0.5106 \times 10^{-8}$, so that although it is full-rank, it is quite close to a rank-1 matrix. Since we can think of the homogeneous complement as a coupling to the other states in the chain, we call a situation like this a weak geometric coupling. We might also call it a low-rank coupling except that in this, and most such cases, the homogeneous complement does have full rank. The term weak geometric coupling expresses the fact that the real problem here is that the columns of the homogeneous complement are geometrically quite nearby. Note that for this example the homogeneous complements of all blocks exhibit weak geometric coupling as $\epsilon$ gets large.

Of course, when $\epsilon=0$ our method still works well even though none of the homogeneous complements exhibit weak geometric coupling in that case. Indeed, it is possible to gain some insight into why this should generally be the case for an NCD matrix. We begin by noting that if the matrix is NCD then each diagonal block, $P_{i i}$, will be very nearly stochastic and so will have a Perron root $\lambda_{1}$ such that $0<1-\lambda_{1} \ll 1$. It follows that $-\left(P_{i i}-I\right)^{-1}$ exists and has a maximal eigenvalue $\mu_{1}=\left(1-\lambda_{1}\right)^{-1} \gg 1$. Moreover, if $\lambda_{2}$, the second-largest eigenvalue of $P_{i i}$, is sufficiently well separated from $\lambda_{1}$ then $\mu_{1}$ will be much larger than any of the remaining eigenvalues of $-\left(P_{i i}-I\right)^{-1}$.

Now let $S_{i i}$ be the homogeneous complement of $P_{i i}$ and denote its $j$ th column by $s_{j}$. For each column of $S_{i i}$ we can write

$$
\boldsymbol{s}_{j}=\alpha_{j} \boldsymbol{v}_{1}+\boldsymbol{c}_{j},
$$

where $v_{1}$ is the Perron vector of $-\left(P_{i i}-I\right)^{-1}$ (and hence also of $\left.P_{i i}\right)$ and $c_{j}$ is the projection of $s_{j}$ onto the orthogonal complement of $v_{1}$. Now we can write

$$
S_{i i}=v_{1}\left[\alpha_{1} \alpha_{2} \ldots\right]+C
$$

where $C=\left[c_{1} c_{2} \ldots\right]$. From which it now follows that

$$
-\left(P_{i i}-I\right)^{-1} S_{i i}=\mu_{1} v_{1}\left[\alpha_{1} \alpha_{2} \ldots\right]-\left(P_{i i}-I\right)^{-1} C
$$

Now, since the columns of $C$ are in the orthogonal complement of $\boldsymbol{v}_{1}$ it follows that the elements of $\left(P_{i i}-I\right)^{-1} C$ can have magnitude no greater than $\mu_{2} \max \left|C_{i j}\right|$. So, if $\mu_{1}$ is sufficiently larger than $\mu_{2}$ then we would expect that the most dominant component of the columns of $-\left(P_{i i}-I\right)^{-1} S_{i i}$ will be close to $v_{1}$. If this is true then the left singular vector of $-\left(P_{i i}-I\right)^{-1} S_{i i}$ associated with the largest singular value will also be close to $v_{1}$. And we see that we can reasonably expect that our method will return a vector that is quite close to that returned by the standard algorithm in this case.

In fact, if $\mu_{1}$ is sufficiently dominant then $-\left(P_{i i}-I\right)^{-1} S_{i i}$ will tend to approach the rank-1 matrix $\mu_{1} v_{1}\left[\alpha_{1} \alpha_{2} \ldots\right]$, which implies that the approximation will become exact. This is a simple way of seeing why the standard method works.
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