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The ion-pair states of molecular iodine provide a unique system for studying the efficiency, selectivity, and
mechanisms of collision-induced non-adiabatic transitions. Non-adiabatic transitions between the first-tier
ion-pair states in collisions with molecular partners and rare gases are analyzed and discussed. The qualitative
features of the rate constants and product state distributions under single collision conditions are
summarized and interpreted in terms of appropriate theoretical approaches. Two mechanisms for the
non-adiabatic transitions are clearly identified. The first, operative for collisions involving molecular partners
possessing permanent or transition electrostatic moments, is highly selective. It connects the initially
prepared level in the E 0þg electronic state with the near-resonant vibronic level of the D 0þu state with a
minimum change of the total angular momentum. In an extreme quasi-resonant case when the gap between
initial and final rovibronic level is less than 1 cm�1, this mechanism has a giant cross section, 40 times that of a
gas kinetic collision. An electrostatic model, which includes the coupling of the giant E–D transition dipole
moment with a moment of the colliding partner and the semiclassical Born approximation, provides a plausible
interpretation of this mechanism. A second mechanism is shown to govern collisions with rare gas atoms. It
results in population of several ion-pair states and broad distributions over rovibronic levels. This mechanism
is successfully interpreted by quantum scattering calculations based on the diatomics-in-molecule
diabatic potential energy surfaces and coupling matrix elements. The calculations provide good agreement
with experimental measurements and reveal different mechanisms for the population of different
electronic states. Unexplained features of the non-adiabatic dynamics and directions of future work
are outlined.

1 Introduction

Collision-induced non-adiabatic transitions (CINAT) in the
gas phase play a fundamental role in the kinetics and dynamics
of highly excited molecular electronic states. They are res-
ponsible for radiative emission and energy transfer in the
atmosphere, energy pooling and conversion in laser media,
relaxation phenomena in chemiluminescence processes,
plasma formation, and in many other situations where electro-
nically-excited states are involved.1–5 An understanding of
collision-induced non-adiabatic dynamics is also essential for
interpretation and modeling of various photoinitiated pro-
cesses in clusters, liquids, and solids, where the role of inter-
molecular interaction is greatly magnified through the
formation of solvation shell(s) and multiple collisions between
a molecule and a solvent.
A variety of collision-induced processes, which manifest

themselves through line broadening, sensitization and quench-
ing of fluorescence, pressure dependence, etc., have been dis-
covered in gas-phase electronic spectroscopic studies. In most
cases, however, such studies only indicate the existence of
non-adiabatic relaxation pathways, or at most roughly esti-
mate their efficiency. Early works concerning CINAT suffered
from a lack of resolution which prevented selective population

of an initial energy level. Improvements in laser techniques
have made it possible to resolve CINAT between selected
vibronic levels (see, e.g., refs. 6–8 and references therein). Par-
ticularly noteworthy are studies in which both the initial and
final states of the molecule are monitored with a resolution suf-
ficient to control and interrogate individual rotational and fine
structure levels (see, e.g., refs. 9–11 and references therein).
These studies are limited in number and mainly focused on
light diatomic systems with sparse energy levels such as
COþ, CN, NO, N2 , N2

þ, and SiCl. As reviewed by Dagdi-
gian,10 the results for different systems and transitions reveal
distinct propensity rules for rotational and vibrational energy
transfer that accompanies CINAT. Many features of these
processes are still challenging to interpret. Complete under-
standing of CINAT dynamics and insight into CINAT
mechanisms requires further detailed, systematic, and state-
of-the-art experimental and theoretical investigation.
A particularly fruitful line of attack will be studies of test

systems in which a variety of non-adiabatic processes can
occur. Investigating the dependence of CINAT efficiencies
and branching ratios on collision partner, electronic, vibra-
tional, and rotational excitation, collision energy, etc., will
make it possible to gain a wealth of information helpful for
establishing general trends and useful models applicable for
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much wider classes of systems and processes. In the present
article we demonstrate that CINAT between the ion-pair
(IP) states of the diatomic iodine molecule is a good candidate
for such detailed and comprehensive studies.
In the homonuclear diatomic halogens, the IP states lie just

above the manifold of valence states and correlate to the
ionized Iþ(3Pj ,

1D2 ,
1S0)þ I�(1S0) dissociation limits.4,12–14

(In contrast, the valence states arise from interaction of two
neutral I(2Pj) atoms.) The system of IP states exhibits the
following features.
1. IP states of distinct symmetries form multiple tiers con-

sisting of a set of bound potential energy curves (PECs)
embedded into each other. The first tier correlates to Iþ(3P2)þ
I�(1S0) and consists of six states, namely, D0 2g , b 1g , D 0þu ,
E 0þg , g 1u , and d 2u , in order of increasing Te . The symmetry
is specified within the Hund case (c) classification Os

w, where
O is the projection of the total electronic angular momentum
onto the internuclear axis, w ¼ u,g specifies the parity with
respect to the permutation of identical nuclei, and s specifies
the parity of O ¼ 0 states with respect to reflection in the ver-
tical plane. The best available spectroscopic PECs of these
states are shown in Fig. 1.
2. The equilibrium distances and spectroscopic constants of

the IP states within each tier are similar, but not exactly equal.
As a result, the patterns of rovibrational levels within each
electronic state are irregularly shifted with respect to other
electronic states of the same tier and may exhibit accidental
resonances. Likewise, the Franck–Condon (FC) factors
between the vibrational levels of two electronic states are irre-
gularly distributed. The spectroscopic constants of the first and
second tier IP states are well known (see, e.g., refs. 4,13,15 and
references therein).
3. The emission and absorption spectroscopy of IP states is

dominated by parallel transitions to predominantly a single
valence electronic state with the same O quantum number.
The IP state radiative lifetimes are quite short (4.5–38 ns16)
allowing one to study CINAT dynamics under single-collision
conditions with pressures as high as 1 Torr. Finally, a single
rovibronic level in an IP state can be populated by means of
the optical-optical double resonance (OODR) method.
The above features indicate that I2 , when excited to an IP

state, should exhibit very rich non-adiabatic collision-induced

dynamics characteristic of perturbation-irrelevant CINAT.10,17

A careful study of this phenomenon can shed the light on the
following questions.
(i) If one of the IP states is selectively excited, what final

states will be populated by CINAT? What selection or propen-
sity rules govern the non-adiabatic transitions among the
dense manifold of IP states and how they are related to the
symmetry of the states (O, w and s values as well as the asymp-
totic j value of the Iþ cation)?
(ii) How do the efficiencies of the non-adiabatic transitions

depend on the initial and final vibrational states? For example,
are near-resonant final vibrational states favored according
to the energy gap law, or are those with large FC overlaps
preferentially populated as prescribed by the Franck–Condon
principle?
(iii) What propensity rules hold for the rotational quantum

number changes in the processes under study? How does
the efficiency of CINAT depend on the degree of rotational
excitation?
(iv) How do all these degrees of freedom—electronic, vibra-

tional, and rotational—interplay with one another? For exam-
ple, do accidental vibrational resonances and/or extreme
variations in FC overlaps alter the electronic branching ratios?
(v) Is there a significant dependence of the specificity of the

CINAT on the chemical identity of the collision partner, in
particular, the dipole and quadrupole moments and polariz-
abilities?
(vi) What model mechanism(s) can be used to describe this

type of CINAT?
These questions, important for understanding any non-adia-

batic event involving a diatomic molecule with a relatively high
density of electronic states, can be answered by means of fully
state-resolved laser spectroscopic techniques implemented
under single-collision conditions and supplemented by accu-
rate theoretical calculations. Collision-induced energy transfer
between the IP states of the iodine molecule is of practical
interest as well. For example, CINAT is responsible for the
D0 2g!A0 2u lasing action.18–20 Transitions to and among
IP states are widely explored in studies of iodine photody-
namics in inert environments (compressed gases, clusters,
liquids, matrices, etc.): a paradigm for understanding solvation
effects on molecular processes.21–30

The history of studies of CINAT in the iodine IP states
reflects the progress in molecular spectroscopy in the past cen-
tury. The first observation of the non-adiabatic transitions
between the IP states of the iodine molecule dates back to
1924,31 only thirteen years after the first observation of non-
adiabatic quenching of the valence B 0þu state.32,33 It was later
found that excitation of the ground X 0þg state to the D 0þu
first-tier IP state results in efficient D0 2g!A0 2u fluorescence
through collision-induced relaxation to the D0 state. This sys-
tem attracted many researchers,34–47 mainly due to observation
of lasing action on the D0 !A0 transition.18–20,48–54 Because of
the D X excitation sources utilized—electric discharges,
lamps with monochromators, ArF lasers—it was impossible
to achieve single vibrational level resolution in the excitation
of the D state. The measurements were performed under multi-
ple-collision conditions and the kinetic analysis utilized a one-
level approximation. Therefore, the rate constants reported in
these investigations (and summarized in ref. 55) represent only
averaged effective rate parameters. These early studies clearly
demonstrated, however, the high efficiency of CINAT between
the IP states. Tellinghuisen and co-workers showed that the IP
state population after discharge excitation rapidly evolves to
an almost thermal distribution40 and that D0 !A0 fluorescence
results from D X excitation even at very low collision
energies in a low pressure free-jet expansion in Ar.56

Application of the OODR technique have made possible
truly state-resolved investigations of IP state dynamics.57

Koffend et al.58 observed D0 !A0 and D!X emissions

Fig. 1 Best available spectroscopic potentials for the first- and
second-tier IP states of I2 molecule. See Section 2 for references to
the original papers.
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following selective excitation of E 0þg state. Min et al.59

reported the population of a single rovibrational level of a
‘‘new IP state E2 ’’ (either the E 0þg state or a O-doublet com-
ponent of the b 1g state60) and its effective depopulation rate
constant by nitrogen at rather high pressures. According to
refs. 16 and 61, state-selective two-photon excitation produces
emission from almost all of the IP states of the first tier, similar
to discharge excitation.40 However, single-collision conditions
were not fulfilled in these measurements. The first studies of
CINAT at single-collision conditions have been presented in
ref. 62. In this and subsequent works63,64 the D!X fluores-
cence resulting from E B X OODR excitation was
resolved and the D state vibrational state distributions were
obtained for collisions with ground-state iodine molecules
and some foreign gases.
Quantitative state-resolved measurements of the absolute

room temperature rate constants and product state distribu-
tions for CINAT originating in the E 0þg state have been
initiated recently by research groups at St. Petersburg State
University65–69 and at Swarthmore College.70–72 At the same
time, a framework for a theoretical description has been devel-
oped at Moscow State University.73–75 The main goal of this
article is to bring together the results and experience of these
active groups, in order to establish a common interpretation,
to document existing inconsistencies, and to highlight promis-
ing directions for the future. While we present here data from
previously published as well as recent unpublished investiga-
tions, this article merely summarizes an extensive body of
detailed results, and concludes with more questions than
answers. We have attempted to identify the most persistent
qualitative features in the experimental data and to support
these generalizations with theoretical calculations, with the
goal of determining model CINAT mechanisms.
In the next section we briefly introduce the experimental

methods employed and basic consideration of the electronic
structure of the IP states underlying the theoretical
approaches. Section 3 describes experimental results and their
theoretical interpretation. In Section 4, we discuss general fea-
tures of the CINAT mechanisms, remaining questions, and
identify areas of future exploration.

2 Experimental and theoretical background

2.1 Experimental technique

The experimental techniques used at Swarthmore and St.
Petersburg to investigate the CINAT dynamics of I2(E) are
similar (see details in refs. 65–72,76,77). Single rovibrational
levels of the E 0þg state were populated through an OODR
excitation scheme:

E 0þg ; vE; JE
� �

 ����l2
B 0þu ; vB; JB
� �

 ����l1
X 0þg ; vX; JX
� �

;

where vE is the vibrational quantum number and JE is the total
angular momentum of the molecule in the E electronic state.
The initial vE ¼ 0, JE ¼ 55, 98 and vE ¼ 1,2, J ¼ 55 levels stu-
died at Swarthmore were populated through B X excitation
to one of the following B state levels: vB ¼ 20, JB ¼ 56
(l1 ¼ 559.95 nm), vB ¼ 21, JB ¼ 97 (l1 ¼ 559.96 nm), vB ¼
21, JB ¼ 56 (l1 ¼ 557.18 nm) or vB ¼ 23, JB ¼ 56 (l1 ¼
551.90 nm). The vE ¼ 8–55, JE ¼ 51/53, 56/58, �80, �110
levels investigated at St. Petersburg were accessed through
the vB ¼ 32, JB ¼ 52, 57; vB ¼ 33, JB ¼ 82, 86; vB ¼ 34,
JB ¼ 102, 107 (l1 ¼ 532.24 nm) levels.
Emission from the IP states was collected with a f/1.2 fused

silica lens (Swarthmore) or f/2.5 fused silica condenser (St.
Petersburg) and projected onto the entrance slit of a mono-
chromator equipped with a PMT detector (St. Petersburg) or
CCD camera (Swarthmore). The spectral dependence of the
sensitivity of the condensor/monochromator/PMT system

utilized in St. Petersburg was determined at a geometry identi-
cal to that used for spectral measurements within an accuracy
that ranges from �5% at 450 nm to �15% at 220 nm. Typical
spectral resolutions were 0.16 nm (Swarthmore), and 0.2–0.3
nm (St. Petersburg).
The samples consisted of iodine at pressures that varied

from 20 to 160 mTorr (Swarthmore) or from 70 to 300 mTorr
(St. Petersburg), along with a variable pressure of a foreign gas
collision partner. All pressures were measured with a precision
of �1 mTorr (Swarthmore) or �20 mTorr (St. Petersburg).
The distributions of rovibrational populations for the elec-

tronic states populated by CINAT were determined by simula-
tion of the emission spectra. The simulations were performed
using FC factors generated by the LEVEL program78 (Swarth-
more) or the original codes COOLA and SIMUL (St. Peters-
burg). I2 spectroscopic data and RKR curves were taken
from a variety of literature sources.79–92 Due to the lack of
rotational resolution, the simulations characterized only the
maximum and the width of the rotational distribution. The
accuracy of these parameters varies with relative population
and depends on the collision partner. State-specific CINAT
rate constants were determined from the pressure dependence
of the integrated E!A 1u , B 0þu , B00 1u ; D!X; D0 !A0

2u , and b!A 1u emission intensities taking into account both
radiative and collisional population/depopulation processes.
Several weaker bands assigned to emission from the d state
were detected, though not analyzed in detail. All the measure-
ments were performed under approximately single-collision
conditions. It was found that the relaxation processes within
a single electronic state can be neglected in the analysis.

2.2 Electronic structure of IP states

The electronic structure of IP states of an isolated halogen
molecule can be considered within two distinct frameworks.93

The conventional molecular orbital–electronic configuration
picture was explored in the classic paper by Mulliken94 and
is naturally appropriate in the context of ab initio calcula-
tions.95,96 The second approach, more conveniently used in
semiempirical studies, and known as the ‘‘pure precession ’’93

or ‘‘atoms-in-molecule ’’ model,97 originates from the consid-
erations of Van Vleck and Herzberg.
In this article, we will use a version of the latter approach,

whose application to halogen IP states is described in most
detail by Jewsbury and Lawley.93 In brief, the pure precession
model expresses the molecular electronic wave function using
the many-electron functions of isolated atoms. The Hund case
(c) wave function of the AB molecule in the state nOs

w is repre-
sented as a linear combination of the products of spin–orbit
coupled wave functions of atoms A and B:

nOswj i ¼ÂA
X
jAmA

X
jBmB

CnOsw
jAmA jBmB

jAmAj i jBmBj i; ð1Þ

where ÂA is the partial antisymmetrization operator, n identi-
fies the molecular state (e.g., by spectroscopic lettering nota-
tions), and |jamai is the electronic wave function of atom a
(¼A or B) parameterized by the total electronic angular
momentum ja and its projection ma onto the internuclear axis.
The coefficients C in eqn. (1) depend on internuclear distance r.
In the limit of separated atoms, r!1, eqn. (1) is greatly

simplified because the coefficients C are fixed by symmetry
requirements. In the particular case of the IP states of the
halogen molecule X2 correlating to the Xþ(3Pj)þX�(1S0) limit,
one has

nOsw; jj i ¼ 1ffiffiffi
2
p jmj i 00j i þ �1ð Þp 00j i jmj i½ �; ð2Þ

where m ¼ O and p is determined by the parity w (and s, if
O ¼ 0).
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Eqn. (2) provides a convenient basis for constructing more
accurate expressions for the wave functions (1). It can also
be directly used for describing IP states if, to the zero-order
approximation, one neglects the configuration interaction mix-
ing between different IP states. (Alternatively, one can consider
the function given by eqn. (2) as the diabatic electronic wave
function of the IP state and neglect the diabatic coupling with
other states.) If one neglects in addition the configuration
interaction effects in the atomic structure (pertinent to Xþ

cations),93 one can consider |jmi functions within the standard
LS (Russell–Saunders) scheme. In this case, according to eqn.
(2), j is a good quantum number and there is no mixing
between IP states of different tiers. It has been argued98 that
the similarity and small splitting of the IP potential energy
curves indicate the validity of this simple model for distances
close to the equilibrium bond length, re . To avoid confusion
with the more exact pure precession model, we will refer to
approximation (2) as the ‘‘asymptotic model ’’.
Within the asymptotic model, each IP state is characterized

by n, O, w, s, and j quantum numbers. The asymptotic wave
functions (2) of the first-tier IP states are listed in Table 1 (note
that in the wave functions given in refs. 73 and 99 the signs of
gerade and ungerade combinations have been mistakenly inter-
changed; due to the symmetry of the problem this does not
lead to errors in the subsequent formulas). For degenerate
(O 6¼ 0) states the representation with signed projections is used
for simplicity; the wave functions of definite parity which pro-
vide a more convenient basis for dynamical calculations can be
easily constructed by taking plus and minus linear combina-
tions of the wave functions with opposite projections.75

3 CINAT dynamics

3.1 Collisions with iodine, nitrogen, and CF4 molecules

3.1.1 Experimental observations. E!D CINAT was
observed at Swarthmore when I2(E,vE ¼ 0) collides with
I2(X).70 The rate constant (see Fig. 2) is equal to (4.0� 0.7)�
10�11 (throughout this article, all rate constant values are given
in cm3 molecule�1 sec�1) and corresponds to a hard-sphere
cross section value of 20 Å2, i.e. 4–5 times smaller than a
gas-kinetic cross section. Identical cross sections and rate con-
stants are found for excitation of JE ¼ 55 and 98. The vibra-
tional product state distribution is depicted in Fig. 3. It
peaks at the vD ¼ 1,2 levels, whereas the initial E,vE ¼ 0 level
is nearly resonant with the vD ¼ 4 level in the D electronic
state. The relative lack of population in the latter demonstrates
that a propensity to populate levels with the smallest energy
gaps is not valid. Alternatively, the E,vE ¼ 0–D Franck–Con-
don factors peak at vD ¼ 0, and decline rapidly as vD increases.
Clearly, there is no overwhelming propensity directing popula-
tion only to those levels with large vibrational overlap with the
initial state. The overall shape of the distributions suggests a
balance between these two effects, though one in which more
weight is given to FC factors. Use of the combined FC-energy
gap model by Katayama et al.100 confirms that both effects are
important, but it cannot be determined whether this model

incorporates the correct balance between FC and energy gap
effects.
CINAT with collision partners M ¼ I2 , N2 , CF4 originat-

ing in selected rovibrational E-state levels vE ¼ 8–55, JE�
55, 85, and 105 were investigated at St. Petersburg. For
I2(E)þ I2(X) collisions, the iodine pressure ranged from 0.07
to 0.3 Torr. When N2 or CF4 was the collision partner, the
iodine pressure was fixed at �0.2 Torr and a variable pressure
of the foreign gas was added. The ratios of D!X to E!B
emission intensities, total rate constants and vibrational/rota-
tional product state distributions for E!D CINAT were
determined.65–68

M ¼ I2. As in the case of vE ¼ 0 excitation, CINAT was
observed only to D 0þu state.65,67,76 As shown in Fig. 2, the
total rate constant for the E!D transition varies between 7
and 80� 10�10, much higher than the upper bound of 10�10

estimated by Teule et al.64 The rate constant also exhibits
sharp maxima as a function of vE . The hard-sphere collision
cross section at the maxima reaches the huge value of 3300
Å2, approximately forty times larger than either the gas-kinetic
cross section or the cross sections of other perturbation-
irrelevant CINAT.10 These transitions have been labelled

Fig. 2 Total rate constants for E,vE!D transitions in I2(E)þ I2(X)
collisions. The results from the Swarthmore (1) and St. Petersburg
(2,3) groups are presented. Data set 3 represents the rate constants
summed over the transitions to all final D,vD levels except the near-
resonant one.

Fig. 3 Vibrational product state distributions for E,vE!D,vD tran-
sitions in I2(E)þ I2(X) collisions measured by Swarthmore (vE ¼ 0)
and St. Petersburg groups. The positions of the initial levels are
marked by vertical dashed lines. Dotted lines represent the FC factor
distributions for vE ¼ 0 and 29.

Table 1 Wave functions of the first-tier states of halogen molecules
within the asymptotic model

State Asymptotic wave function

D0 2g( j ¼ 2) [|2� 2i|00iþ |00i|2� 2i]/p2
b 1g( j ¼ 2) [|2� 1i|00iþ |00i|2� 1i]/p2
D 0þu ( j ¼ 2) [|20i|00i� |00i|20i]/p2
E 0þg ( j ¼ 2) [|20i|00iþ |00i|20i]/p2
g 1u( j ¼ 2) [|2� 1i|00i� |00i|2� 1i]/p2
d 2u( j ¼ 2) [|2� 2i|00i� |00i|2� 2i]/p2
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‘‘approach-induced ’’ to emphasize their extremely long-range
character.65 The positions of the rate constant maxima strictly
correspond to the quasi-resonant cases when there exists a final
vD level whose energy gap to initial vE level does not exceed 25
cm�1. Larger energy gaps between the initial and the closest
final vibrational level results in progressively smaller rate con-
stants. No dependence of the total or the vibrationally-
resolved rate constants on initial rotational angular momen-
tum, JE , is found.
The D state vibrational level distributions indicate that the

propensity for population of levels with the smallest energy
gaps exists even if the quasi-resonance condition is not ful-
filled. As seen in Fig. 3, the distributions are very narrow with
sharp maxima at the near-resonant final levels, except for
vE ¼ 8, in good agreement with the previous measurements.64

Practically no correlation with FC factors is observed. If one
removes the contribution of the near-resonant transition from
the total rate constant, the remaining non-resonant component
is only weakly dependent on vE (see curve 3 on Fig. 2) and cor-
responds to a hard-sphere cross section of order 300 Å2, still
significantly larger than the gas-kinetic cross section. When
extrapolated to vE ¼ 0, this function gives a value exceeding
the measured one70 by an order of magnitude.
Rotational product state distributions for the quasi-resonant

transitions with |DE|� 25 cm�1 (rate constants ca. 8� 10�9)
follow a ‘‘ low-DJ ’’ propensity rule, i.e., DJ ¼ JE� JD ¼ �1
transitions barely dominate. The rotational distributions for
transitions with larger energy gaps (and therefore smaller rate
constants) were hard to establish quantitatively. Spectral
simulations provided an indication that all the transitions
with rate constants less than 10�9 likely follow the same low-
DJ propensity rule67 in accord with the other data.63,64,70

M ¼ N2. The D state populations resulting from collisions
with N2 are quite similar to those observed following collisions
with rare gas atoms (see below). The rate constant exhibits lar-
ger variations with vE (see Fig. 4) and corresponds to hard-
sphere cross sections approximately 1–3 times gas kinetic. As
shown in Fig. 5, the vibrational product state distributions
have sharp maxima at the levels lying 50–120 cm�1 below
resonance and broad tails. The rotational distributions obey
a ‘‘high-DJ ’’ propensity rule, and have an approximately
Gaussian shape centered at DJ ¼ �1 with a half-width at half-
maximum DJ ¼ �(7–9) for vE ¼ 8 (see also refs. 64 and 68).
M ¼ CF4. The D state vibrational distributions resulting from
collisions with CF4 can be classified into one of four groups
according to the size of energy gaps to the mostly populated
D-state vibrational level (see Fig. 6).66,68 The groups I, II, III
and IV correspond to transitions with energy gaps of �400,

Fig. 4 Total rate constants for E,vE!D transitions in I2(E)þN2 ,
Ar, and He collisions. Results for He and Ar at vE� 2 by Swarthmore
group, other results by St. Petersburg group.

Fig. 5 Vibrational product state distributions (normalized to unity at
the maximum) for E,vE!D,vD transitions in I2(E)þHe (a), Ar (b),
and N2 (c) collisions. Top axes show vE quantum numbers, vertical
dotted lines indicate initial excitations vE ¼ 8, 11, 15 or 16, and 20
or 21. For He and Ar at vE ¼ 8, theoretical results (EVCC MHS)
are shown by crosses.

Fig. 6 Vibrational product state distributions (normalized to unity at
the maximum) for E,vE!D,vD transitions in I2(E)þCF4 collisions at
vE ¼ 8 (a), 11 (b), 13 (c), and 22 (d). Vertical dotted lines indicate the
positions of initial level, solid lines–excitation energies of n3 and n4
modes of CF4 molecule.
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�630, �1060, and �1280 cm�1, respectively. Groups II and IV
are assigned to transitions in which the CF4 collision partner
achieves vibrational excitation to the n4 ¼ 631.2 and
n3 ¼ 1283 cm�1 levels, respectively. Group I involves the tran-
sitions which are not accompanied by vibrational excitation of
collision partner, while group III can be attributed to n2þ n4
excitation with an energy of 1066 cm�1.
Group I CINAT is similar to that observed for M ¼ N2

though with slightly lower partial rate constants (0.8–1.9)�
10�10 (cross sections of 0.3–0.7 times gas kinetic) and similar
rotational product state distributions. The partial rate
constants corresponding to groups II, III, and IV fall in the
ranges (0.4–1.7), (0.1–0.5), and (0–2.5)� 10�10, respectively.
The rotational distributions for these transitions are similar
to those obtained for near-resonant CINAT by I2(X), i.e., they
obey a low-DJ propensity rule. The total E!D rate constant
varies from 2.7 to 6.2� 10�10. A very intriguing result is
obtained at vE� 30: the rate constant for JE� 110 is
2.9� 10�9 which is 5–6 times larger than those for JE� 55,
80.66,68

For collisions with N2 and CF4 , additional emission bands
were detected. As argued in Section 3.2.1 (below), one of
features indicates weak collisional population of the d 2u state.

3.1.2 Theoretical interpretation–electrostatic model and
semiclassical born approximation. A transparent semiquantita-
tive interpretation of CINAT with molecular collision partners
relies upon the electrostatic model66–69 introduced by Lawley
for the collisions of iodine in the IP states with ground state
iodine.98 In this model the diabatic couplings between IP states
are determined by the long-range multipole expansion. The
lowest-order term in this expansion for neutral molecules is
proportional to the dipole moment operator. For a homonuc-
lear iodine molecule, the diagonal matrix elements of the
dipole moment operator using electronic wave functions
|nOsw; ji in eqn. (1) or (2) obviously vanish, but the non-diag-
onal elements do not. Therefore, according to electrostatic
model, CINAT is subjected by the same selection rules as radia-
tive dipole transitions. Together with the constrains of the
asymptotic model, these selection rules can be formulated as
follows:
(1) Transitions connecting the states of different tiers of IP

states (Dj 6¼ 0) are forbidden;
(2) The only transitions allowed are accompanied by

DO ¼ 0,1 and a change of inversion parity w ¼ u,g;
(3) The ‘‘parallel ’’ Os

g $Os
u transitions with DO ¼ 0 are

dominant;
(4) The total angular momentum must change by one unit,

DJ ¼ �1.
Lawley argued that the transition dipole moments for close

lying pairs of Os
g –O

s
u states belonging to the same tier are very

large and grow almost linearly with internuclear distance.98

Thus, the electrostatic model explains two important experi-
mental findings: the predominance of E!D CINAT and the
low-DJ propensity for rotational energy transfer.
A more quantitative analysis of the quasi-resonant transi-

tions is possible in the frame of the semiclassical Born approx-
imation (see, e.g., refs. 98,101–104). Within the electrostatic
model, the non-adiabatic coupling between E and D states is
expressed at long distances as

V r; rM;Rð Þ ¼ mED rð Þ
X
l

Ql
M rMð ÞCl r̂r; r̂rM; R̂R

� �
=Rlþ2; ð3Þ

where r is the vector joining two iodine atoms, rM is the vector
of all internal coordinates of the collision partner M, R is the
vector joining the center of mass of the I2 molecule and colli-
sion partner, mED(r) is the E–D transition dipole moment func-
tion of the I2 molecule, Ql

M(rM) is the lth electric moment of M,

and Cl(r̂,r̂M ,R̂) is the anisotropy factor depending on all
orientation angles.
Describing the relative motion of the partners classically by

a straight-line trajectory with impact parameter b and relative
velocity g and applying first-order semiclassical perturbation
theory, one obtains for the transition probability

PEvEvi;DvDvf b; gð Þ ¼
X
l

1

�h2g2b2 lþ1ð Þ

� mED vEjvDh i vi Ql
M

�� ��vf� 	
 �2
ClRl xð Þ; ð4Þ

where vi , vf are the initial and final vibrational quantum num-
bers of the partner M, Cl accumulates the dependence on
angular momentum quantum numbers, Rl is the resonance
function of the Massey parameter x ¼ |DE|/�hg, and |DE| is
the energy difference between the initial and final states of
the colliding partners.102,104 The cross section is given by

sEvEvi;DvDvf gð Þ ¼ pb2c þ
Z1
bc

PEvEvi;DvDvf b; gð Þb db; ð5Þ

where the cutoff impact parameter bc is introduced to account
for the hard-sphere potential by setting PEvEvi ,DvDvf (bc ,g) ¼
1/2.101

For I2(X) and N2 collision partners, the leading electrostatic
term contains quadrupole moments Y (l ¼ 2). Using Lawley’s
estimation for mED(25 D)98 (a comparable result has also been
obtained in ab initio calculations for the Cl2 molecule105), the
quadrupole moment value for I2(X) molecule (�10�25 esu), a
typical value for FC factors for the transitions under study
(0.2), and assuming that the resonance function is R12(x) ¼
1� 0.2 for the states with |DE|� 25 cm�1 (compensation of
the resonance defect due to vibrational and rotational energy
transfer in the molecular partner is assumed), one arrives at
cross section estimates ranging from 2000 to 4000 Å2 depend-
ing on the value of the coefficient Cl (or, more precisely, the
change in the rotational energy of the colliding partners). This
result is in complete agreement with the very large cross
sections observed for the quasi-resonant transitions.
For the CINAT with M ¼ N2 , the measurements do not

show sharp maxima of the cross sections at quasi-resonant
conditions and the theoretical estimate must be compared with
the partial cross section to a near-resonant vibrational level.
According to above model, the cross sections should be
approximately a factor of 7 lower than those of M ¼ I2 , a
result of the differences in the quadrupole moments. The mea-
sured cross sections differ by approximately a factor of 10.
For M ¼ CF4 , the leading term of electrostatic expansion

(3) corresponds to l ¼ 1, the vibrational dipole moment of
CF4 molecule. Therefore, to calculate the cross sections for
the transitions of groups II and IV, one should use in eqn.
(4) the transition dipole moments of the n4 and n3 vibrational
modes, respectively. The resulting cross section estimates are in
reasonable agreement with the measured values.68 For exam-
ple, the theoretical/experimental hard-sphere cross sections
at vE ¼ 11, 15, and 21 are 0.1/7, 33/26, and 20/6.5 Å2

for group II transitions (n4 excitation), and 4/10, 110/42,
and 100/19 Å2 for group IV transitions (n3 excitation),
respectively.

3.2 Collisions with rare gas atoms (He and Ar)

3.2.1 Experimental observations. Measurements with He
and Ar collision partners at low vibrational excitations
vE ¼ 0–2 and JE ¼ 55 were performed at Swarthmore.71,72

The rate constants for E!D transition vary from 2 to
6.5� 10�11, being consistently larger for He. These values cor-
respond to cross sections that are approximately equal for the
two rare gases and do not exceed one tenth of the gas-kinetic
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cross section. The most striking difference with the collisions
with I2(X) is the observation of several additional fluorescence
bands induced by CINAT. Particularly interesting is the fluor-
escence in the 338–344 nm region, assigned to the b 1g!A 1u
and D0 2g!A0 2u transitions. (A small contribution in this
region from emission from the d 2u state cannot be ruled out.)
The measured rate constants for all transitions are listed in

Table 2 (together with their theoretical values discussed below)
and are depicted in Fig. 4. The very similar efficiency of the
CINAT to all three states is surprising. For He, the E!D
channel dominates at vE ¼ 0, whereas at vE ¼ 2 the combined
contribution of the competing E!D0 and E! b channels is
larger. For Ar, E!b CINAT has the largest rate constant
for vE ¼ 0–2.
Vibrational product state distributions for vE ¼ 0 and 2 are

shown in Figs. 7–10. For E!D energy transfer, the distribu-
tions are fairly similar for He and Ar collision partners. As in
the case of collisions with I2(X), at vE ¼ 0 these distributions
appear to be balanced between energy gap and FC effects. A
more pronounced contribution of the near-resonant transition
(to vD ¼ 6) can be seen when vE ¼ 2 is prepared, though the
distributions resulting from both He and Ar collisions have
peaks for D state levels with large FC factors. The distribu-
tions for the D0 and b states are also similar for He and Ar.
When vE ¼ 0 is prepared, the distributions are peaked at the
lowest vibrational levels in accord with the FC factor distribu-
tion. When vE ¼ 2, the D0 state distributions resemble rather
closely the distribution of E–D0 FC factors, much more so than
the b state distributions.
The CINAT from higher vibrational levels vE ¼ 8–47 was

studied experimentally by the St. Petersburg group.66,68 The
dependences of the total rate constants for the E!D transi-
tion at JE� 55 on vE for He and Ar collision partners are

presented in Fig. 4. The absolute values of the kED rate con-
stant fall in the ranges (2–8)� 10�10 and (6–20)� 10�10 for
He and Ar, respectively, corresponding to very similar ther-
mally averaged cross sections (20–65 Å2), or 0.4–1 of the
gas-kinetic cross section sgk . The variations of the rate con-
stants with vE are within the experimental error bars; on aver-
age, they gradually increase from vE ¼ 8 up to vE ¼ 10–15 and
then remain almost constant. No dependence on the angular
momentum JE is observed.
Fig. 5 shows the vibrational product state distributions for

selected initial vibrational excitations. The maxima roughly
correspond to the near-resonant vD vibrational levels, although
in some cases are shifted towards lower levels by one or two
vibrational quanta (e.g., vE ¼ 8 and vE ¼ 20 for Ar collisions).
The distributions for Ar collisions are rather broad, covering 7
to 10 levels at half-maximum, and do not show any propensity
for FC-like distributions. Teule et al. reported significantly
narrower distributions with the same propensity to near-reso-
nant transitions.64 In the present experiments, however, the
spectral simulations considered the complete fluorescence
band, whereas in ref. 64 only a limited spectral range was used
to determine the distributions. Collisions with He produce less
extended distributions, with a width at half maximum covering
up to 7 levels.
Spectral simulations also make it possible to estimate the

rotational product state distributions for the most populated
vD levels. In all cases they can be represented by a Gaussian
profile with the maximum at JD ¼ JE� 1 and half-width at
half-maximum DJ��(7–10).
In addition to D!X fluorescence, three other fluorescence

bands were observed for collisions with Ar (as well as with N2

and CF4). Features at lmax� 342 nm and lmax� 465 nm have
been assigned to the d 2u! 2g (Iþ I) and d 2u! 2g (Iþ I*)

Table 2 Total room temperature experimental and theoretical rate constants, in cm3 molecule�1 s�1, for the non-adiabatic I2(E)þRg collisions.
The values in parentheses designate the power of ten. Theoretical rate constants are computed within the modified hard-sphere approximation, eqn.
(18); accurate values computed by eqn. (16) are given in square brackets when available

VE n0 EDW EVCC (2� 2) EVCC (6� 6) Experiment

He

0 D 2.4(�10) [7.9(�11)] 1.5(�11) [1.6(�11)] 1.5(�11) (3.8� 0.5)(�11)
D0 2.3(�15) [5.9(�15)] 1.3(�14) 2.5(�12) (1.1� 0.2)(�11)
b 1.7(�14) [2.2(�14)] 1.5(�13) 9.9(�13) (1.2� 0.2)(�11)

2 D 3.5(�10) [3.6(�10)] 3.5(�11) [3.1(�11)] 3.1(�11) (6.4� 0.5)(�11)
D0 3.7(�15) [8.4(�15)] 2.1(�14) 3.6(�12) (4.7� 1.8)(�11)
b 3.3(�14) [3.9(�14)] 4.0(�13) 1.8(�12) (4.8� 1.9)(�11)
g 8.9(�13) [1.0(�12)] 6.0(�13) —

d 9.5(�13) [9.5(�13)] 3.1(�13) —

8 D [6.0(�10)] 9.8(�11) [1.1(�10)] 9.8(�11) 1.9(�10)
D0 [1.9(�14)] 3.1(�14) 5.1(�12) —

b [1.2(�13)] 7.8(�13) 4.2(�12) —

g [2.6(�12)] 8.8(�12) 1.3(�12) —

d [1.2(�11)] 7.5(�11) 9.3(�13) —

Ar

0 D 2.4(�11) [2.8(�11)] 8.5(�13) [6.7(�13)] 6.7(�13) (2.0� 0.4)(�11)
D0 1.4(�17) [9.0(�16)] 8.8(�18) 1.7(�14) (1.0� 0.2)(�11)
b 5.8(�17) [2.2(�16)] 7.4(�14) 1.2(�13) (3.0� 0.5)(�11)

2 D 1.4(�10) [1.7(�10)] 3.9(�12) [5.2(�12)] 3.9(�12) (3.2� 2.1)(�11)
D0 6.5(�17) [1.2(�15)] 3.6(�16) 9.1(�14) (3.8� 1.4)(�11)
b 4.2(�16) [8.0(�16)] 1.6(�13) 5.7(�13) (5.6� 2.1)(�11)
g 6.3(�12) [6.6(�12)] 4.4(�12) —

d 4.2(�13) [4.5(�13)] 1.6(�12) —

8 D [4.4(�10)] 2.2(�11) [2.6(�11)] 2.2(�11) 8.2(�11)
D’ [5.7(�15)] 1.0(�16) 6.0(�13) —

b [1.4(�14)] 1.2(�12) 2.8(�12) —

g [4.4(�11)] 4.2(�11) 8.3(�12) —

d [2.6(�10)] 4.9(�10) 5.7(�12) Observed, not measured
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transitions, respectively.68,76 The rate constant for E! d
CINAT is smaller than that for the E!D process (by an order
of magnitude at vE ¼ 9). In turn, the transitions to the b and
D0 states, if they exist, are at least ten times less efficient than

those to the d state. Teule et al.64 also observed the fluores-
cence at 342 nm, but assigned it to the D0 !A0 transition.
It is clear that the transitions to the D0 2g and b 1g states,

which have the same inversion parity as the initial E 0þg state,
and to d 2u with DO ¼ 2 cannot be understood within the elec-
trostatic model proposed above for CINAT with molecular
partners. As described below, an alternative theoretical

Fig. 7 Vibrational product state distributions for the
I2(E,vE ¼ 0)þHe collisions in the final states D (a), D0 (b), and b
(c). Presented are experimental (circles) and theoretical EVCC (trian-
gles) results, as well as and Franck–Condon factors (dashed lines).
Arrows indicate the near-resonant levels. For the D0 state, the
near-resonant level is vD0 ¼ 10.

Fig. 8 Same as Fig. 7, but for I2(E,vE ¼ 0)þAr collisions.

Fig. 9 Same as Fig. 7, but for the I2(E,vE ¼ 2)þHe collisions. For
the D0 state, the near-resonant level is vD0 ¼ 12.

Fig. 10 Same as Fig. 9, but for the I2(E,vE ¼ 2)þAr collisions.
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approach is required, and has been recently pursued by the
Moscow group.

3.2.2 Theoretical interpretation–IDIM PT1 model and
quantum scattering theory. The framework for interpretation
of the CINAT dynamics in collisions with rare gas (Rg) atoms
has been developed in refs. 73–75. It relies upon (i) the solution
of the electronic structure problem for diabatic interaction
potential energy surfaces (PESs) and coupling matrix elements
within the intermolecular diatomics-in-molecule first-order
perturbation theory (IDIM PT1) and (ii) implementation of
decoupled dynamical approaches based on rigorous quantum
scattering theory for a Hund case (c) diatomic molecule inter-
acting with a structureless particle.
Like the electrostatic model, the IDIM PT1 model uses

the asymptotic electronic wave functions (eqn. (2) and
Table 1) to describe the IP states of the iodine molecule.
However, in this case they are implemented within the dia-
tomics-in-molecules (DIM) approach (see, e.g., refs. 106 and
107 as the zero-order wave functions for diabatic states of
the system.
In brief, in the DIM method, the total electronic Born–

Oppenheimer Hamiltonian is exactly decomposed into the
sum of electronic Hamiltonians of all diatomic fragments of
the system minus the redundant atomic Hamiltonians. Specifi-
cally, in the case of the X2–Rg interaction, one has

ĤHel ¼ ĤHXARg þ ĤHXBRg þ ĤHX2
� ĤHXA

� ĤHXB
� ĤHRg; ð6Þ

where a ¼ A,B enumerates the X atoms. First-order DIM per-
turbation theory73,108,109 relates the zero-order approximation
to the limit of infinitely separated fragments

ĤH0
el ¼ ĤHX2

þ ĤHRg; ð7Þ

whereas the perturbation term V̂ ¼ Ĥel� Ĥ0
el is given by

V̂ ¼ ½ĤHXARg � ĤHXA
� ĤHRg� þ ½ĤHXBRg � ĤHXB

� ĤHRg�: ð8Þ

Choosing zero-order wave functions as the product of elec-
tronic wave functions of the X2 molecule and of the closed-
shell Rg atom, one has, in the molecular-fixed frame related
to vector r̂,

ĤH0
eljnOswijRgi ¼ wnOswjnOswijRgi; ð9Þ

where wnOsw is the PEC of the corresponding IP state of the X2

molecule at the particular internuclear distance r. The constant
electronic energy of Rg atom is dropped.
The perturbation matrix V in the basis set in eqn. (9) gives

diabatic interaction PESs as the diagonal elements and cou-
pling matrix elements as the non-diagonal ones. Using eqn.
(2) to express the zero-order wave functions as the linear com-
binations of the products of three atomic functions, one
obtains108

V ¼ Cþ½DA
þHXARgDA þDB

þHXBRgDB � eA � 1� eB � 1�C ;

ð10Þ

where the rotational matrices Da , which transform the
fragment Hamiltonians to a common frame related to r̂
diatomic axis, are composed from the Wigner rotational
matrix elements D2�

mam0a
ð0; ba; 0Þ.110 ba is the angle between r̂

and q̂qa vectors, and 1 is a unit matrix. C is the matrix of the
expansion coefficients in eqn. (2) and ea are the energies of
iodine ions. The diatomic fragment matrices are expressed
through the Rg–X�(1Sþ) anion potential V� and the Rg–
Xþ(3S�, 3P) cation potentials VL , L ¼ S,P, at the particular
Xa–Rg distance ra using well-known formulas (see, e.g., refs.
111–113).
Eqn. (10) can be evaluated in analytical form. The list of

formulas for the first-tier IP states is presented in ref. 73 For

example, explicit expressions for E 0þg �D 0þu pair of states are

VEE ¼ VDD ¼ vA þ vB; VED ¼ vA � vB;

va ¼
1

12
5Va

P þ Va
S

� �
� 1

4
Va

P � Va
S

� �
cos2 ba þ

1

2
Va; ð11Þ

where VL
a ¼ VL(ra), V�

a ¼ V�(ra). The couplings between
the E and b and D0 states are:

VEb ¼ vA þ vB; va ¼ �
1

4
ffiffiffi
3
p Va

P � Va
S

� �
cosba sin ba


 �
;

ð12Þ

VED0 ¼ vA þ vB; va ¼
1

4
ffiffiffi
3
p Va

P � Va
S

� �
sin2 ba


 �
; ð13Þ

respectively. Alternative applications of the DIM-based
approximations to IP states are considered in refs. 99,114
The IDIM PT1 model properly takes into account the sym-

metry of the problem thus providing the selection rules for
electronic and rotational collision-induced transitions. These
are displayed in Table 3 which shows the zeroes of the cou-
plings at symmetric (linear and T-shaped) configurations and
the parity of the coupling functions with respect to reflection
in the plane which bisects the midpoint of diatomic axis. All
the non-vanishing couplings between the E state and other
first-tier states are characterized. These symmetry properties
are typical also for all other initial states and can be summar-
ized as follows:
(1) Transitions between all states within the tier are allowed;

electronic coupling matrix elements are symmetric and anti-
symmetric with respect to iodine nuclear inversion and provide
selection rules DJ ¼ 0, �2, . . . and DJ ¼ �1, �3, . . . for transi-
tions between the states of the same and opposite inversion
parity w.
(2) The maximum couplings connect the states of same j, O,

and opposite inversion parity (as can be seen in eqns. (11)–(13)
in these cases the couplings are magnified by the pairwise term
proportional to V�

73).
To parameterize the DIM perturbation matrix, reliable

interaction potentials of the Rg-I� ions must be obtained.
Initially, the results of ab initio averaged quadratic coupled
cluster calulations (AQCC) was used to describe I2–Ar sys-
tem.73–75 The new results presented in this paper are obtained
with more accurate Ar–I� and He–I� potentials calculated by
means of an unrestricted version of the coupled cluster method
with single and double excitations and non-iterative correction
to triple excitations (UCCSD[T]) from ref. 115. For the pur-
pose of eliminating artificial induction interaction in the spirit
of the ‘‘diatomics-in-ionic-system’’ model,116,117 all potentials
are represented in the form

VðrÞ ¼ V shðrÞ � f ðrÞðD4=r4 þD6=r6 þD8=r8Þ; ð14Þ

where Vsh is the short-range potential, f is the switching
function, and Dn coefficients take into account long-range

Table 3 Symmetry properties of the diabatic couplings between the
E state and other first-tier IP states: zeroes at C1v (linear) and C2v

(T-shaped) configurations and parity

Initial state Final state C1v C2v Parity

E 0þg ( j ¼ 2) D 0þu ( j ¼ 2) 0 �
g 1u ( j ¼ 2) 0 0 �
d 2u ( j ¼ 2) 0 0 �
b 1g ( j ¼ 2) 0 þ
D0 2g ( j ¼ 2) 0 þ
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dispersion and induction contributions. Modified potentials
are

V�ðrÞ ¼ V shðrÞ � f ðrÞðC6=r6 þ C8=r8Þ; ð15Þ

with Cn dispersion coefficients obtained from Dn ones as
Cn ¼ Dn� an/2�1/2; a1 , a2 and a3 are the lowest hyperpolariz-
abilities of the Rg atom.115

The diabatic interaction PESs and couplings from the IDIM
PT1 model (together with spectroscopic PECs of the isolated
iodine molecule) fully characterize the electronic part of the
problem thus allowing us to use a consistent quantum scatter-
ing approach to the collision dynamics. Our implementation of
the time-independent close coupling (CC) formalism for colli-
sions of a diatomic molecule obeying Hund case (c) coupling
scheme with a spherical structureless particle is presented in
ref. 75. The CC equations describe the evolution of the system
on the full or truncated set of coupled PESs and accurately
take into account interaction of the electronic, vibrational,
and rotational degrees of freedom.
The solution of the full system of CC equations for the

processes under study is a formidable task. Due to the high
density of the rovibronic states of the iodine molecule, the
number of channels to be included into the CC basis set is very
large. The use of the well-known infinite-order sudden (IOS)
approximation118 allows one to reduce greatly the dimension
of the CC system by neglecting all rotational channels. It must
be noted that the IOS approximation is expected to be valid for
I2þRg collisions, since they correspond to a light atom–heavy
diatom system;118 for I2þHe the applicability of the IOS
approximation to vibrationally-inelastic collisions has been
verified.119,120

The resulting method, EVCC-IOS75, keeps the close-cou-
pling treatment of the electronic and vibrational channels.
Further simplification can be achieved by the use of a pertur-
bative treatment of the vibronic coupling in the spirit of Born
approximation.121 A particularly appealing approach, which
properly treats the zero-order scattered waves and preserves
the unitarity of the S-matrix, is the exponential distorted wave
(EDW) approximation.122 Under the EDW-IOS approxima-
tion, the transition probability is determined by a single poten-
tial matrix element which couples the initial and final vibronic
levels. Therefore, EDW-IOS and EVCC-IOS (hereafter simply
EDW and EVCC) can be regarded as the first- and infinite-
order methods for the coupling of vibronic scattering channels,
respectively.
The formulas for the S-matrix elements and fixed-energy

cross sections are given in ref. 75. To attain direct comparison
with experimental data at room temperature, vibrationally-
resolved and rotationally-summed rate constants for the the
transitions between vibrational levels v and v0 of electronic
states nOs

w, n
0Os0

w0 must be obtained by the standard formula:

knv;n0v0 ¼
8b
pm

� 
1=2Z
bEsnv;n0v0 Eð Þ exp �Ebð ÞdE; ð16Þ

where b ¼ 1/kBT, kB is the Boltzmann constant, and T ¼ 300
K for the present study. Calculation of the cross section energy
dependence for evaluating converged rate constants is a com-
putationally tractable task only for the EDW method and
the EVCC method for two coupled PESs. In the EVCC calcu-
lations of higher dimensionality, the modified hard sphere
(MHS) model is used.123 Assuming that

s Eð Þ � 0; if E � E0

s0 1� E0=Eð Þ; if E > E0

�
; ð17Þ

one gets from eqn. (16)

knv;n0v0 MHSð Þ ¼ 8

pmb

� 
1=2

s0 exp �bE0ð Þ: ð18Þ

Despite the fact that the excitation transitions do not exhibit
true threshold behavior, significant deviations occur only at
relatively low collision energies. Test calculations show that
the best estimates of the rate constants using eqn. (18) corre-
spond to the s0 , E0 parameters determined from the cross sec-
tions computed at collision energies of 300 and 750 cm�1. The
ratio of vibrationally-resolved to vibrationally-summed colli-
sion properties give the vibrational product state distributions.
It should be added that the IDIM PT1 model can be used

in conjunction with less rigorous dynamical methods, for
example, first-order semiclassical perturbation theory,74 an
approach that is close to the semiclassical Born approximation
for the electrostatic model discussed above.
The calculations were performed for collisions with He and

Ar and initial excitations vE ¼ 0, 2, and 8 at EDW and EVCC
levels of theory. In the latter method different number of scat-
tering channels can be included in the basis set. We will com-
pare the results of the EVCC(2� 2) option, where only the
initial E and one particular final state are coupled, and almost
converged EVCC(6� 6) calculations which take into account
the coupling between all six IP states of the first tier.
Total rate constants computed within the MHS model, eqn.

(18), are presented in Table 2. As follows from the table, they
reproduce reasonably well accurate values computed by eqn.
(16) for EDW and EVCC(2� 2) providing that rate constant
is not too small (	10�14).
In all cases the EDW approximation clearly shows the pro-

pensity for transitions with changing inversion parity. The
E!D transition is the most efficient. Rate constants for the
transitions to the gerade states D0 and b are almost two orders
of magnitude lower than the transitions to ungerade states D,
g, and d. Rate constants for the g and d states at vE ¼ 0 (not
shown) are also very small, but due to energetic, not symmetry,
constrains–the corresponding scattering channels are practi-
cally inaccessible at thermal energies. The same propensity
for inversion parity changing transitions has been found in
the EDW calculations for I2(D 0þu ) CINAT.124 Qualitative
analysis of the EDW results indicates that all non-adiabatic
transitions occur at short range in the vicinity of the turning
point of intermolecular potential.
Passing from the EDW to the EVCC(2� 2) level, one

observes the reduction of the E!D rate constant by an order
of magnitude and the growth of rate constants for other transi-
tions. The rate constants for gerade states D0 and b exhibit
further increase in fully coupled EVCC(6� 6) calculations, a
clear indication of an indirect nature of the corresponding
transitions. As has been found in ref. 75, it is the coupling to
the D 0þu state which facilitates the population of gerade states.
The mechanism can be interpreted as post-collision relaxation:
the encounter of an iodine molecule with a rare gas atom
induces the transitions to the ungerade states, specifically the
D state. When the colliding partners fly apart, the D state
undergoes further relaxation to the gerade states D0 and b.
This indirect mechanism is quite efficient–the corresponding
theoretical rate constants are only one order of magnitude less
than the rate constant for the dominant ‘‘direct ’’ E!D tran-
sition and comparable to those of transitions to g and d states.
Experimental measurements show that the relative efficiencies
of indirect transitions are even higher.
The theoretical E!D rate constants rapidly grow with

increasing vE and provide reasonable matching between the
sets of experimental data from the Swarthmore and St. Peters-
burg groups. For He, two other direct transitions to g and d
gain efficiency with similar rate, whereas the rate constants
for indirect E!D0 and E!b transitions increase more
slowly. For Ar, however, the efficiencies of all transitions
except E! g grow with the same rate. Actually, at vE ¼ 8,
the calculations unambiguously reveal only the predominance
of E!D CINAT and does not show any clear propensity for
the population of other states.
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Quantitatively, the results of the EVCC(6� 6) calculations
are in very good accord with experimental data for collisions
with He. For collisions with Ar, larger difference between
experiment and theory must be emphasized. The calculated
rate constants at low vE are too small with respect to the mea-
sured ones and those computed for He.
The vibrational product state distributions obtained from

EVCC(6� 6) MHS rate constants are compared with those
measured experimentally in Figs. 7–10 for vE ¼ 0, 2 and in
Fig. 5 for vE ¼ 8. For the E!D transition induced by He,
theory reproduces the experimental distributions very well
and successfully describes their evolution from more FC-type
to more resonant type as vE increases. Agreement for the
E!D0, b transitions is not so perfect, although the theory is
still able to mimic the main features of the distributions. The
results for collisions with Ar are again worse, as can be seen
in the plots for the E!D transition. Theory significantly over-
estimates the role of the energy gap between the initial and
final vibrational levels; the calculated distributions are always
peaked at the near-resonant energy levels. The calculated rota-
tional product state distributions for a dominant E!D vibra-
tional channel are peaked at JD ¼ JE� 1 and cover at
halfwidth four or five rotational levels, being virtually indepen-
dent of initial vibrational excitation.

4 Discussion and perspectives on future directions

The experimental and theoretical results clearly identify two
mechanisms for CINAT between the IP states of iodine mole-
cule: ‘‘approach-induced ’’ for collisions with molecular part-
ners and more common ‘‘collision-induced ’’ for collisions
with rare gases.
The approach-induced mechanism manifests itself only in E

0þg !D 0þu CINAT and gives large transition cross sections,
including the giant ones that exceed the gas-kinetic cross in
forty times. This process is highly selective: almost 90% of
the products are formed in a single vD vibrational level with
a DJ ¼ �1 change in the angular momentum. The necessary
conditions for this mechanism to occur are the existence of a
final vD level in a quasi-resonance with initially excited vE level
(ca. |DE|� 25 cm�1) and collisions with a particle possessing a
permanent or transition electrostatic moment.
The features of the approach-induced mechanism can be

qualitatively interpreted in the frame of an electrostatic model
and the semiclassical Born approximation.
(i) The strong propensity for E 0þg !D 0þu transition is a

consequence of the giant transition dipole moment for
Os

g $Os
u pair of states. It is much larger than the transition

dipole moments for the states with different values of O.
(ii) Being governed by the long-range electrostatic coupling,

the non-adiabatic transitions occur at large interfragment
distances. In this case transitions to near-resonant levels are
strongly favored.
(iii) The low-DJ propensity rule DJ ¼ �1 also follows from

the selection rules for dipole-induced transitions.
The present interpretation disagrees with the predictions

made by Lawley on the basis of the same electrostatic model,98

who found that the complex-formation (or orbiting-con-
trolled) CINAT mechanism has cross sections that are only
three times larger than the gas-kinetic cross sections. The
long-range interaction was found to provide only a minor
enhancement of the near-resonant complex-formation cross
sections. While these estimates can be applicable to complex-
formation collisions, the far more important effect of the elec-
trostatic coupling is the direct promotion of the non-adiabatic
transitions at long distances.
The collisions with I2(X) molecule provide the most striking

example of the approach-induced CINAT. The sharp maxima
in the rate constant dependence on the E state vibrational

excitation (see Fig. 2) at vE ¼ 14, 32, and 59 correspond to
very small energy gaps (DE< 1 cm�1), and clearly illustrate
the contribution of this mechanism.
For collisions with the N2 molecule, the probability of

approach-induced transitions should be ca. 7 times weaker
due to the smaller quadrupole moment. The experimental data
show similar features in the product state distributions, though
the pronounced dependence of the rate constant on vibrational
excitation in the E state is less clear, perhaps because of large
error bars on the experimental measurements.
A different type of electrostatic interaction governs CINAT

in collisions with the CF4 molecule. The E!D non-adiabatic
coupling is facilitated by dipole-allowed excitations of the
n3 and n4 vibrational modes in CF4 . The corresponding
transitions, however, exhibit only minor enhancement at the
quasi-resonance conditions.
In summary, simple theoretical approaches in the spirit of

first-order perturbation theory provide clear qualitative
interpretation of experimental data on the approach-induced
transitions.68,69

Collisions with rare gas atoms represent a second mechan-
ism for CINAT. For E!D energy transfer, much smaller rate
constants and significantly broader product state distributions
(vibrational and rotational) are observed. An interesting fea-
ture is the absence of strict selection rules for electronic transi-
tions. While the E!D CINAT is still dominant, transitions to
other IP states of the first tier are also efficient. Theoretical
interpretation of CINAT in these systems is provided by quan-
tum scattering calculations based on the realistic diabatic PESs
and couplings calculated using the IDIM PT1 model.
This approach allows one to consider three levels of propen-

sity rules. The ‘‘zero-order ’’ level is given by the diabatic cou-
pling matrix elements themselves. The IDIM PT1 model favors
the E 0þg !D 0þu transition. The EDW-IOS method sets the
‘‘first-order ’’ level at which the transitions to different electro-
nic states are considered as independent from each other. This
level establishes the propensity for the transitions changing the
inversion parity. The propensity rules of the third level are
established by the close coupling treatment of the vibronic
channels. It clearly indicates the importance of the post-colli-
sion, or indirect, non-adiabatic interactions, which proceed
through an intermediate electronic state. The E 0þg �D 0þu
interaction efficiently populates the D state when the colliding
partners closely approach each other. However, when they fly
apart, the D state further relaxes via the transitions governed
by the same ‘‘first-order ’’ propensity rule for parity-changing
transitions. This explains the relatively large population of
the b 1g and D0 2g states observed at low vibrational excita-
tions. Transitions to the g 1u and d 2u states follow the direct
mechanism being coupled directly to initial state E.
Both the energy gap law and the Franck–Condon principle

influence the vibrational product state distributions for the
non-adiabatic transitions induced by collisions with rare gases.
However, the latter factor plays a significant role at low vibra-
tional excitations, vE ¼ 0–2.70–72 The first factor appears to be
more important for CINAT at vE > 8. For these high vE levels,
the vibrational product state distributions have an almost sym-
metric dumb-bell shape centered close to a near-resonant level,
clear signature of the predominant role of the energy gap law.
In general, the distributions of E–D FC factors are broader for
higher values of vE than is the case when vE is low. For vE� 2,
the near resonant D-state vibrational levels are characterized
by FC factors that are less than 4� 10�4, providing a signifi-
cant vibrational overlap impediment to population of levels
with small energy gaps. A universal model for the D-state
vibrational distributions incorporating both energy gap and
FC effects will necessarily appear to accentuate the importance
of FC effects for these low values of vE . As the FC distribution
broadens for higher values of vE , FC impediments become less
severe. These considerations appear more conclusive in the
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case of the b and D0 state distributions observed following col-
lisions of I2(E,vE ¼ 0–2) with He and Ar. The larger values of
DTe for E!b and E!D0 electronic energy transfer dictate
that near-resonant transfer involves larger values of Dv and
correspondingly very small FC factors. All of the final state
levels with non-negligible vibrational overlap involve large
vibronic energy gaps. This effectively removes the latter consid-
eration as means to direct vibrational populations, resulting in
distributions that are dominated by FC considerations. It
should be also noted that the indirect nature of these transi-
tions may diminish the role of both the FC and near-resonant
trends. Attempts to arrive at a more quantitative description of
the vibrational product state distributions combining both
trends have proven to be not yet successful. For example, an
empirical formula by Katayama et al.100 fails to provide an
unambiguous prediction,70 while the semiclassical model by
Spalburg et al.125 is applicable only at high collision energies.74

Except for the lowest vibrational excitations, the rotational
product state distributions obey the high-DJ propensity rule,
thus being much broader than those observed for approach-
induced transitions. Rotational energy transfer can play a sig-
nificant role compensating for the energy difference between
the initial and final vibrational energy levels (see, e.g.,ref. 68),
which provides a rationale for why CINAT with rare gas colli-
sions result in broad vibrational product state distributions.
Despite the remarkable progress in the interpretation of

CINAT mechanisms, the experimental data still presents many
challenges for experimental and theoretical studies.
For collisions with rare gases, CINAT that populates IP

states other than D remains an ambiguous process. While
the E 0þg !b 1g and E 0þg !D0 2g transitions are found to
be very efficient at low vibrational excitations,71,72 transitions
assigned to E 0þg ! d 2u CINAT are prominent when higher
vE levels are initially excited.68 It would be instructive to per-
form new measurements to bridge the gap between these two
sets of experimental data and to carry out more thorough stu-
dies of the weak fluorescence bands observed for vE > 8. In its
present form, the quantum scattering calculations successfully
demonstrate the relatively high efficiency of direct and indirect
CINAT processes, but is unlikely to be able to predict quanti-
tatively the branching ratios between distinct channels and
their variations with vibrational excitation. The present IDIM
PT1 model certainly requires improvement. The model does
not properly take into account electrostatic interactions,
namely, the large polarizability of the IP states,68 related to a
giant Os

g$Os
u transition dipole moment, which is responsible

for very large approach-induced cross sections. Polarization
forces created by the colliding partner may disturb the sym-
metric charge distribution of the bare iodine molecule and lead
to significantly stronger interactions and non-adiabatic cou-
plings. The fact that theoretical results for collisions with Ar
are markedly worse than for collisions with He points out
the importance of this effect.
For CINAT on molecular partners, a more sophisticated

theoretical treatment of the approach-induced transitions is
desirable, along with more precise measurements for different
collision partners. The latter will be helpful in establishing
the dependence of CINAT on the permanent and transition
dipole and quadrupole moments of the collision partner. Colli-
sions with the I2(X) molecule reveal several particularly inter-
esting features. At low vibrational excitations, the magnitudes
of the rate constants, as well as the vibrational and rotational
product state distributions, are quite similar to those observed
following collisions with rare gas atoms, indicating a common
short-range mechanism. At the same time, unlike the case of
rare gas collisions, only the D state was found to be populated.
Further, at higher levels of E state vibrational excitation, the
non-resonant transitions have rate constants that are too large
to be explained in such a model. It is not clear whether this
enhancement is due to long-range electrostatic coupling or to

complex formation, as suggested in refs. 67 and 98. Careful
measurements of the rotational product state distributions
and theoretical calculations incorporating both short- and
long-range interactions, and appropriate treatment of the colli-
sion dynamics will help to answer this question. A very inter-
esting issue is to investigate whether or not indirect CINAT
processes to gerade IP states occur in collisions with molecular
partners.
Fortunately, a number of experiments are possible to test

the understanding of CINAT that we have deduced from the
experiments and calculations applied to first tier electronic
energy transfer in I2 . The experimental techniques used to
explore dynamics in I2 are directly applicable to a number of
homo- and hetero-nuclear halogens. The ion-pair states in spe-
cies such as Br2 and Cl2 share the basic energy level structure
of the IP states of I2 , though the dynamics of the lighter mole-
cules may be more theoretically tractable, particularly from the
standpoint of calculating accurate potential energy surfaces.
Experiments performed at St. Petersburg on the E!D
CINAT in Cl2 confirm the universal nature of the experimental
approaches but reveal CINAT dynamics that differ remarkably
from that discussed here for iodine molecule.77 Alternatively,
the collision dynamics of species such as IBr and ICl are also
experimentally accessible. These molecules offer an opportu-
nity to explore the role of permanent dipole moments on the
interaction potentials and dynamics. The heteronuclear dia-
tomic halogens also exhibit a simplified electronic structure,
as the lack of g/u symmetry reduces the number of electronic
states in each ion-pair tier from 6 to 3.
Another very interesting opportunity to check the generality

of the present interpretation of CINAT dynamics is to study
the higher-lying IP states belonging to the second tier–correlat-
ing to Iþ(3Pj)þ I�(1S0) dissociation limits with j ¼ 0, 1. In
order of increasing Te , the six states belonging to the second
tier are f 0þg , g 0�g , F 0þu , G 1g , H 1u , and h 0�u , see Fig. 1.
The f0þg state is accessible for the same OODR excitation
scheme through the B intermediate state.126,127 Results already
obtained at St. Petersburg for collisions with I2(X) at initial
excitations vf ¼ 8–19, Jf� 55, 85 and 105 show a close similar-
ity between the CINAT originating in the f and E states.69 As
in the first tier, only Os

g$Os
u f!F CINAT is observed and no

transitions from the second to the first tier are detected. These
findings are in accord with the electrostatic model. Quasi-reso-
nant transitions dominate, with rate constants somewhat less
than the quasi-resonant E!D rate constants. The low-DJ
propensity rule is valid for transitions with energy gaps
|DE|� 25 cm�1. More detailed experimental and theoretical
investigations will allow one to further explore the similarities
and differences in the CINAT processes in the first and second
tiers.
A particularly challenging future direction is the study of

non-adiabatic transitions between IP states in van der Waals
complexes. Such experiments may provide more detailed and
direct information on the non-adiabatic dynamics than
CINAT studies due to much more rigid constrains on available
energy, angular momentum, and average orientation of the
interacting particles. They will facilitate the analysis of the
symmetry selection and propensity rules and provide spectro-
scopic data to directly test the theoretical PESs. There are indi-
cations that van der Waals complexes can be excited and
provide fluorescence signals consistent with non-adiabatic
transitions. Almost 15 years ago, Stephenson et al. observed
such effects in the NeICl complex following excitation to the
IP states.128–130 More recently, studies of IP states in large clus-
ters formed in free expansions exhibited electronic energy
transfer dynamics,23,131 consistent with the recent observation
of emission assigned to the Rg complexes of I2(f) and I2(F) at
St. Petersburg.132 The prospects for providing further insights
into non-adiabatic dynamics with cluster-size and state-
selective spectroscopic techniques are bright.
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Experimental and theoretical studies in some of these
directions are currently underway in the Swarthmore,
St. Petersburg, and Moscow groups.
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