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Abstract

In recent years, there has been a growing interest among emergency managers in using social

data in disaster response planning. However, the trustworthiness and reliability of posted

information are two of the most significant concerns, because much of the user-generated

data is initially not verified. Therefore, a key tradeoff exists for emergency managers when

considering whether to incorporate social data in disaster planning efforts. By considering

social data, a larger number of needs can be identified in a shorter amount of time, potentially

enabling a faster response and satisfying a class of demand that might not otherwise be

discovered. However, some critical resources can be allocated to inaccurate demands in this

manner. This dissertation research is dedicated to evaluating this tradeoff by creating routing

plans while considering two separate streams of information: (i) unverified data describing

demand that is not known with certainty, obtained from social media platforms and (ii)

verified data describing demand known with certainty, obtained from trusted traditional

sources (i.e. on the ground assessment teams). These projects extend previous models in

the disaster relief routing literature that address uncertainty in demand. More broadly,

this research contributes to the body of literature that addresses questions surrounding the

usefulness of social data for response planning.
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1. INTRODUCTION

Throughout the world, many countries have faced a series of unpredictable natural disasters

such as the Japanese earthquake and tsunami in 2011, Hurricane Sandy in the United States

in 2012, and Typhoon Haiyan in the Philippines in 2013. Each year between 2003 and 2013,

approximately 368 disasters were reported, causing over 99 thousand deaths and affecting

almost 182 million people on average [1]. Disasters cause substantial social, cultural, and

environmental damages with significant economic impacts. Humanitarian relief agencies and

nongovernment organizations play a critical role in minimizing loss of life and alleviating

human suffering after disasters by providing relief supplies such as water, food, shelter, and

medical services. As such, logistics is a key to their activities and vital for the success of

their operations.

Effective and efficient logistics management is important for timely response and recovery

activities after a catastrophe [2]. These logistic activities are defined as providing the right

support in the right amount at the right time at the right place to the right people. How-

ever, precise information regarding affected population– such as how many people need help,

where they are located, and what type of assistance they need – is required for an effective

and quick response. Traditionally, on-the-ground assessment teams are dispatched to the

affected area within the first 24 hours after a disaster to collect this information [3]. These

teams may be unfamiliar with the environment and the cultural structure of the population,

which may inhibit active communication. This traditional information-gathering approach

struggles to utilize local knowledge and engage the affected people [4]. Critical hours pass

while required information is collected. However, social media facilitates gathering massive

amounts of information regarding people in need in a short period of time following a dis-

aster. In June 2013, Congresswoman Susan W. Brooks (R-IN), Chairman of the United

States House Subcommittee on Emergency Preparedness, Response and Communications,

said “while social media originally started out as a way to share information among family

1



and friends, it is evident that it has evolved to serve other functions...its use in preparing

for, responding to and recovering from disasters.” [5]. Many in the humanitarian response

community are exploring ways to employ social media to collect more situational awareness

information. As reported by a survey carried out by CNA and The National Emergency

Management Association (NEMA) in 2012, all state emergency management agencies sur-

veyed use social media in some capacity [6].

According to two national surveys conducted for the Red Cross in 2011 and 2012, 80% of

Americans expect emergency responders to monitor and respond to social media, and 76%

of survivors of natural disasters use social media to contact family and friends to make sure

that they are safe [7, 8]. Consequently, several emergency agencies have increasingly utilized

social media tools to find critical pieces of information posted online by affected individuals

in recent years. For example, after superstorm Sandy, the social engagement team of the Red

Cross tracked more than 2 million social media posts related to “Sandy” and “Red Cross” in

the early weeks of the response [9]. The Federal Emergency Management Agency (FEMA)

also used social media to monitor approximately 20 million tweets regarding Sandy in order

to provide timely safety information [10]. During the relief efforts throughout the Philippines

in the aftermath of Typhoon Haiyan in 2013, United Nations agencies and nongovernmental

organizations employed social media in their disaster response operations [11].

Information posted to social media by affected people can be useful for disaster response

planning if it describes a specific need and geographic location. Consider for example these

two posts to the Ushahidi platform during the 2010 Haiti earthquake. Ushahidi is a non-profit

software company that develops free and open source software for information collection,

visualization, and interactive mapping. This request was posted at 16:55 on January 21,

2010, nine days after the earthquake [12]:

“Our home address is Tabbare impasse laurent #9 we got also hit by the earth-

quake we are a number of 13 people we need water so we could drink.”

And this post was at 13:32 on February 14, 2010 [12]:
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“I am in Simon in Militaire in Haiti. I have 70 People with me, I need shelter,

food and medical Help.”

These requests provide actionable information identifying specific needs, precise addresses

and the number of individuals in need that emergency response agencies can utilize when

planning distribution efforts. However, requests posted to social media platforms cannot

be verified initially and some of them might be inaccurate. For example, during Hurricane

Sandy, several individuals spread rumors and fake pictures via social media. Thus, inaccu-

rate, false, or outdated information could complicate situational awareness and slow disaster

response efforts [13]. Some emergency responders consider the accuracy of social data as a

major barrier to their decision making process. However, not all requests posted on social

media platforms are inaccurate, and in certain situations needs might not otherwise be dis-

covered. In a December 2011 presentation on Real-Time Awareness, FEMA Administrator

Craig Fugate proposed acting on all social data requests without attempting to verify them.

Mr. Fugate says, “If you are waiting to react to the aftermath of an event until you have a

formal assessment, you are going to lose 12-to-24 hours... Perhaps we shouldn’t be waiting for

that... We looked at social media as the public telling us enough information to suggest this

was worse than we thought and to make decisions to spend [taxpayer] money to get moving

without waiting for formal request, without waiting for assessments, without waiting to know

how bad because we needed to change that outcome.” [14]. Trustworthiness and reliability

of posted information are the biggest concerns in disaster response process. Therefore, a

key tradeoff exists when considering whether to incorporate unverified informa-

tion from social media in additional to traditionally verified information when

planning for disaster response.

In this dissertation, we consider a response planning process that makes resource alloca-

tion decisions by potentially considering two separate streams of information: (i) unverified

data describing demand that is not known with certainty, obtained from social media plat-

forms, and (ii) verified data describing demand known with certainty, obtained from trusted

3



traditional sources (i.e. on-the-ground assessment teams). A new class of decision sup-

port models capable of considering these input streams for disaster response

planning is developed. Specifically, this dissertation investigates whether it is worthwhile

to consider actionable information posted to social media platforms when developing disaster

response plans.

The major questions investigated (i) what are the benefits and drawbacks associated with

acting on social media information during disaster response, (ii) what are some alternative

social data strategies an emergency manager could adopt in practice, and (iii) what are the

trade-offs among those strategies. This dissertation extends previous models in the disaster

relief routing literature that address uncertainty in demand. More broadly, this research

contributes to the body of literature that addresses questions surrounding the usefulness of

social data for response planning. An overview of each dissertation chapter is provided next.

In the second chapter, a new problem and framework for assessing the tradeoff described

above in the context of the classic traveling salesman problem (TSP) is introduced. Two

decision approaches are modeled, one that considers social data and one that does not,

and their performance is compared based on length (a proxy for response time) of resulting

tours. The alternative decision approaches are assessed through a set of case study instances

with uniformly distributed request locations using an analytical study and a computational

study. In the analytical study, competitive ratios for the alternative decision approaches are

approximated without detailed specifications of request locations in each instance. In the

computational study, competitive ratios for the alternative decision approaches are computed

exactly.

The methodology introduced in the second chapter is extended in the third chapter

to incorporate realistic problem characteristics such as multiple vehicles, service times at

demand locations, and time limits. The problem under consideration is modeled as a Team

Orienteering Problem (TOP) variant under uncertainty where the objective is to maximize

demand served throughout the planning horizon. An Adaptive Large Neighborhood Search

4



(ALNS) method is developed to solve this problem, and a computational study is performed

to compare the performance of alternative data strategies. A key feature of the chapter is

a case study that is developed using real data (both traditional and social) from the 2010

Haiti earthquake. In this chapter, various new alternative strategies are introduced in order

to represent a broad range of emergency manager preferences. The computational results

provide managerial insight associated with incorporating social data in disaster relief tour

planning.

In order to extend the static decision frameworks from chapters two and three into a

dynamic decision framework, we introduce and define a new problem: the dynamic team

orienteering problem (DTOP) in the fourth chapter. To solve the DTOP, we adapt the Mul-

tiple Plan Approach (MPA) first introduced in [15]. We introduce new benchmark instances,

which are modified from the TOP benchmark instances, for DTOP. The performance of the

MPA for DTOP is assessed using two methods. First, an online comparison for MPA is pro-

vided using a greedy algorithm in which a single plan is constructed using ALNS. Second,

a reference offline algorithm is used to assess the performance of MPA. Average percentage

deviation from offline solutions are computed in order to evaluate the performance of the

MPA and greedy algorithms.
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2. THE TRAVELING SALESMAN PROBLEM WITH IMPERFECT INFOR-
MATION WITH APPLICATION IN DISASTER RELIEF TOUR PLAN-
NING

2.1 Introduction

Over 224.4 million people worldwide were impacted by natural disasters each year during

the period 2000-2011, causing over 90,000 annual deaths and more than $115 billion in

economic damage [16]. Disasters leave impacted populations in need of medical attention,

food, water and shelter, among other things. As a result, the rapid delivery of relief supplies

and services can be critical in saving lives in their immediate aftermath. In order to plan

how to deliver support effectively and efficiently, information regarding the location and need

of the impacted population is required. Traditionally, this information becomes available as

flyovers and other forms of on-the-ground assessment are completed. Critical hours pass

while this information is collected and certain needs may not be identified in this manner.

Consequently, many in the disaster response community have begun to explore ways to use

information posted on social media platforms to identify a larger set of needs in a shorter

amount of time following a disaster. Testifying before the U.S. Congress in May 2011, U.S.

Federal Emergency Management Administrator Craig Fugate stated, “The sooner we are able

to ascertain the on-the-ground reality of a situation, the better we will be able to coordinate

our response effort in support of our citizens and first responders. Through the use of social

media, we can disseminate important information to individuals and communities, while also

receiving essential real-time updates from those with first-hand awareness” [19].

Across two surveys conducted in 2011 and 2012, the American Red Cross has shown

individuals within the U.S. are increasingly using social media to post emergency-related

information [11]. In the midst of Hurricane Sandy, individuals sent more than 20 million

tweets about the storm from October 27 through November 1, 2012, more than twice the

1Emre Kirac, Ashlea Bennett Milburn, and Clarence L. Wardell,“The traveling salesman problem with
imperfect information with application in disaster relief tour planning,” IIE Transactions, vol. 47(8), pp.
783-799, 2015.
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usage from the two previous days [6]. Similarly, following the Japanese earthquake and

tsunami in March 2011, Twitter reported an event spike of up to 5,530 postings per second

on their platform [22]. Furthermore, research has shown that some disaster-related posts

contain information that is actionable and can be used in the decision making process [43].

If posts to social media by affected individuals describe their geographic location and

what type of assistance they require, this information can be useful in the response planning

process. Consider for example this post to the Ushahidi platform, a citizen event reporting

platform, at 11:30 am on February 1, 2010, nineteen days after the magnitude 7.0 earthquake

struck near Port-au-Prince, Haiti [41]:

“Food water needed for group of 30 people (15 children). The address of the
estate is #7 Marin 878 with the Blue Gate. At the gate they need to ask for
Mondesire. This address is next to a collapsed church, and the name of the
church is Pastor de ll’Fortune church. There is a lottery bank past the Church”.

This request presents actionable data describing how many people need help (30 people

including 15 children), what specifically they need (food and water) and where to reach

them. If not uncovered by traditional means of assessment, response personnel could use

information of this type to augment resource allocation decisions during response operations

[24]. However, despite the existence of potentially life saving information on these platforms,

many within the emergency response community remain skeptical over the reliability of

such information and its usefulness for emergency response decision making [25, 36]. Needs

communicated through social media platforms have initially not been verified. As such,

there exists the possibility of inaccurate requests - either purposeful or unintended - that

misrepresent location, type of need, or the level of need. During Hurricane Sandy, several

individuals used the Twitter platform to post intentionally false information about storm

damage [6].

When emergency managers dispatch valuable resources such as trucks, drivers and sup-

plies to a location only to find no help is needed there (or more, less, or a different type),

overall response time to verified need locations is delayed. Inaccurate information about
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needs has been identified as one of the primary impediments to the rapid delivery of goods

immediately following a disaster [14]. While concerns over the accuracy of citizen reported

information existed prior to the advent of social media, the volume and speed of information

posted to popular platforms makes the challenge of separating true from false even more dif-

ficult. Consequently, as emergency managers consider whether to incorporate social media

data in disaster planning efforts, a key tradeoff must be assessed. For instance, one could

increase confidence in the accuracy of needs to which resources will be allocated by ignoring

information discovered on social media, but there is potential to leave populations that have

not yet been discovered through traditional means unassisted.

In this paper, we evaluate this tradeoff in the setting of relief supply delivery tour plan-

ning. We consider the problem of planning a vehicle tour to deliver relief supplies to all

accurate need locations, regardless of how emergency managers discovered those needs. The

unique challenge of this planning problem is that the accuracy of all needs cannot be known

in advance because information from some sources is initially not verified. The objective of

the planning problem is to minimize tour duration so that response time to accurate need

locations is minimized. It is important to note the distinction that response time to accu-

rate need locations is minimized; not response time to all need locations regardless of their

accuracy.

The are four primary contributions of this work. First, a new problem framework is in-

troduced that describes a formal method for quantitatively assessing the impact of including

unverified information in disaster relief planning. While we present this framework in the

context of the traveling salesman problem, the concepts can be employed for various classic

decision problems with application in disaster relief planning (for example, the facility lo-

cation problem for the placement of points of distribution). Second, a simple case study is

included to demonstrate the usefulness of the framework. Because its primary purpose is il-

lustrative, the scope of the case study is limited to disaster scenarios where request locations

are uniformly distributed. Third, the vehicle routing models presented here extend those in
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the disaster relief routing literature that address uncertainty in demand, by considering the

effects on decision making when two distinct classes of information are taken into account

[14]. Finally, this work contributes more broadly to the body of literature that addresses

questions around the usefulness of information provided through citizen event reporting [28].

Through the models and case study presented in this paper, we demonstrate the potential

value of social media information when developing disaster relief routing plans for a stylized

set of demand scenarios.

In a very practical way, by considering variations in report accuracy and quantity we

address the tradeoffs that an emergency manager must make when choosing to either ignore

or include data available through social media platforms when making resource allocation

decisions. We save for future work variations in geographic distribution and constraints on

the resource set, among other things. While many challenges exist with respect to extracting

and verifying information from social media platforms, those issues are beyond the scope of

this study. As such, we assume that the emergency manager uses one of many existing tools

to extract information, to which they then assign a priori beliefs about the accuracy of the

extracted set.

The remainder of this paper is organized as follows. In Section 2.2, we present formally

the problem being addressed. In Section 2.3, we review the literature regarding disaster

relief vehicle routing and the use of social media during disaster response. In Section 2.4,

alternative decision approaches are described and in Section 2.5, we describe the models

developed to assess the tradeoff associated with considering (or not considering) social media

information in disaster relief tour planning. In Sections 2.6 and 2.7, we present the results

of our computational experiments and give concluding remarks.

2.2 Problem statement

To introduce models aimed at assessing the tradeoff associated with incorporating (or not

incorporating) social media information in disaster relief tour planning, the concepts of
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requests, their classification as accurate or inaccurate and their classification as verified or

unverified are defined.

Definition. A request is a declared need for relief supplies that specifies a location and type

and quantity of good required.

A request may be identified through social media information or other forms of assess-

ment. A request specifies what type and quantity of good is needed (e.g., food or water)

and where it is needed. The quantity required may be explicitly stated, or it may be derived

if the number of people at the request location is specified. Note that a request could also

identify a need for a service in applications in which service personnel (e.g., search and rescue

teams, medical teams) must be routed. Without loss of generality, we choose to consider

only goods here, as we focus on the delivery of supplies.

Definition. An accurate request is a request specifying a correct location and correct type

and quantity of good required.

Definition. An inaccurate request is a request in which at least one of the location, type of

good and quantity of good specified is incorrect.

All attributes of a request - location, type, quantity - must be correct in order for the

request to be classified as accurate. If one or more of these attributes is incorrect, the request

is classified as inaccurate.

Definition. A verified request is a request that has been confirmed as an accurate request by

a trusted source or method.

Definition. An unverified request is a request that has not been confirmed as an accurate

request by a trusted source or method.

Requests identified through trusted means (e.g., ground assessments conducted by qual-

ified personnel) are considered verified immediately upon the request being revealed. Re-

quests identified through untrusted means, such as social media, are considered unverified
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Figure 2.1: Request types

until their accuracy can be determined. Once an unverified request has been properly inves-

tigated by a trusted source or method, it is re-classified as either inaccurate, or both verified

and accurate. Note that by definition, all verified requests are accurate. These concepts are

illustrated in Figure 2.1, where the set of all requests is denoted R. The set of accurate

and inaccurate requests are denoted I and A, respectively. The set of verified requests are

denoted V and note that V ⊆ A by definition. Finally, the set of unverified requests, denoted

U , is the area in the figure described by R \ V .

We define a new problem, disaster relief tour planning (DRTP), as follows. Two types

of information are available at the time of planning: (1) the set of requests that have been

verified prior to the time of planning, V , and are thus by definition accurate, and (2) the set

of unverified requests, U , that may contain both accurate and inaccurate requests. Define

the sets UA and UI to contain the accurate and inaccurate requests from U , respectively;

U = UA ∪ UI . There is a complete undirected network G = (N ,A) where N is the node set

and A is the arc set. Each node corresponds to a request location, therefore N = V ∪ U . A

symmetric travel time matrix is defined on G. In addition to travel times between locations,

vehicle stopping times at request locations, si for i ∈ N , may be considered. The stopping

time at an accurate request location represents the time required to unload the items needed

at the location and may depend on the type and quantity of items being delivered, among

other things. The vehicle stopping time at an inaccurate request location represents the time
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required to confirm a request location as inaccurate upon arrival; no supplies are unloaded.

The problem is to plan a vehicle tour to serve each accurate request (that is, each request

in V ∪ UA) exactly once, with the objective of minimizing the total tour duration required

to do so. Information regarding the accuracy of each request r ∈ U is available only in

hindsight.

For simplicity of exposition, we assume throughout the remainder of this paper that a

single vehicle with unlimited capacity will execute the tour and that stopping times at each

request location are negligible. We assume also that no demand exists at inaccurate request

locations. That is, we do not allow non-zero demand to exist at such locations in greater

or lesser magnitudes than were stated. These assumptions enable the construction of pre-

liminary models to begin assessing the tradeoff associated with using or not using unverified

information in tour planning. The methods presented in this paper are generalizable to other

routing problem variants.

Clearly an optimal solution to an instance of DRTP is to serve only the accurate requests

(those in V∪UA) in the order specified by an optimal traveling salesman problem (TSP) tour

through the associated locations. However, the unique challenge of DRTP is the accuracy of

each request r ∈ U is not known a priori, therefore the composition of UA and UI are also

not known to the emergency manager at the time of planning. The information available to

the emergency manager at the time of planning is illustrated in Figure 2.2a. The location

associated with each request and the type and quantity of good requested are known, but re-

quests can only be differentiated based on whether they are verified (represented by squares)

or unverified (triangles). The verified requests are by definition accurate, but it is not known

whether each unverified point is accurate. Once the accuracy of each unverified request is

assessed, the information available in hindsight allows for the classification of all unverified

points in Figure 2.2a as either accurate (black triangles) or inaccurate (light gray triangles)

in Figure 2.2b. However, tour planning must be completed and the vehicle dispatched before

the information available in hindsight, demonstrated in Figure 2.2b, is revealed.
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Figure 2.2: Information available to emergency manager

In this paper we describe two decision approaches — new and traditional — that an

emergency manager could use for solving DRTP. By comparing the durations of tours de-

veloped using these approaches to tours developed using a hindsight approach that benefits

from knowing all information depicted in Figure 2.2b, we address the research question of

assessing the tradeoffs between using only verified information, or also adding unverified

requests in tour planning efforts.

2.3 Literature review

We review literature that describes how social media information has been used to support

recent disaster relief efforts and documents continuing questions regarding its usefulness. To

provide context for the models we present in Section 2.5, we also review literature on the

impact of uncertainty in vehicle tour planning.

2.3.1 Role of social media in disaster relief

Social media platforms can serve as important tools for people trying to contact family and

friends after a disaster and seek help from emergency response personnel. In a national

survey administered by the American Red Cross to determine potential social media use

during emergencies, 24 percent of respondents indicated they would use social media to let
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others know they are safe, and 20 percent of respondents indicated they would seek an online

channel to communicate their need for assistance if they were unable to contact Emergency

Medical Services [10]. Studies that investigated the role of social media in disaster relief

efforts following earthquakes in Chile, Japan and Haiti demonstrated people used social

media to share information about the disaster, express their opinions and feelings, and to

help those in need of aid [10, 23, 31, 38].

Recent disasters have demonstrated that, in some instances, emergency managers have

been able to improve their operational response by utilizing information posted to social

media. McClendon and Robinson, in summarizing a report from UN-SPIDER, note Ushahidi

data was used by the US Marines to coordinate locations and direct relief efforts and by the

US Coast Guard to direct Coast Guard responders for search and rescue [32, 40]. Recent

efforts have seen the United Nations Office for the Coordination of Humanitarian Affairs

work closely with digital volunteer organizations to extract information from social media

for use during crisis response [33].

During disasters, filtering and clarifying information content of messages posted to social

media are challenging tasks [37]. However, these tasks are critical if actionable data to

support the operational response is to be extracted from the large volume of information

posted to social media following a disaster. Research is underway to develop tools for the

efficient extraction of actionable data from social media platforms for use during emergencies.

Examples include Twitcident, Tweak the Tweet and the SwiftRiver platforms [15, 37, 42].

In addition to filtering the high volume of data posted to social media to find the relevant

data for use during emergency response, there is a concern over verifying the accuracy of

data [34]. Scholars point out social media provides opportunities to determine the location

and need of populations affected by disasters but they also highlight inaccurate or false

information that has been posted to social media during disasters [32, 39, 38]. Consider an

example from the 2010 Chilean earthquake: a report was sent, once through the Ushahidi

platform and again through Twitter, describing the location of an English-speaking person
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supposedly trapped under a building [18]. The report was determined to be false after an

emergency response team was dispatched to the location and determined the persons there

were safe. Similar cases occured following the 2011 Japanese earthquake [38]. These examples

highlight the concern of emergency managers regarding the use of social media information

in disaster relief planning. Lindsay [31] pointed out inaccurate or false information could

complicate awareness of a case and consequently delay or slow response efforts [31]. While

these concerns are clearly valid, we attempt in this paper to demonstrate the potential

benefits of incorporating social media information in disaster relief tour planning.

2.3.2 Vehicle routing with uncertain information

A comprehensive review of disaster relief routing problems is provided in de La Torre et

al. [14]. In it, problems associated with the routing of goods to distribution points and

individuals in areas impacted by disasters are described. Sources of uncertainty in these

problems such as supply, demand, travel times, road network availability and vehicle/driver

availability are discussed and the current state of incorporating them in operations research

models is presented. The authors point out a need for “many years of potential future work”

in disaster relief routing models [14].

In this paper, we consider a disaster relief routing problem where there is uncertainty

in demand. Specifically, two distinct classes of information are taken into account. One

class of information is known with certainty a priori ; this is the set of request locations

identified through traditional means. Another class of information specifies request locations

that cannot be known with certainty; this is the set of request locations identified through

social media. A similar problem was first presented in Jaillet [26]. The paper defined

the Probabilistic Traveling Salesman Problem (PTSP) in which only a random subset of

customers need to be visited in any instance of the problem. The set of customers are

classified into two sets: those requiring visits in every problem instance and those requiring

a visit in each problem instance according to a known probability distribution. The objective
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of the PTSP is to design an a priori sequence of all customers to result in a tour of expected

shortest total length when the customers not requiring a visit in a particular instance of the

problem are skipped. The PTSP is a hard combinatorial problem and exact methods can

solve only instances of limited size [5]. For example, Laporte et al. (1994) develop an exact

approach for solving PTSP instances containing up to 50 customers [30].

For the model presented in this paper, the set of verified requests can be conceptualized

as those requiring visits in every problem instance in the PTSP. Additionally, the set of

unverified requests can be conceptualized as those not requiring a visit in every problem

instance (it depends on the demand realization). However, the problem under consideration

is different from the PTSP in a number of ways. First, it is not assumed probabilistic

information regarding the accuracy of an unverified request communicated through social

media is available. Thus, there is not a known distribution describing the probability each

request will require a visit in each problem instance. Second, in this paper we do not seek to

find an a priori sequence that minimizes the expected length of a tour visiting all accurate

request locations in an instance; this is not possible without the aforementioned probabilities.

Instead, we seek the sequence minimizing the actual length of a tour that visits all accurate

need locations in a realized scenario, and possibly some inaccurate need locations as well.

Finally, an inherent assumption for PTSP is customers not requiring visits can be skipped.

Skipping customers is not possible in the problem we study, because it is not clear which

need locations communicated through social media do not require visits when the tour begins.

This information does not become available until the vehicle arrives at the need location and

it is discovered no demand is there, or until other resources are allocated to verifying the

information. In other words, information regarding the existence of each customer in this

instance is revealed at a later point in time than in PTSP.

Figure 2.3 is included to illustrate an example solution to PTSP for an instance with four

verified requests and five unverified requests; the latter each having a probability p = 0.5 of

needing a visit in a particular demand realization. Figure 2.3a illustrates the a priori tour
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Figure 2.3: Example PTSP solution

minimizing expected total length and Figure 2.3b illustrates the tour that will be executed

if two of the unverified request locations are revealed as inaccurate before the tour begins.

Later in Section 2.4, Figure 2.4 illustrates how solutions to an instance of DRTP containing

the same customer locations differ. We note again that probabilistic information and the

realization of each unverified request as accurate or inaccurate prior to tour commencement

are not available for instances of DRTP.

Many other routing models that incorporate demand uncertainty have been published in

the literature (e.g., [3, 21]). However, because these papers also assume known probability

distributions describing demand at customer locations, we do not review them in detail.

2.4 Alternative decision approaches for DRTP

Three decision approaches for DRTP are described. The ensuing discussion makes use of the

following notation:

TSP (N ): the optimal traveling salesman tour through locations of requests in N ,

L∗(N ): the length of TSP (N ).

First let us consider the hindsight approach, denoted HIND. This approach, not available to

the emergency manager at the time of planning, considers verified requests and unverified
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Approach Response time Description

HIND L∗(V ∪ UA) Plan a single tour visiting verified requests (V) and unverified
requests determined as accurate (UA) in hindsight

NEW L∗(V ∪ U) Plan a single tour visiting verified requests (V) and all unverified
requests (U); depart inaccurate requests immediately upon arrival

TRAD L∗(V) + L∗(UA) Plan tour visiting verified requests (V); prior to its completion,
each request in U is classified as accurate (UA) or inaccurate (UI);
plan second tour through UA to begin after first tour ends

Table 2.1: Decision approaches for DRTP

requests that have, since the time of planning, been confirmed as accurate. Thus, TSP (V ∪

UA) is identified and total response time is L∗(V ∪ UA). Consider next the “new” approach,

denoted NEW. When solving an instance of DRTP using NEW, all verified and unverified

requests are considered and the tour TSP (V ∪ U) is identified. Here we assume that if a

vehicle reaches an inaccurate request during the execution of TSP (V ∪U), they immediately

confirm the request as inaccurate and depart for the next location on the tour with no

delay. Thus, the total response time associated with the tour developed using NEW is

L∗(V ∪ U). Consider finally the “traditional” approach, denoted TRAD. When solving an

instance of DRTP, this individual considers only the verified requests, identifying TSP (V).

Here we assume that while TSP (V) is being executed, the accuracy of each request in

U is concurrently assessed using other resources. Therefore, before the vehicle completes

TSP (V), the emergency manager has new information characterizing each request in U

as accurate or inaccurate and plans a second tour TSP (UA) that commences as soon as

TSP (V) is completed and the vehicle becomes available. Thus the traditional approach will

require at minimum two consecutive tours to service identified needs. The total response

time associated with this approach is L∗(V) +L∗(UA). These approaches are summarized in

Table 2.1.

The alternative decision approaches for DRTP are illustrated using an example instance

in Figure 2.4. The demand scenario from Figure 2.1 is included again in Figure 2.4a for

clarity. Recall all triangle-shaped points represent unverified requests, but are confirmed as

either accurate (UA, black) or inaccurate (UI , light gray) in hindsight. Figure 2.4b depicts
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the route developed using NEW. The tour includes visits to all locations, including those

that are unverified, so then necessarily also some that are inaccurate. Figure 2.4c depicts the

route developed using TRAD. All verified points are visited first on the tour depicted by a

solid line and a second tour depicted by a dotted line visits all unverified points confirmed as

accurate while the first tour was executed. In TRAD, no inaccurate points are visited, but

two tours are required in order to reach all accurate points. Finally, Figure 2.4d depicts the

route developed in hindsight with full information regarding the accuracy of each unverified

request. This is the shortest possible tour visiting all accurate points, with length 60.0. In

this example, the NEW tour has length 65.6 and the TRAD tours together have length 95

(41.7+53.3).
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(c) Route developed using TRAD
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(d) Route developed using HIND

Figure 2.4: Routes resulting from alternative decision approaches
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2.4.1 Observations

The performance of alternative decision approaches in the presence of various decision sce-

narios is discussed.

Observation. When there are no unverified requests, the performance of HIND, NEW and

TRAD are equivalent.

When there are no unverified requests (U is empty), all three decision approaches will by

definition produce TSP (V) because V ∪ U = V and V ∪ UA = V .

Observation. When there are both verified and unverified requests but all unverified requests

are accurate, the performance of HIND and NEW is equivalent.

When the set of unverified requests is not empty but is comprised solely of accurate

requests (U = UA), the performance of HIND and NEW are equivalent, because TSP (V ∪

UA) = TSP (V ∪ U).

Observation. When there are both verified and unverified requests but all unverified requests

are inaccurate, the performance of HIND and TRAD is equivalent. Furthermore, both HIND

and TRAD perform strictly better than NEW.

When the set of unverified requests is not empty but is comprised solely of inaccurate

requests (U = UI), the performance of HIND and TRAD are equivalent, both producing

TSP (V). A secondary tour is not needed by TRAD in this case, as all accurate requests have

been visited once TSP (V) is completed. These approaches produce tours having duration

L∗(V), which is strictly less than L∗(V ∪ U), the duration of the tour produced by NEW.

Combining insights from the above observations, it is clear the hindsight approach always

produces tours with duration no greater than tours produced by NEW or TRAD. However,

it is not always possible to say whether NEW is better than TRAD and vice versa. The

relative performance of NEW and TRAD will depend on at least two dimensions: (1) the

proportion of requests that are verified versus unverified, and (2) the proportion of unverified
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requests that are accurate versus inaccurate. Define ρ as the proportion of total requests

that are unverified and λ as the proportion of unverified requests that are accurate. Suppose

unverified requests exists (ρ > 0). Then, the relative performance of NEW should be better

than TRAD when most of these requests are accurate (λ ≈ 1), while the relative performance

of TRAD should be better than NEW when most of these are inaccurate (λ ≈ 0). These

differences should be more pronounced when ρ is large, with unverified requests representing

a larger proportion of total requests. It is not immediately apparent which approach is best

for all combinations of ρ and λ. In Section 2.5, a methodology to assess the performance of

TRAD and NEW across various uniformly distributed demand scenarios is presented.

2.5 Methodology

In this research we demonstrate models that can be used to assess the tradeoff associated

with using social media information in tour planning efforts by comparing the response times

when NEW, TRAD and HIND are used to solve DRTP for a simple set of case study in-

stances. Specifically, instances with uniformly distributed request locations are considered.

Competitive ratio analysis, using HIND as an optimal offline algorithm for DRTP, is per-

formed. Let RH(I) be the response time when algorithm H is used to solve instance I of

DRTP. We analyze the ratios RTRAD(I)
RHIND(I)

and RNEW (I)
RHIND(I)

for a variety of instances that differ

with respect to the proportion of request locations that are unverified and the proportion of

unverified request locations that are accurate.

Two methods are used to make this comparison. First, an analytical study is conducted,

in which competitive ratios for TRAD and NEW may be approximated for various instance

styles, without detailed specifications of request locations and associated routes in each

instance. The analytical study considers variations in unverified and accurate request pro-

portions, but does not consider variations in service region size or total volume of requests

because the competitive ratios do not directly depend on these parameters. Second, a com-

putational study is executed, in which instances of DRTP are solved exactly using TRAD,
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NEW and HIND. The computational study, in addition to considering variations in pro-

portions of unverified and accurate requests, considers variations in region size and request

volume. These studies are presented in Sections 2.5.1 and 2.5.2, respectively.

2.5.1 Analytical study

Methods for approximating optimal TSP tour lengths without detailed specifications of the

points to be visited are found in the literature (e.g., [2, 4, 7, 12, 13, 17, 29, 35]). These

approaches can be useful in strategic and tactical planning, when some information about

the cost of operational routes is needed but an exact specification of the sequence of points

to be visited is not required. For example, Kwon et al. (1995) develop regression and neural

network models to estimate tours for uniformly distributed nodes in rectangular regions [29].

Additionally, routing approximations for different location distributions and geographies

have been developed. For example, Daganzo (1984) provides a routing approximation for

uniformly distributed nodes in zones of irregular shapes and then the analysis is extended for

non-uniformly distributed nodes in a later paper [12, 13]. Blumenfeld and Beckman (1985)

generalize tour length approximations according to varying customer location densities and

clusters [4]. Both Ong and Huang (1989) and Chien (1992) present computational experi-

ments to validate various tour length estimators [7, 35]. Figliozzi (2009) provides tour length

approximations for the Vehicle Routing Problem with Time Windows [17].

Let node set N define an instance of the TSP on a complete undirected graph. A well-

known study in the traveling salesman problem approximation literature expresses the Eu-

clidean distance of the shortest tour visiting N randomly and uniformly distributed customer

locations in an area of size A as [2]:

L∗(N) = k
√
NA, as N →∞ (2.1)

where k is a constant, estimated as 0.7124 [27]. This estimator is selected for this study

due to its simplicity and its applicability for the case study presented, which considers only
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uniformly distributed nodes. It should be noted that approximations produced by this TSP

length estimator are most accurate when N is large [4, 7, 13].

This estimator is applied to approximate response time for solutions to DRTP developed

by NEW, TRAD and HIND approaches. In this analysis, it is assumed the request locations

in subsets V , U , UA and UI are uniformly distributed in a regularly shaped region of size A.

Let N denote the total number of request locations in an instance of DRTP. The number of

points in each subset are |V| = (1 − ρ)N , |U| = ρN , |UA| = λρN , and |UI | = (1 − λ)ρN .

Then, response times RH(I) associated with solutions developed for the decision approaches

under consideration can be approximated as:

RTRAD(I) = L∗(V) + L∗(UA) = k
√

(1− ρ)NA+ k
√
λρNA, (2.2)

RNEW (I) = L∗(V ∪ U) = k
√
NA, (2.3)

RHIND(I) = L∗(V ∪ UA) = k
√

[(1− ρ)N + λρN ]A. (2.4)

As mentioned previously, the approximations in Equations (2.2)-(2.4) are most accurate

when the number of points in each subset is large. For some combinations of parameters

(N ,ρ,λ) this may not hold. For example, even with a relatively large N = 1000, the number

of accurate unverified points in UA is only 10 when ρ = λ = 0.1. Thus, the first term in

Equation (2.2) estimates tour length for 990 points in this example, while the second term

estimates tour length for only 10 points. The potential impact of this on the results we

present is discussed along with the results in Section 2.6.

Using these approximations, the competitive ratios for TRAD and NEW can be computed

as follows:
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RTRAD

RHIND
=

√
(1− ρ)N +

√
λρN√

(1− ρ)N + λρN
=

√
1− ρ+

√
λρ√

1− ρ+ λρ
, (2.5)

RNEW

RHIND
=

√
N√

(1− ρ)N + λρN
=

1√
1− ρ+ λρ

. (2.6)

Note that these ratios are independent of N and defined for every combination of parameter

values ρ ∈ [0, 1], λ ∈ [0, 1], except the following:

• ρ = 0: There are no unverified requests, so λ, the proportion of unverified requests

that are accurate, is not defined.

• ρ = 1 and λ = 0: All requests are unverified (ρ = 1) and none are accurate (λ = 0).

Because there are no accurate points to be visited, there is no planning problem to

solve.

The three observations presented in Section 2.4.1 hold for the ratios described in Equa-

tions (2.5)-(2.6). The first observation states when there are no unverified requests, the

performance of NEW, TRAD and HIND are equivalent. Equations (2.5) and (2.6) are not

defined in this case. The second observation states when there are both verified and unveri-

fied requests but all are accurate, the performance of HIND and NEW are equivalent. When

λ = 1 and ρ ∈ (0, 1) the competitive ratio described in Equation (2.6) is 1, giving equivalence

of NEW and HIND. The last observation states when there are both verified and unverified

requests but all unverified requests are inaccurate, the performance of HIND and TRAD are

equivalent and strictly better than NEW. When ρ ∈ (0, 1) and λ = 0, the competitive ratio

described in Equation (2.5) is 1, giving equivalence of NEW and TRAD. Furthermore, when

λ = 0 Equation (2.6) is 1√
1−ρ which is strictly greater than 1 when ρ ∈ (0, 1), demonstrating

TRAD and HIND perform strictly better than NEW. A final observation is that when all

requests are unverified (ρ = 1) and all unverified requests are accurate (λ = 1), all three

decision approaches are equivalent, with Equations (2.5) and (2.6) both reducing to 1.
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2.5.2 Computational study

A computational study is now presented that requires the detailed specification of all re-

quests, their locations, and their classification as verified or unverified and accurate or in-

accurate. Using this information, Concorde software is used to find the optimal TSP tours

through the set of request locations considered by each alternative decision approach [9].

Response times for tours are calculated exactly and competitive ratios are computed. This

study is conducted for two primary reasons. First, the tour length approximation employed

in the analytical study is known to be less reliable when the number of points to be visited is

small. The computational study does not have this limitation, as tour lengths are computed

exactly. Therefore, the computational study is employed for instances with small numbers

of points to complement the analytical study. Second, the computational study replicates

the actual planning process that follows a disaster event once demand information becomes

available. That is, a decision approach (e.g., TRAD or NEW) must be applied to develop

detailed route specifications for a set of specific requests under consideration.

2.6 Experiments and Results

The performance of NEW and TRAD are assessed using the analytical and computational

study methods described in Sections 2.5.1 and 2.5.2. Only two parameters are required

in the analytical study, ρ and λ. Competitive ratios for TRAD and NEW are approxi-

mated using Equations (2.5) and (2.6) for all combinations of ρ ∈ [0.1, 0.2, . . . , 0.9] and

λ ∈ [0, 0.1, 0.2, . . . , 1.0]. The parameter value ρ = 0 is excluded because DRTP is not de-

fined when all requests are verified. The parameter value ρ = 1.0 is excluded because when all

requests are unverified, the only type of information to consider is social media information.

In the computational study, actual request locations are required so test instances are

selected from the TSP literature. The instances selected have uniformly distributed customer

locations and represent a variety of region sizes and number of total requests. Two region
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sizes are represented, with regions less than 2500 square kilometers begin classified as small

regions (S) and regions between 2500 and 5000 square kilometers being classified as large (L).

While the sizes of these regions are rather large for practical purposes (the state of Rhode

Island is approximately 1500 square kilometers, for example), travel times between pairs of

locations can be scaled down without loss of generality in these results. These region sizes

were selected due to their availability in the literature and in order to demonstrate the impact

of changing the average separation between request locations (in other words, the density

of request locations). Three levels of number of total requests are considered, with low (L)

indicating less than 25 requests, medium (M) indicating 25 to 44 requests, and high (H)

indicating 45 or more requests. We choose instances from the literature with these numbers

of requests in order to complement the analytical study results, which may be less reliable

when the number of points to be visited is small. The instances taken from the literature

are summarized in Table 2.2. Each is denoted using two letters XX, where the first letter

denotes region size and the second denotes request volume. For each instance, we do not

consider the amount of goods requested as we are interested in modeling travel time in this

initial study. Thus, zero service time at request locations and unlimited vehicle capacity are

assumed.

Instance n Name in lit. Reference
SL 21 n20w200.005 [20]
SM 41 n40w80.004 [44]
SH 61 n60w80.001 [44]
LL 22 E-n22-k4 [8]
LM 40 P-n40-k5 [1]
LH 60 P-n60-k10 [1]

Table 2.2: Instances

A total of 99 variants of each instance selected from the literature are included in the com-

putational study; one for each combination of ρ ∈ [0.1, 0.2, . . . 0.9] and λ ∈ [0, 0.1, 0.2, . . . 1.0].

These are denoted XXρλ. Each instance variant is created in the following manner. Each of

the request locations included in the original dataset XX is randomly designated as unveri-
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fied according to a Bernoulli distribution with parameter ρ. Each resulting unverified request

location is then randomly designated as accurate according to a Bernoulli distribution with

parameter λ. Ten random replicates of each of the 99 variants for each of the 6 instances

selected from the literature are generated. For instance XX, the same request locations

will comprise each replicate of each variant XXρλ, but the designation of specific request

locations as verified or unverified and accurate or inaccurate may change. A study of density

is an indirect consideration by varying the instance parameters such as region size, request

volume, and (ρ, λ). For example, instances with small regions have higher request density

than their large region counterparts. Similarly, instances with small values of (ρ, λ) have

lower unverified and accurate request density than their counterparts with higher values of

these parameters.

Results from the analytical and computational studies are presented in Sections 2.6.1 and

2.6.2, respectively.

2.6.1 Analytical results

The results of the analytical study described in Section 2.5.1 are illustrated in Figure 2.5.

The parameters ρ and λ are found along the two horizontal axes and the competitive ratio

is found along the vertical axis. The proportion of total requests that are unverified and

the proportion of unverified requests that are accurate increase from the center of the figure

moving outwards. The dark gray plane represents NEW and the light gray plane represents

TRAD.

For most of the (ρ, λ) combinations included in the analytical study, NEW has a lower

competitive ratio than TRAD, indicating better performance. For example, when 10 percent

of requests are unverified and 40 percent of those are accurate, the competitive ratio for NEW

(illustrated by the dark gray plane) is 1.03 and the competitive ratio for TRAD is 1.18 (light

gray plane). Because these precise values are difficult to discern from the three dimensional

graph, they are included in the Appendix in Table 2.5. In general, as the accuracy of
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Figure 2.5: Competitive ratios approximated by analytical study

unverified requests, λ, increases, the performance of NEW improves. This result is intuitive.

All unverified request locations are included in tours produced by NEW. As more of these

become accurate, the tour produced by NEW will more closely resemble the tour produced

by the optimal offline approach HIND.

When the number of unverified requests is high and many are inaccurate, TRAD is

preferred over NEW. This occurs, for example, when 90 percent of requests are unverified

and only 20 percent of those are accurate, resulting in competitive ratios for TRAD and

NEW of 1.40 and 1.89, respectively. This result is also intuitive. When NEW includes large

numbers of unverified requests in planned tours and many of those unverified requests are

inaccurate, excess travel is incurred to inaccurate request locations that are not included in

tours produced by HIND and TRAD.

The results in Figure 5 should be interpreted with caution due to potential inaccuracy

of the route length approximations for tours that visit small numbers of points. As stated

previously, the approximation in Equation 2.1 is most accurate when N , the number of points

to be visited, is large. However, there is no commonly agreed upon standard in the literature

regarding how large N should be. Consider then, for sake of exposition, a “relatively big”
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value of N=100. Furthermore, let N also denote the total number of requests in an instance

of DRTP. The approximation for NEW is for a tour visiting all 100 points regardless of

the parameter values ρ and λ. Therefore, there is no concern over interpreting the NEW

approximations as long as N is “big enough.” However, the approximation for TRAD requires

taking the summation of estimated lengths for two separate tours. One of these tours visits

a small number of points when both ρ and λ are small, and both tours visit a small number

of points when ρ is large and λ is small. For example, if (ρ, λ) = (0.2, 0.2), then the tours

visit 80 points and 4 points, respectively, and if (ρ, λ) = (0.9, 0.2), then the tours visit 10

and 18 points, respectively. Therefore, the regions in Figure 5 with low λ values should be

interpreted with caution. However, it is interesting to note the referred-to region is the only

one in which a preference for TRAD is indicated. Additionally, computational study results,

which are not limited by an assumption regarding the size of N , also support a preference

for TRAD in these regions (see Figure 2.7 and the discussion in Section 2.6.2). Of course, all

regions of Figure 5 are called into question if N is not “big enough”, such that even NEW

approximations visiting all N points are unreliable.

Table 2.3 and Figure 2.6 provide summary information for the performance of NEW

and TRAD according to the analytical study. Table 2.3 indicates NEW was the preferred

approach in 76 out of the 99 combinations of (ρ, λ) tested and TRAD was the preferred

approach in the remaining 23. On average, NEW and TRAD produce solutions with response

times that are 22% and 30% higher than response times of solutions produced by the reference

approach HIND. Figure 2.6 presents a box plot of competitive ratios associated with solutions

produced by NEW and TRAD. The range of competitive ratios associated with solutions

produced by TRAD is 1 to 1.5 while the range is 1 to 3.2 for NEW. This indicates the

worst-case performance of NEW is worse than TRAD, producing tours requiring up to triple

the response time of the reference offline approach HIND. An emergency manager wishing to

minimize the worst-case performance may prefer TRAD, which will only produce tours that

require up to 50% greater response time than the reference offline approach in the worst case.
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Decision Avg % deviation Num. scenarios in which
approach from HIND approach is preferred

NEW 22.22% 76
TRAD 30.41% 23

Table 2.3: Analytical results summary
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Figure 2.6: Analytical results box plot

In contrast, an emergency manager wishing to select the approach that will perform better

for the majority of scenarios may prefer NEW. Seventy-five percent of the solutions produced

by NEW had competitive ratios less than 1.3, while only twenty-five percent of the solutions

produced by TRAD had competitive ratios of 1.3 or lower. Similar caution expressed with

respect to Figure 2.5 for small values of N should also exhibited when interpreting the results

in Table 2.3 and Figure 2.6.

2.6.2 Computational results

Results of the computational study described in Section 2.5.2 are summarized in Figure 2.7.

Subfigures 2.7a through 2.7f present results for each instance taken from the literature. Each

point on each plane represents the average competitive ratio of the indicated approach over

10 replicates of the given instance variant XXρλ.

As seen in the analytical study, the performance of NEW generally improves as λ in-
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Figure 2.7: Competitive ratios approximated by computational study

creases. The impact of region size and request volume on decision approach performance

can also be assessed. Moving from left to right within a row of Figure 2.7, the impact of
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increasing the region size can be seen. Incidentally, moving from left to right within a row

also demonstrates the impact of decreasing request density, as the same number of requests

is distributed across a larger region. In general, TRAD is preferred in a larger number of

instance variants when the region size increases from small to large. For example, when re-

quest volume is high and region size is small, TRAD is preferred for all variants SHρλ where

λ = 0.1 but not for all variants where λ = 0.2 (Figure 2.7e). When region size increases

to large, TRAD is preferred for all variants of LHρλ where λ ≤ 0.2, and for some values of

ρ when λ = 0.3 or 0.4 (Figure 2.7f). This may be because as region size increases, aver-

age distance between points increases, and thus the relative penalty associated with visiting

inaccurate unverified locations as prescribed by NEW also increases.

The impact of increasing the request volume (and density) can be seen moving from top

to bottom within columns of Figure 2.7. In general, NEW is preferred in a larger number

of instance variants when request volume increases from low to high. For example, when

region size is large and request volume is low, NEW is preferred only when λ ≥ 0.4 for

most values of ρ (Figure 2.7b). When request volume increases to high, NEW is preferred

when λ ≥ 0.2 for most values of ρ. Therefore, a lower threshold of accuracy is required

for NEW to be preferred when request volume is higher. Note the images corresponding to

high request volumes, Figures 2.7e and 2.7f, are very similar in appearance to Figure 2.5.

A possible explanation is as request volume increases, computational study results converge

asymptotically to analytical study estimates, because the approximation in Equation (2.1)

on which the analytical study is based is most accurate when the number of points is large.

Summary results for the computational study are presented in Table 2.4. The right-

most column presents the number of replicates in which each approach was preferred. For

each instance, 990 replicates were considered - 10 replicates of each of 99 (ρ, λ) combination

variants. However, the two numbers in the right-most column for a given instance will not

always sum to 990 because for some replicates, TRAD and NEW achieve equal competitive

ratios. The majority preferred approach in each instance is indicated in bold. When request
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volume is low, the number of replicates in which TRAD and NEW are preferred are approx-

imately equal, with NEW being preferred in 416 out of 990 replicates of SL and in 469 out

of 990 replicates of LL. For these instances, the average deviation of response times asso-

ciated with solutions produced by TRAD from the reference offline approach is better than

that of NEW, with TRAD exhibiting 18.1% and 20.4% deviation from the offline approach

while NEW exhibits 27.8% and 21.5% deviation. However, as request volume increases, the

average deviation of response times associated with solutions produced by NEW from the

reference offline approach is better than that of TRAD. The number of replicates in which

NEW is preferred also increases. For the medium and high request volume instances, NEW

is preferred in 2764 out of 3960 replicates. The preference for NEW over TRAD is most

distinct when region size is small and request volume is high. In this case, NEW is preferred

in 791 out of 990 replicates and exhibits an average deviation from HIND of 16.2% while

TRAD exhibits a deviation of 39.0%. A preferred approach is not indicated in the table for

instance LM because TRAD has better performance according to average deviation from the

offline approach while NEW has better performance according to the number of replicates

in which the approach is preferred.

Figure 2.8 presents box plots for competitive ratios associated with solutions produced

by NEW and TRAD for the six instances considered. For any given instance, the range of

competitive ratios associated with solutions produced by NEW is always wider than that

of TRAD, indicating that TRAD has better worst-case performance. For example, the

range associated with NEW for instance SM in Figure 2.8c is 1 to 3.4, while the range

associated with TRAD is 1 to 1.6. However, as seen in the analytical study and in Table

2.4, the average-case performance is usually better for NEW. Take for example instance SM

in Figure 2.8c, where 75% of solutions produced by NEW had competitive ratios less than

1.2, while only 25% of the solutions produced by TRAD had competitive ratios of 1.35 or

lower. Trends associated with region size and request volume can be observed in the box

plots of Figure 2.8 as well. Moving from top to bottom within a column as request volume
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Instance Approach Avg % deviation Num. replicates in which
from HIND approach is preferred

SL
NEW 27.8% 416

TRAD 18.1% 530

SM
NEW 17.1% 717
TRAD 33.0% 269

SH
NEW 16.2% 791
TRAD 39.0% 198

LL
NEW 21.5% 469

TRAD 20.4% 486

LM
NEW 27.6% 599
TRAD 24.3% 390

LH
NEW 25.3% 657
TRAD 26.9% 330

Table 2.4: Computational results summary

increases, the preference for NEW becomes more apparent as the box representing the middle

50% of solutions produced by NEW moves lower on the y-axis (competitive ratio) than the

analogous box representing the middle 50% of solutions produced by TRAD. Moving from

left to right within a row as region size increases, the relative performance of TRAD improves

as the box representing the middle 50% of solutions produced by TRAD moves lower with

respect to the y-axis.

2.7 Conclusions

When developing disaster relief response plans, emergency managers have historically con-

sidered information communicated through traditional means, such as on the ground as-

sessments. In this paper, we have studied whether relief requests communicated through

social media should also be considered when developing disaster relief routing plans. Two

alternative decision approaches are analyzed — one that considers social media information
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Figure 2.8: Computational results box plot

(NEW) and one that does not (TRAD) — and compared to an offline reference approach

that benefits from knowing in advance the accuracy of social media requests (HIND).

The alternative decision approaches are assessed for a set of case study instances with uni-

formly distributed request locations using an analytical study and a computational study.

In the analytical study, information regarding request volume and region size are not re-

quired. Instead, competitive ratios for the alternative decision approaches are approximated
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using only information about the proportion of total requests that are unverified (ρ) and

the proportion of unverified requests that are accurate (λ). In the computational study,

specific request locations and their classification as verified or unverified and accurate or

inaccurate are required. Then, competitive ratios for the alternative decision approaches are

computed exactly. For the case study instances with uniformly distributed request locations,

it was demonstrated NEW had superior average-case performance while TRAD had supe-

rior worst-case performance in both the analytical and computational studies. That is, on

average across all instance variants considered, the time to service requests using the NEW

approach was closer to the reference offline approach than in the routes generated by TRAD.

However, the deviation of NEW from the offline reference approach had greater magnitude

in the worst-case than did TRAD. Therefore, NEW may be preferred by an emergency man-

ager wishing to focus on average or expected performance, while TRAD may be preferred

by an emergency manager wishing to minimize the worst-case performance.

Specific information regarding the nature of the demand scenario at hand may influence

the choice of decision approach. When faced with a disaster relief routing planning problem,

an emergency manager will have information regarding the size of the geographic region

across which demand is distributed, total request volume, proportion of total requests that

are unverified, and possibly some assumptions regarding the accuracy of unverified requests.

The results presented in this paper can be useful for this emergency manager. Suppose

for example an emergency manager has received information regarding 40 verified requests

and 10 unverified requests both uniformly distributed in an impacted region. Then, the

results corresponding to medium request volume instances with ρ = 0.20 can be considered.

While the emergency manager will not know the proportion of unverified requests that are

accurate with certainty, they can study the relative performance of TRAD and NEW as

λ varies. In this case, the emergency manager would find as long as at least 10% of the

unverified information were accurate, NEW would be the preferred approach.

The results presented in this paper rely on several assumptions. First, uniformly dis-
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tributed request locations are required. Furthermore, each subset of requests (unverified

versus verified, accurate versus inaccurate) are also assumed to be uniformly distributed.

However, the computational study could be replicated for non-uniformly distributed in-

stances in order to gain insight into decision approach performance for those cases. Second,

the TRAD decision approach assumes the accuracy of unverified requests can be assessed

using alternate resources while an initial tour to verified locations is executed. This assump-

tion is most valid when the proportion of unverified requests to verified requests is small, so

sufficient time is available during the tour visiting verified requests to verify the remaining

information. However, regardless of the size of the unverified request set, the combined du-

ration of the two tours developed according to TRAD is still a valid lower bound on the total

time required to visit all accurate requests using this approach. For example, an initial tour

could include all verified requests, a second tour could include a subset of unverified requests

newly classified as accurate, a third tour could include the next subset of newly classified

requests, and so on.

A third assumption used in this paper is negligible service time at customer locations.

If service time is not negligible, the penalty associated with visiting inaccurate locations

increases. However, it is still anticipated that the time required to verify a location as inac-

curate upon arrival should be small when compared with the time required to unload relief

goods at accurate demand locations. An area for future work is to consider service time

that depends on the magnitude of goods being delivered. Fourth, we have only considered

inaccuracy that results from demand not being present at an unverified location. To consider

demand that is present but with a different magnitude than expected, the models presented

here must be extended. Finally, we have considered only a single vehicle with unlimited ca-

pacity, saving variations of constraints on the resource set for future work. These simplifying

assumptions were made in order to introduce a formal method for quantitatively assessing

the impact of including unverified information in disaster relief planning and demonstrate

its usefulness. The insights this framework is able to provide will become more valuable as
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the methodology is extended to incorporate realistic problem characteristics such as multiple

vehicles with limited capacity, request time windows, non-uniform request location distribu-

tions, and demand-dependent service times.

An additional area for future study is to incorporate other objectives that may be more

important in some disaster relief settings than traditional efficiency objectives of minimizing

response time. For example, maximizing the amount of demand served and minimizing

total and latest arrival times are reasonable objectives in disaster response. Considering the

magnitude of demand at each request location could lead to policies that would, for example,

prioritize serving an unverified location with a large amount of demand earlier than an verified

location with a small amount of demand. Equity objectives may be important in disaster

response also. Because the population using social media to communicate their needs may

differ demographically from the population not doing so, it may be important to balance the

consideration given to each type of information.
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2.8 Appendix

Table 2.5: Table of analytical results

ρ λ TRAD NEW ρ λ TRAD NEW ρ λ TRAD NEW

0.1 0.0 1.00 1.05 0.4 0.0 1.00 1.29 0.7 0.0 1.00 1.83
0.1 0.1 1.10 1.05 0.4 0.1 1.22 1.25 0.7 0.1 1.34 1.64
0.1 0.2 1.14 1.04 0.4 0.2 1.28 1.21 0.7 0.2 1.39 1.51
0.1 0.3 1.16 1.04 0.4 0.3 1.32 1.18 0.7 0.3 1.41 1.40
0.1 0.4 1.18 1.03 0.4 0.4 1.35 1.15 0.7 0.4 1.41 1.31
0.1 0.5 1.20 1.03 0.4 0.5 1.37 1.12 0.7 0.5 1.41 1.24
0.1 0.6 1.22 1.02 0.4 0.6 1.38 1.09 0.7 0.6 1.41 1.18
0.1 0.7 1.23 1.02 0.4 0.7 1.39 1.07 0.7 0.7 1.40 1.13
0.1 0.8 1.24 1.01 0.4 0.8 1.40 1.04 0.7 0.8 1.40 1.08
0.1 0.9 1.25 1.01 0.4 0.9 1.40 1.02 0.7 0.9 1.39 1.04
0.1 1.0 1.26 1.00 0.4 1.0 1.41 1.00 0.7 1.0 1.38 1.00
0.2 0.0 1.00 1.12 0.5 0.0 1.00 1.41 0.8 0.0 1.00 2.24
0.2 0.1 1.14 1.10 0.5 0.1 1.25 1.35 0.8 0.1 1.38 1.89
0.2 0.2 1.19 1.09 0.5 0.2 1.32 1.29 0.8 0.2 1.41 1.67
0.2 0.3 1.23 1.08 0.5 0.3 1.36 1.24 0.8 0.3 1.41 1.51
0.2 0.4 1.25 1.07 0.5 0.4 1.38 1.20 0.8 0.4 1.40 1.39
0.2 0.5 1.28 1.05 0.5 0.5 1.39 1.15 0.8 0.5 1.39 1.29
0.2 0.6 1.29 1.04 0.5 0.6 1.40 1.12 0.8 0.6 1.38 1.21
0.2 0.7 1.31 1.03 0.5 0.7 1.41 1.08 0.8 0.7 1.37 1.15
0.2 0.8 1.32 1.02 0.5 0.8 1.41 1.05 0.8 0.8 1.36 1.09
0.2 0.9 1.33 1.01 0.5 0.9 1.41 1.03 0.8 0.9 1.35 1.04
0.2 1.0 1.34 1.00 0.5 1.0 1.41 1.00 0.8 1.0 1.34 1.00
0.3 0.0 1.00 1.20 0.6 0.0 1.00 1.58 0.9 0.0 1.00 3.16
0.3 0.1 1.18 1.17 0.6 0.1 1.29 1.47 0.9 0.1 1.41 2.29
0.3 0.2 1.24 1.15 0.6 0.2 1.36 1.39 0.9 0.2 1.40 1.89
0.3 0.3 1.28 1.13 0.6 0.3 1.39 1.31 0.9 0.3 1.37 1.64
0.3 0.4 1.31 1.10 0.6 0.4 1.40 1.25 0.9 0.4 1.35 1.47
0.3 0.5 1.33 1.08 0.6 0.5 1.41 1.20 0.9 0.5 1.33 1.35
0.3 0.6 1.34 1.07 0.6 0.6 1.41 1.15 0.9 0.6 1.31 1.25
0.3 0.7 1.36 1.05 0.6 0.7 1.41 1.10 0.9 0.7 1.30 1.17
0.3 0.8 1.37 1.03 0.6 0.8 1.41 1.07 0.9 0.8 1.29 1.10
0.3 0.9 1.38 1.02 0.6 0.9 1.41 1.03 0.9 0.9 1.27 1.05
0.3 1.0 1.38 1.00 0.6 1.0 1.41 1.00 0.9 1.0 1.26 1.00
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3. A CASE STUDY ON THE TEAM ORIENTEERING PROBLEM WITH
THE INCORPORATION OF UNCERTAIN SOCIAL DATA IN DISASTER
RELIEF TOUR PLANNING

3.1 Introduction

As in Chapter 2, in this chapter a response planning problem with two distinct classes of in-

formation available at the time of planning is considered: (i) unverified social data describing

demand that is not known with certainty, and (ii) verified data describing demand known

with certainty which is obtained by trusted traditional sources. The models presented in

Chapter 2 are extended here for additional practical considerations such as multiple vehicles,

request specific demand magnitudes, and demand-dependent service times. The goal of the

problem introduced in this study is to deliver products and essential services to as many

victims as possible in order to minimize human suffering and saves lives.

Specifically, this chapter investigates whether it is worthwhile to consider and to act on

social data requests prior to their absolute verification in the context of planning disaster

relief routes. The problem under consideration is a Team Orienteering Problem (TOP)

variant with a single depot and a homogenous fleet of uncapacitated vehicles. A case study

motivated by the 2010 Haiti earthquake is developed using real social data to demonstrate

the usefulness of the framework. Possible scenarios are also analyzed to identify under

which circumstances social data integration improves response efficacy. An Adaptive Large

Neighborhood Search (ALNS) algorithm is developed to solve the case problem instances

and to analyze the performance of alternative decision strategies for the delivery of relief

supplies.

The contributions of this work are three-fold. First, this chapter extends the modeling of

the single-vehicle variant of disaster relief tour planning (DRTP) to a maximization objective

variant with a homogeneous fleet of vehicles. Second, a set of practical social data strategies

is introduced to represent and model how emergency managers use social data in response

planning. Third, the alternative strategies are tested for comparative effectiveness in a case
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study, which is developed using real social data from the Haiti earthquake. It is anticipated

that the case study instances will become benchmark instances for future researchers.

This chapter is organized as follows. Section 3.2 provides a review of existing literature

regarding team orienteering problems. In Section 3.3, a formal problem statement and

alternative social strategies are presented. Section 3.4 presents the solution method in detail.

The experimental settings are presented in Section 3.5. Case study development is discussed

in Section 3.6. Finally, Section 3.7 summarizes the work and presents the conclusions.

3.2 Literature review

The problem being described is a Team Orienteering Problem (TOP) variant and falls into

the general category of the vehicle routing problem under uncertainty. Because a detailed

review in the area of vehicle routing with the presence of uncertainty is provided in Chapter

2, in this section, only works that focus on solving the TOP variants are discussed briefly.

The aim of the TOP introduced in Chao et al. [1] is to maximize the total scores collected

within a specified timeframe by visiting a set of nodes, each with a given score. The number

of vehicles is limited, and each node can be visited once at most. Several variants of the

Orienteering Problem (OP), a special case of the TOP with only a single vehicle, can be

found in the literature, such as the Orienteering Problem with Time Windows (OPTW)

and the Team Orienteering Problem with Time Windows (TOPTW). For a comprehensive

review of OP variants and applications, the reader is referred to Vansteenwegen et al. [2].

Butt and Cavalier [3] first apply the TOP to athlete recruiting from high schools. A

scout has a specified number of days during which they can visit schools. A score is assigned

to each school based on its recruiting potential, and the scout tries to maximize recruiting

potential. A simple heuristic algorithm is presented in which a school is selected based on

the ratio of its score and distance. Chao et al. [1] present a heuristic approach for the

TOP and introduce benchmark instances. In the proposed heuristic algorithm, a seed node,

which is farthest from the starting and ending nodes, is selected, and remaining nodes are
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inserted into the routes using the cheapest insertion method. Tang and Miller-Hooks [4]

describe a TOP application of routing technicians, who can only work a certain number of

hours, to service customers. A tabu search approach with adaptive memory is proposed.

Their approach generates better solutions than Chao et al. [1] but uses more computational

time. Archetti et al. [5] implement two variants of tabu search and a variable neighborhood

search (VNS) for solving the TOP. The VNS outperforms Chao et al. [1] and Archetti et

al. [5]. Ke et al. [6] propose an Ant Colony Optimization (ACO) approach, which finds

the best known solutions for 359 instances out of 387 benchmark instances. Vansteenwegen

et al. [7] present a guided local search method which requires less computational time but

the solution quality is not better than previous algorithms. Dang et al. [8] implement a

particle swarm optimization inspired algorithm to solve the TOP instances. They found all

best known solutions except one. Kim et al. [9] propose an augmented large neighborhood

search method and obtain the same set of results as Dang et al. [8] in less computational

time. Boussier et al. [10] present an exact solution approach for solving both the TOP

and the selective vehicle routing problem with time windows (SVRPTW) with additional

side constraints. They can solve the TOP instances exactly for up to 100 customers. In

this study, we consider a TOP variant where there is uncertainty in demand. An objective

of maximizing amount of demand served is considered. The proposed routing model can

provide decision support for emergency response teams that focus on taking supplies and

services to the people in need.

3.3 Problem statement

The routing problem under consideration includes two types of information at the time of

planning: (i) unverified social data S describing demand that is not known with certainty

and (ii) verified traditional data T describing demand known with certainty. The set of

all requests is denoted N , and thus N = T ∪ S. Each request in N specifies a location,

demand magnitude, and type (e.g. food, shelter, medical). A request is accurate if the
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demand exists in the stated magnitude and type at the specified location; otherwise, the

request is inaccurate. Therefore, social data requests are classified as unverified requests

until they can be investigated and re-classified as either accurate SA or inaccurate SI; note

that S = SA∪SI. We assume that a fleet of vehicles with unlimited capacity serves request

locations within a specified time interval. The goal is to develop vehicle routes that visit

as many accurate demand locations (i ∈ T ∪ SA) as possible exactly once during response

operations.

This can be modeled as a Team Orienteering Problem variant that is defined as follows.

Assume that G = (N ,A) is a directed network graph with set of n + 1 nodes, where N =

{0, 1, . . . , n} is the set of nodes, and A = {(i, j) : i 6= j ∈ N} is the set of arcs connecting

nodes in N . The node set N includes a starting node (i= 0) and a set of demand nodes

{i = 1, . . . , n}. Therefore, N = T ∪ S ∪ {0}. The travel time on arc (i, j), denoted

tij, is known. Let ci(j, k) be the cost of inserting node i between nodes j and k, where

ci(j, k) = tji+ tik− tjk. Each location i ∈ T ∪S can be visited at most once, and the amount

of demand di > 0 will be served if there is a visit to location i within the specified time limit

Tmax. The magnitude of demand for each location, di, is known, and no demand occurs at

the depot, d0 = 0. It is assumed a homogeneous fleet of m uncapacitated vehicles is based

at the depot to deliver relief supplies.

Let Rk = {0, i1, i2, . . . , in, 0} be a vehicle route k and let ij denote the customer index

in position j in the route. Service time sa denotes the time required for unloading relief

supplies at accurate request locations (T ∪ SA). When a route Rk includes a vehicle visit

to an inaccurate social data location i, the time required to confirm a location as inaccurate

(SI) upon a vehicle arriving there is si; no supplies will be unloaded. Thus, the total

accurate demand served on a vehicle route k is denoted d(Rk) =
∑
{i∈Rk:i∈(T ∪SA)} di. Due to

the limited number of vehicles and time budget constraints, visiting all locations (N ) may

not be feasible. Consequently, the objective is to identify a set of feasible vehicle routes that

maximizes the total amount of accurate demand served, max
∑

k∈V d(Rk).
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3.3.1 Social data strategies

Several decision strategies that a decision maker could adopt in practice for planning vehicle

routes are considered. The decision strategies included are intended to reflect three distinct

perspectives on the current and future value of social data. These perspectives are one that

never acts on social data elements unless they are verified, one that always act on social

data elements with no attempt at verification, and one that acts on social data elements by

considering various alternative scenarios. Each of these perspectives is motivated from a 2012

survey conducted by CNA and NEMA [11]. A total of five social data decision strategies

are described in order to represent the broad range of emergency manager preferences for

solving the proposed problem. The first two decision strategies are as follows:

• Only Verified Requests (OnlyV erified): This approach does not include social data

requests (S ∈ N ) in vehicle tours. Therefore, only traditional requests in T can appear

in the set of routes developed. This strategy represents more than three-quarters

of agencies participating in the survey that would not act on unverified information

obtained via social media.

• All Requests (All): This method always acts on social data requests in addition to

traditional requests without attempting to verify them. Therefore, both social data (S)

requests and traditional requests (T ) can appear in developed routes. This strategy

represents one out of ten agencies surveyed that would not hesitate to act on social

data.

Several additional decision strategies represent more than two-thirds of agencies that

expect social data to have at least a moderate impact on future response efforts.

• Verified Requests First, Unverified Requests Last (FirstV erified): This strat-

egy only allows for visiting social data requests after all verified requests have been

visited. In this strategy, the social data requests will always be visited at the end of

the tour.
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• Prioritize Verified Requests (PrioritizeV erified): This strategy prioritizes tra-

ditional requests over social requests by assigning higher weight to them. This allows

inserting social data requests into vehicle tours if time capacity (Tmax) allows. Decision

makers consider weighted-demand, wi×di, in the decision-making process, where wi is

the assigned weight to location i and di is the demand at that location. This strategy

would allow a social data location to appear anywhere within a tour.

• Unverified Requests Located Close to Verified Requests (CloseProximity):

This method allows acting on social data locations if they are located close to a tra-

ditional request that is already on the tour. An emergency manager considers only

traditional data first when making vehicle tour decisions. Then the strategy allows

considering social data locations (S) by finding a feasible insertion place in a tour.

More precisely, this method inserts a social location i between nodes j and j + 1 such

that ci(j, j + 1) is minimal. With this strategy, a decision maker is willing to visit

an unverified social request location that is in close proximity to a verified traditional

location and it doesn’t exceed the time limit after a best possible tour plan has been

developed for traditional locations.

This research focuses on quantifying the tradeoff between the timeliness and usefulness of

social data by comparing the performance of vehicle routes developed using these emergency

decision strategies.

3.4 Methodology

Adaptive large neighborhood search (ALNS) is modified to solve the routing problems in-

duced by each decision strategy in this study. ALNS is a local search algorithm that was

first developed by Ropke and Psinger [12] for the pickup and delivery problem. The same

methodology was later successfully applied to several variants of the vehicle routing problem,

such as the capacitated vehicle routing problem, multi-depot vehicle routing problem, vehi-
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cle routing problem with multiple routes, pollution-routing problem, and inventory routing

problem [13, 14, 15, 16, 17]. ALNS is an extension of the large neighborhood search (LNS)

framework presented by Shaw [18]. In LNS, a solution is partially destroyed and repaired

through the application of several operators. The difference between ALNS and LNS is that

the operators are selected in a probabilistic and adaptive fashion in ALNS, according to

their past performance. Several ruin and recreate operators compete to improve the current

solution [19]. A performance score is assigned to each operator, and the score is increased

whenever a new solution is produced by the operator.

An overview of the ALNS scheme we use is provided in Algorithm 1. The algorithm

begins generating an initial feasible solution sinit using a simple constructive heuristic. After

all request locations associated with a chosen decision strategy are initially placed in the

unvisited location list u, a request location i is randomly removed from u in order to find

a feasible insertion place in a vehicle route r. This process is repeated until there are no

request locations to visit (u is empty) or there are no feasible insertion places. Starting

from the initial solution, ALNS explores the solution space by successively destroying a part

of the current solution and then reconstructing it in a different way. This neighborhood

search process is performed using a pair of pre-determined removal and insertion operators.

A pair of operators ψ is probabilistically chosen based on their historical performance. At

the end of each iteration, a new solution snew is obtained by applying the pair of removal and

insertion operators to the current solution scurrent. Then snew is accepted or rejected based

on simulated annealing acceptance criteria described later. Then the performance associated

with the applied pair of operators ψ is updated. The algorithm stops when a fixed number

of ALNS iterations have passed or after there has been no improvement in the objective

function for η% of total iterations. Then the best solution sbest is returned. In the following,

each component of this algorithm will be explained in detail.
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Algorithm 1 A general adaptive large neighborhood search algorithm with simulated an-
nealing

1: generate initial solution sinit
2: scurrent ← sbest ← sinit
3: initialize probabilities of all pairs of destroy and repair operators
4: while stopping criterion is not met do
5: select a removal/insertion pair ψ based on their past performance
6: apply ψ on the solution scurrent to obtain its neighbor solution snew
7: if (snew is better than scurrent) then
8: update the current solution scurrent ← snew
9: update performance of pair ψ

10: else if (rand[0, 1] ≤ e−(∆d/temperature))
11: update the current solution scurrent ← snew
12: update performance of pair ψ
13: end if
14: if (scurrent is better than sbest) then
15: update the best solution sbest ← scurrent
16: update performance of pair ψ
17: end if
18: update temperature← temperature ∗ α
19: end while
20: return sbest

3.4.1 Acceptance and stopping criteria

A simulated annealing based acceptance criterion is used to decide whether to accept or reject

a new solution snew. The new solution is accepted over scurrent if snew has a larger demand

magnitude than scurrent. Otherwise, snew is accepted with probability e−(∆d/temperature), where

the temperature is greater than zero and ∆d is the difference between the objective values of

snew and scurrent. Starting from an initial temperature value, the temperature is decreased

every iteration by a factor of α, where 0 < α < 1 is the cooling rate.

3.4.2 Adaptive mechanism

The search is divided into two segments of consecutive iterations. In the first segment, all

pairs of operators have the same score and are selected with equal probability . Statistics

associated with the performance for operators are collected during this segment. Since the
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removal and insertion operators are chosen as a pair, their performance is evaluated pairs.

After the first segment, pairs of operators that have successfully found new improvement

solutions have a higher score and thus a higher probability of being chosen. Let ϕψ be

a measure of how well pair ψ has performed in past iterations. Then, the probability of

selecting pair ψ is pψ = ϕψ/
∑h

j=1 ϕj, where h is the total number of pairs. The score ϕψ

of a pair ψ is increased by score adjustment parameters σ1, σ2, and σ3. The score ϕψ=0 is

set to zero at the beginning and rises incrementally when a pair ψ results in a new solution.

More precisely, if a pair of removal and insertion operators finds a new best solution, the

score is increased by σ1, if it finds a solution better than the current solution but worse

than the current best, its score is increased by σ2, and if it finds a solution worse than the

current solution which is accepted according to the simulated annealing criteria, the score is

increased by σ3.

3.4.3 Removal and reinsertion operators

Nine removal operators and three insertion operators are considered. Removal operators

are paired with insertion operators; thus, there are twenty-seven pairs of operators. A new

vehicle plan is obtained by first using a removal operator to remove r request locations from

the vehicle plan and place them in the unvisited request list u. Note that other locations

may already be in the list u also, if they were not accommodated in the plan in a previous

iteration. After removal, the insertion operator places some, but maybe not all, of the request

locations in u into vehicle routes.

3.4.3.1 Removal operators

The set of removal operators used is described below. Ropke and Pisinger [12] explain that

the number of requests removed from the current routing plan has a significant impact on the

performance of ALNS. A too small or too large part of the solution should not be removed

[12, 13]. Therefore, the number of request locations to remove r from the current vehicle
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plans is determined by the percentage range [a, b] to remove.

1. Random removal removes randomly chosen the r request locations from the plan.

This simple approach is intended to diversify the search space.

2. Worst distance removal successively removes the r request locations which bring

the maximum distance savings.

3. Smallest demand removal successively removes the r locations that have minimum

demand. The idea is to open potential insertion request locations within tours for

unvisited requests with higher demand.

4. Proximity based removal attempts to remove visits to request locations geograph-

ically near each other. This operator is a special case of the Shaw removal proposed

in [18]. The goal of the Shaw removal is to remove a set of nodes that are related in a

predefined way. We choose to base the relatedness measure on proximity. First, a seed

request c is randomly selected from the unvisited location list u. Then the r request

locations nearest to c are removed from vehicle tours in which they appear. The idea is

to create openings in routes that are likely to accommodate requests that are currently

unvisited and located near seed c.

5. Smallest demand per distance removal removes the request location i which

brings the smallest demand per distance, di/ci(predecessor(i), successor(i)), where

the successor of request i is denoted by successor(i), and the predecessor of request

(i) is denoted by predecessor(i). The motivation is to remove requests for which the

anticipated payoff (demand served) is relatively low compared to the distance the

vehicle must travel to reach the location.

6. Worst demand per distance removal removes a location from a route which is

extreme with respect to the current average demand per distance in the route. The

operator selects request i that brings the maximum demand per distance {d(Rk −
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{i})/t(Rk − {i})} where d(Rk − {i}) represents the total demand served on a vehicle

route k excluding i, and t(Rk − {i}) represents the total distance of the vehicle route

k without i. This operator tries to improve a shortcoming of the smallest demand

per distance removal by considering the impact to an entire route when a request is

removed, as opposed to the impact only on the request’s neighbor.

Proposition. Smallest demand per distance and worst demand per distance removal

operators do not necessarily choose the same node for removal.
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Figure 3.1: A vehicle route

Consider for example the given network in Figure 3.1. Assume a vehicle route is 0-1-

2-3-0, where 0 represents the depot and all other nodes have demand di. The node to

remove according to each operator is given below.
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Worst demand per distance:

For node 1:

(
d2 + d3

t02 + t23 + t30

)
=

(
7 + 5

3 + 4 + 2

)
= 1.33

For node 2:

(
d1 + d3

t01 + t13 + t30

)
=

(
2 + 5

1 + 3 + 2

)
= 1.16

For node 3:

(
d1 + d2

t01 + t12 + t20

)
=

(
2 + 7

1 + 3 + 3

)
= 1.28

Node 1 is chosen to remove, because it has the highest value.

Smallest demand per distance:

For node 1:
d1

t01 + t12 − t02

=
2

1 + 3− 3
= 2

For node 2:
d2

t12 + t23 − t13

=
7

3 + 4− 3
= 1.75

For node 3:
d3

t23 + t30 − t02

=
5

4 + 2− 3
= 1.66

Node 3 is chosen to remove, because it has the lowest value.

These two operators may choose different nodes to remove from a vehicle route, and

thus, they are not identical.

7. Historical knowledge removal keeps a record of the best position cost of every

request location to decide which request location to remove. The best position cost

represents the minimum insertion cost for a request location for all locations it has

59



appeared in throughout the algorithm. A position cost of request location i is calculated

as κ(i) = ci(predecessor(i), successor(i)). The best position cost κ(i∗) of request

i is updated throughout the algorithm. A request i′ is chosen with the maximum

deviation from its best position cost, {κ(i)−κ(i∗)}. The motivation is that considering

historical information may improve the performance of local search (as in some other

local search algorithms, long-term memory is in the form of a tabu list, for example).

This operator is similar to the neighborhood graph removal used in Ropke and Pisinger

[20] and historical knowledge node removal used in Demir et al. [16]. To receive good

performance from this operator, it should be excluded from selection in the early

iterations of the neighborhood search. Otherwise, the best position cost will be based

on a history of bad solutions.

8. Rectangular removal removes a set of request locations in a predefined area in the

coordinate system. This removal operator is similar to the zone removal used in Demir

et al. [16]. First, the corner point of the entire study area is computed. Then, the

study area is partitioned into nine smaller regions. A region is randomly chosen, and

all its request locations that appear in vehicle routes are removed from those routes. A

new region is selected if the chosen area does not contain any locations. Note that this

operator does not necessary remove exactly r request locations from the route plan.

9. Circle removal removes request locations from a predetermined circular area. More

precisely, the operator first computes the average distance among all locations tavg =∑n
i=0 t(i, i + 1)/n. Then, a request location is selected randomly as the center of a

circle with radius tavg. All request locations located within this circle are removed.

This operator is inspired from the rectangular removal. Like the previous removal

operator, less or more than r request locations might be removed.
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3.4.3.2 Insertion operators

After the application of a removal operator, a partial solution exists. A partial solution

describes a routing plan for which some of its request locations have been removed. The

goal of insertion operations is to repair the partial solution by finding feasible insertion

locations for some of the requests in the unvisited list u. Note that u contains both requests

that have been removed, and any requests that were already in the unvisited list before

removal began. The insertion operations used are described below.

1. Greedy insertion inserts the unvisited request with maximum demand into its cheap-

est feasible insertion location. This operator focuses on both demand and travel time

when inserting requests. The demand criterion is used to determine which request

location to insert while the distance criterion is used to determine where to insert the

selected request in the plan. Therefore, the unvisited requests in u are sorted with

respect to the magnitude of demand, and the request i with the highest demand is

the first attempt to be inserted in the position where it yields the lowest increase in

the length of the tour between nodes j and j + 1 such that ci(j, j + 1) is minimal.

This operator repeatedly chooses the next highest demand location and calculates the

insertion costs after each iteration and inserts the request into the cheapest possible

position of the routes.

2. Regret-2 insertion tries to improve the shortsighted approach of greedy insertion

by considering a regret measure [12]. For a request location, the regret value is the

difference between the insertion costs associated with the best and second best positions

for a customer i. More precisely, Regret-2 operator chooses to insert request i among

u such that {∆f 2
i −∆f 1

i } is maximal, where ∆fhi is the cost of inserting a request i at

the hth cheapest position.

3. Demand per distance insertion improves a shortcoming of the other two insertion

operators by taking demand and distance into consideration simultaneously. Let Dh
v (i)

61



be the demand per distance associated with request i in the vehicle route v where

h represents the insertion place. The operator can be summarized as follows: insert

a request location i into a position h of the vehicle route v which brings the largest

demand per distance Dh
v (i) such that {di/ci(j, k)} is maximal where position h is

between nodes j and k. The heuristic first sorts the requests according to Dh
v (i),

chooses the largest one for which to attempt insertion, and then recalculates Dh
v (i) for

the remaining requests if the selected request is inserted. The process is repeated until

no feasible insertion place remains.

3.5 Experimental settings

In this section, we first introduce the benchmark instances used in this chapter to validate

the performance of the proposed ALNS algorithm. Then in Section 3.5.1, we describe how

the parameters of ALNS are tuned. In Section 3.5.2, we present initial results of the compu-

tational experiments used to assess the performance of ALNS. Finally, Section 3.6 introduces

a case study developed using real data from the Haiti earthquake.

The ALNS is implemented in Java and executed on an Intel Core i7 CPU at 3.33GHz with

24GB of RAM. The algorithm validation is performed on a set of 387 benchmark instances

from Chao et al. [1], in which the number of nodes varies between 21 and 102 with two,

three, and four vehicles. All benchmark instances are available from http://www.mech.

kuleuven.be/en/cib/op.

3.5.1 Parameter tuning

In order to achieve good performance, the parameters of ALNS must be tuned. We follow the

methodology presented by Ropke and Pisinger [12]; one parameter at a time is tuned while

the others remain fixed. The best settings are chosen to minimize average deviation from the

best-known solutions. We have chosen eight difficult instances (p1.3.l, p3.2.j, p4.2.i, p4.4.p,

p5.4.r, p6.2.d, p7.2.o, p7.3.n) among the TOP benchmark instances based on our preliminary
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test results in order to set the main ALNS parameters. Five random replicates of each of

the eight instances are performed.

Table 3.1: Values for ALNS parameters after the tuning phase

Parameters Tuning Values

Removal Parameters [a, b]
Lower limit of percentage of destruction (a) 5
Upper limit of percentage of destruction (b) 40

Simulated Annealing Parameters
Temperature 1000
Cooling Rate (α) 0.90

Iteration Parameters
Number of warm up iterations 2000
Percent of stopping iterations (if no improvement) 60
Number of ALNS iterations 15000

Scoring Parameters
(σ1, σ2, σ3) (50, 20, 0)

The proposed ALNS approach contains four groups of parameters as shown in Table 3.1:

(1) removal parameters: what percent of request locations to remove in each iteration is

randomly chosen in the range [a, b]; (2) simulated annealing parameters control the accep-

tance criteria using two parameters, temperature and cooling rate, α; (3) ALNS iteration

parameters: the number of warm-up iterations in the first segment to collect statistics about

the operators, and the number of stopping iterations if no improvement can be found; (4)

scoring parameters: the scores show how well the removal and insertion pairs have performed

in the past iterations. Table 3.1 illustrates the best values found for all parameters. This

setting has been used for the following experiments in this study.
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3.5.2 Heuristic validation

In this subsection, we discuss the results of experiments carried out to investigate the per-

formance of ALNS. For each benchmark problem, we compare the results obtained with

ALNS to best-known solutions given in Dang et al. [8]. Table 3.2 summarizes the average

performance of ALNS for 7 instance classes by computing the average percentage gap from

best-known solution values. The results represent the average performances of ALNS over

five replications. The first column presents the data set names p1 - p7, the second column

shows the number of problem instances, the third column shows the number of best-known

solutions missed, the third and fourth columns present the maximum and average gaps from

best-known solutions, respectively, and the last column gives the average CPU time in sec-

onds for each problem set. ALNS finds most of the best-known solutions (327 out of 387)

and provides a competitive average gap (0.11%).

Table 3.2: Average performance of the ALNS

TOP - Data Set # Instances # Best Known Missed
Average ALNS Gap

Average CPUMax Avg

p1 54 0 0.00% 0.03% 4.1
p2 33 0 0.00% 0.00% 1.4
p3 60 0 0.00% 0.00% 6.8
p4 60 34 0.43% 0.73% 247.6
p5 78 7 0.14% 0.29% 50.2
p6 42 0 0.00% 0.00% 29.0
p7 60 19 0.23% 0.45% 176.7

Average 0.11% 0.22% 73.7

In order to further investigate the quality of the proposed algorithm, we compare our

algorithm with the following 10 state-of-art algorithms in the literature:

• TMH: tabu search algorithm of Tang and Miller-Hooks [4]

• TSF: tabu search algorithm of Archetti et al. [5]

• SVNS: variable neighborhood search of Archetti et al. [5]

• ACO: ant colony optimization of Ke et al. [6]
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• MA: memetic algorithm of Bouly et al. [21]

• SPR: slow path relinking of Souffriau et al. [22]

• DPSO: discrete particle swarm optimization (PSO) of Muthuswamy and Lam [23]

• PSOMA: PSO-based memetic algorithm of Dang et al. [24]

• PSOiA: effective PSO-inspired algorithm of Dang et al. [8]

• AugLNS: augmented large neighborhood search algorithm of Kim et al. [9]

Table 3.3: Summary of the best-performing TOP algorithms

Method Year Avg Gap # Best Known Avg CPU for all instances

TMH 2005 1.32% 34 336.6
TSF 2007 0.20% 94 531.5

SVNS 2007 0.04% 134 156.1
ACO 2008 0.09% 128 16.6
MA 2010 0.04% 129 36.9
SPR 2010 0.05% 126 21.2

DPSO 2011 1.24% 39 n/a
PSOMA 2011 0.02% 146 22.3
PSOiA 2012 0.00% 156 59.8

AugLNS 2013 0.00% 156 85.1

ALNS 2015 0.31% 98 73.7

Table 3.3 summarizes the performance of the state-of-art algorithms. This comparison

is based on 157 benchmark instances of sets p4, p5, p6, and p7 as in Souffriau et al. [22].

The last column presents the average CPU time in seconds for all 387 instances. As shown

in this table, PSOiA and AugLNS outperform the other methods in the literature in terms

of average gap. The results indicate that the proposed algorithm provides promising results

by finding best solutions for 98 out of 157 benchmark instances and having an average gap

of 0.31%. The ALNS algorithm outperforms TMH, TSF, and DPSO in terms of the number

of best-known solutions found. On average, the performance of ALNS is better than TMH,

TSF, SVNS and AugLNS in terms of computational time.

Since the number of customers in this case study instances is much larger (more than

300 customer locations on average) than the TOP benchmark instances and also developing
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Table 3.4: Average performance of the fast ALNS

TOP - Data Set # Instances # Best Known Missed
Average ALNS Gap

Average CPUMax Avg

p1 54 0 0.00% 0.34% 0.7
p2 33 0 0.00% 0.11% 0.2
p3 60 0 0.00% 0.22% 0.9
p4 60 34 0.50% 1.39% 30.9
p5 78 14 0.21% 0.87% 6.9
p6 42 0 0.00% 0.08% 4.6
p7 60 43 0.29% 0.78% 21.8

Average 0.14% 0.54% 9.4

routing plans quickly in real disaster situations can be critical in saving lives, we reduce the

number of iterations from 15,000 to 2,000. After this significant reduction in the number

of iterations, we assess the performance of the fast ALNS algorithm, shown in Table 3.4,

by comparing the average gap from best-known solution values before using it for the case

study. Tables 3.2 and 3.4 show that, on average, the runtime of ALNS is decreased from 73.7

seconds to 9.4 seconds while the gap between the best-known solutions and ALNS increases

slightly from 0.11% to 0.14%. The results indicate that the computational time of ALNS is

significantly decreased without sacrificing much in the solution quality, and thus, ALNS with

the reduced number of iterations can be implemented for solving the case study instances.

3.6 Case study development

To develop a disaster tour plan for a case study, the model requires two sources of information:

(i) actionable social data posted to social media platforms and (ii) verified data collected

in traditional ways (e.g. on-the-ground assessment teams). The case study developed from

the 2010 Haiti earthquake is used to test the alternative decision strategies because of the

availability of both types of data.
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3.6.1 Social data

The social data posts are available from the Ushahidi platform – a citizen event reporting

platform – for the Haiti earthquake [25]. A dataset containing 3,593 user-generated posts

collected during a 97-day period after the disaster were initially filtered by Ushahidi. We

chose to work with only the first 15 days of the posts (01/12/2010 - 01/21/2010), which

represent 71% of the data. The data is further filtered by only considering the capital city,

Port-au-Prince, which is the most populated city in Haiti, and near (approximately 16 miles)

the epicenter of the earthquake. The social data include requests for help, comments, opin-

ions, and offers of help. Even though the posts contain relevant data, actionable information,

which describes a specific need, quantity, and location, is needed in the response-planning

process.

Figure 3.2: Snapshot of social data

In most cases, social media data are unstructured and high-quality data are not usu-

ally available. Therefore, the dataset is extracted and actionable requests are identified by

manually approving or denying each message as shown in Figure 3.2 where we populated

the “category” column ourselves. However, all attributes of a request – location, type, and

quantity – may not always be obtained in order for a request to be classified as actionable,

and thus they are classified as partially-actionable. Table 3.5 shows the number of action-

able and partially-actionable social media requests in Port-au-Prince after manually filtering

the data. For example, day 10 includes a total of 50 actionable and 90 partially-actionable

requests.

In the dataset, partially-actionable data points usually do not specify the magnitude of
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Table 3.5: Number of filtered social data locations in Port-au-Prince

Day Dates #Actionable #Partially-actionable Total #Actionable

1 01/12/2010 1 1 2
2 01/13/2010 5 0 5
3 01/14/2010 3 3 6
4 01/15/2010 4 5 9
5 01/16/2010 20 16 36
6 01/17/2010 24 26 50
7 01/18/2010 26 26 52
8 01/19/2010 13 48 61
9 01/20/2010 25 48 73
10 01/21/2010 50 90 140
11 01/22/2010 38 89 127
12 01/23/2010 58 112 170
13 01/24/2010 24 48 72
14 01/25/2010 12 20 32
15 01/26/2010 12 15 27

Total 315 547 862

Table 3.6: Partially-actionable data

Group Demand Size

Single family group or smaller 5
family, house, people, babies, children, several people

Mid-size and/or multi-family groups 20
families, church, orphans, students, clinic, nursing home, center

Large groups 100
hotel, hospital, school, neighborhood
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their requests (e.g. number of people in need at the specified location). These values tend

to vary highly. Therefore, a specific structure is needed in order to estimate the demand on

the partially-actionable locations. In order to estimate demand at these locations, partially-

actionable requests are categorized under three major groups (small, medium and large)

based on the anticipated group size determined from the text in the post, as shown in Table

3.6. According to a survey conducted in 2008 in Port-au-Prince, the average household size

was 4.5 individuals [26]. Therefore, we assume that a single family or smaller group has the

average demand size of 5, while mid-size family and larger groups have demand sizes of 20

and 100, respectively. For example, in Figure 3.2, a data point describes a family; “Deita

Erasme and a few others need rescue/water at her home.” Since the number of people in

need was not specified, we can classify this request as a single family and assume there are 5

people in need at this location. Once the demand on the partially-actionable locations has

manually been estimated, they are re-classified as actionable, as seen in Table 3.5.

3.6.2 Traditional data

Figure 3.3: Haiti - Damaged buildings - Colors represent different grade levels

In order to represent data from trusted traditional sources, we use building damage
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assessment datasets led and carried out by the Government of Haiti following the Haiti

earthquake [27]. The damage assessment was performed based on satellite imagery and

aerial photos. Figure 3.3 shows this data set includes maps of 294,170 buildings. Each

building was classified on a scale of 1 to 5, where the damage level increases from 1 to 5.

For example, Grade 1 (green points) represents negligible to slight damage, while Grade 5

(red points) represents total destruction. Note that none of the buildings were classified as

Grade 2.

Figure 3.4: Port-au-Prince - Grade 3 damaged buildings - Colors represent different regions

In this study, we only focus on Grade 3 with 15,737 buildings because of the potential

for survivors. We assume it is unlikely for emergency organizations to receive a request

from very heavily damaged buildings (Grade 4 and Grade 5). Similar to the social data,

this dataset is also further filtered by only considering Port-au-Prince. Therefore, there are

5,230 buildings left after filtering, as shown in Figure 3.4. Demand locations and magnitudes

are estimated from these Grade 3 buildings to represent traditional data by considering the

extent of building damage as follows.

Estimating the number of traditional data locations: To estimate the number of

traditional locations, a simple assumption is used to make population (number of locations)

estimates because traditional data was not readily available for this case study. However,

70



immediate resource requirements could be found after Hurricane Katrina in 2005 [28]. Here

we assume that traditional data in Port-au-Prince follows the same temporal demand distri-

bution as Hurricane Katrina. According to a report that analyzed requests for resources after

Hurricane Katrina, the temporal distribution for a total of 630 requests for the first 65 days

is as shown in Figure 3.5 [28]. Therefore, damage assessment datasets are divided into 65

days similar to the Hurricane Katrina data, and the number of damaged buildings each day

is estimated based on the pattern of demand observed after Hurricane Katrina. The proba-

bility of demand on a day can be calculated as nday/ntotal according to resource requirements

following Hurricane Katrina where nday and ntotal represent the number of requests on a day

and the total number of requests for the first 65 days in Hurricane Katrina. The demand

seeking population each day is computed from those probabilities. For example, as seen in

Figure 3.5, 18 demand requests are available on day 2. Since the probability of demand on

day 2 is 18/630 and a total of 5230 buildings is available for the traditional data, the number

of requests can be approximated on day 2 for the Haiti earthquake as 149 (18/630 × 5230

= 149.3). There are 3,746 damaged buildings in the first 15 days after approximating the

number of requests per day. The first two columns in Table 3.7 represent the days after

the disaster and the number of social requests, respectively. The third column in Table 3.7

shows the number of request locations estimated using this method for traditional datasets.

For example, as seen in Figure 3.5, demand requests peaked on day 5 and began to decrease

over time. Similarly in Table 3.7, the expected number of traditional requests peaks on day

5 with 465 requests and then follows a downward trend. The fourth column in the table

provides the total number of requests that contain social and traditional data for each day.

The last column gives the proportion of requests that are social versus traditional. Letting

ρ represent the proportion of requests that are social, ρ varies between 0.03 and 0.61 in this

study. On days 2, 3, and 4, most of the requests are traditional requests because ρ < 0.05,

while day 12 includes a large number of social requests with ρ = 0.61.

Designating traditional demand locations: After estimating the required number
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Figure 3.5: Number of requests per day in Hurricane Katrina

Table 3.7: Number of traditional and social requests

Day # of social requests
Expected # of

traditional requests
Total # of requests

Proportion of social
requests (ρ)

1 2 8 10 0.20
2 5 149 154 0.03
3 6 365 371 0.02
4 9 432 441 0.02
5 36 465 501 0.07
6 50 299 349 0.14
7 52 374 426 0.12
8 61 216 277 0.22
9 73 291 364 0.20
10 140 291 431 0.32
11 127 241 368 0.35
12 170 108 278 0.61
13 72 125 197 0.37
14 32 208 240 0.13
15 27 174 201 0.13

of traditional locations for 15 days, a set of distinct traditional request locations needs to

be selected for each day among the 5,230 buildings. Two different selection methods for

the traditional locations are considered: (1) Random – each traditional location is chosen

at random, and (2) Uniform-Clustered – some traditional locations are clustered visually by

considering the density of the locations. More precisely in the Uniform-Clustered method,
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at first, relatively dense request locations (small clusters) are identified visually. Next, the

number of clusters are reduced by combining three or four small cluster groups together

until the clusters are relatively very far apart from one another. This results in five clusters

consisting of two medium and three high density clusters as shown in Figure 3.6. The rest

of the locations that are outside of these clusters forms un-clustered request locations with

low density.

Figure 3.6: Clustered Traditional Locations - Colors represent different clusters

Table 3.8 illustrates the cluster and individual request location probabilities designated

based on the density found in each cluster. The first column represents the assigned name

of the cluster groups, while the second column gives the number of locations in that cluster.

The density of clusters is calculated based on the area of a cluster and the number of requests

in this cluster, and each cluster is classified as either low, medium or high density in the

third column. Clusters with small regions have a higher request density than their large
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Table 3.8: Probability of selecting a request location from a cluster

Cluster Group # of locations Density Location prob. Cluster prob.

1 1575 high 1/4500 0.35
2 521 high 1/4500 0.12
3 1094 high 1/4500 0.24
4 338 medium 1/6500 0.05
5 692 medium 1/6500 0.11

non-cluster 1010 low 1/7614 0.13

Total 5230 1.00

region counterparts. The “Location prob.” column represents a probability of selecting a

request location from a cluster group. In the last two columns, the probabilities for each

request location are selected in such a way that the sum of the cluster probabilities equals 1.

Let pH , pM , and pL be the individual request probabilities of high, medium, and low density

clusters. Location probabilities are estimated as follows.

pL × (1575 + 521 + 1094) + pM × (1094 + 335) + pL × (1010)

5230
= 1, (3.1)

where pH > pM > pL. Thus, pH , pM , and pL are estimated as 1/4500, 1/6500, and 1/7614,

respectively. Selecting a request location from a cluster depends on the number of locations

and density in that cluster. For example, because of its high-density cluster probability of

0.35 (1575 × 1/4500), selecting a request location from Cluster 1 as a traditional data point

is more likely than other clusters.

Estimating magnitude of traditional demand locations: Demand magnitudes are

known for social data request locations, but they are uncertain for traditional request loca-

tions. In order to estimate the amount of demand at each traditional location, a simplifying

assumption is to consider the size of buildings and population density. However, the building

dataset does not contain the shape files [27]. To estimate uncertain demand magnitudes,

we used probability distributions at each traditional request location. One of the most

commonly used probability distributions is the triangular distribution, which requires three
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inputs: the minimum, most likely, and maximum values. These parameters can be deter-

mined quantitatively.

Table 3.9: Region populations of Port-au-Prince in 2009

Section of Port-au-Prince Population
Total # Damaged

Buildings
Number of people per

building

Turgeau 478,244 55,244 8.66
Morne I’Hospital 152,105 10,173 14.95
Martissant 267,510 27,323 9.79

As seen in Figure 3.4, there are three regions in Port-au-Prince; Martissant (represented

by green), Morne L’hopital (represented by yellow), and Turgeau (represented by purple).

We can estimate a demand magnitude associated with each building based on the population

density of the specific region where the building is located. Table 3.9 shows the population,

total number of buildings given in the damage assessment dataset and the population density

per building in a region. We update triangular distribution parameters for each region to

capture the realistic demand scenarios. Table 3.10 presents the estimated parameters for

each traditional request location in a region. We can estimate the lower demand as a single

unit of demand for every request location. Demand values for the most likely are assumed

to be equal to the population density per building in a given region. Therefore, demand

values of 9, 15, and 10 would be more likely to occur for Turgeau, Morne I’Hospital, and

Martissant, respectively. Since Port-au-Prince has very few high-rise buildings, we assume

that the resident apartments are a maximum five stories. Thus, the upper demand magnitude

would be approximately five times the number of people per building as shown in Table 3.10.

Table 3.10: Parameters of Triangular Distribution for each region

Lower Limit (min) Mode (most likely) Upper Limit (max)

Turgeau 1 9 45
Morne I’Hospital 1 15 75
Martissant 1 10 50
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3.6.3 Case study instances

A construction effort is needed to create a set of instances for case study scenarios resembling

real-world situations. The performance of alternative social data strategies is assessed using

various disaster scenarios generated for the case study using the methods described in Section

3.6. Table 3.11 summarizes these methods. In the experimental design, there are four main

factors with some sub-factors that vary across scenario instances. Each factor has a number

of levels. For example, to designate traditional request locations in a test instance, two

alternative factors are considered; random or uniform-clustered. The first three factors are

related to traditional data generation while the last factor is used to modify social data. The

performance of alternative strategies depends on what proportion of requests are accurate.

Let λ denote the proportion of social data locations that are accurate. Since the accuracy

of a request communicated through social media is not available in the dataset, we need to

assess the impact of varying this parameter, therefore we consider λ ∈ {0.33, 0.67}.

During the first week of the response in the Haiti earthquake, there was a lack of fuel for

vehicles in Port-au-Prince, and the relief workers on the ground didn’t have enough trucks to

fulfill demand [29]. Therefore, in this study, we consider two different vehicle fleet sizes: one

that assumes trucks are scarce and only two vehicles are available, and the other one that

assumes more trucks, five vehicles, are available to deliver lifesaving supplies to the affected

population.

In this study, each instance variant is created in the following manner. Each scenario

is denoted using four letters W.X.Y.Z, where the first letter W denotes the scenario day

and can vary from d1 up to d15 (e.g. d1 represents day 1). The second letter X denotes

the number of vehicles m and can either be m2 for two vehicles or m5 for five vehicles.

The third letter Y denotes the proportion of social locations that are accurate and can be

either l0.33 for λ = 0.33 and l0.67 for λ = 0.67. The last letter Z denotes the method

used to designate traditional locations and can be either random (rnd) or clustered (cl). For

example, scenario d12.m5.l0.33.rnd represents an instance in which on day 12, five vehicles
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Table 3.11: Experiment development

Factor # of Levels

Estimating Number of Traditional Locations 1
(1) Expected distribution of resource requirement

Designating Traditional Request Locations 2
(1) Random
(2) Uniform - Clustered

Estimating Traditional Demand 1
(1) Triangular (min, most likely, max)

Accuracy of Social Data 2
(1)-(2) Proportion of social requests that are accurate λ={0.33, 0.67}

are available to execute the tours, 33% of social locations are accurate, and traditional

locations are placed randomly. From each of these scenarios, eight resulting combinations

are considered. Additionally, the first 15 days of the Haiti earthquake are studied for each

factor combination, yielding a total of 120 scenario instances (8 × 15).

The performance of alternative strategies is further analyzed in the computational study

by grouping scenarios according to request volume. Three levels of volume of total requests

are considered, with low indicating fewer than 250 requests, medium indicating 250 to 400

requests, and high indicating more than 400 requests. Two scenario days for each request

volume are chosen by considering the proportion of requests that are social data with pa-

rameter ρ ≈ 0.13 and ρ ≈ 0.34. Note that days with ρ < 0.10 are not considered because

there are relatively fewer number of requests that are social. Also, since only a single day

(day 12) has ρ > 0.40 and cannot be grouped with other days, it is ignored. Table 3.12

illustrates the selected 6 out of 15 days by grouping them according to levels of number of

requests where day 13 with ρ = 0.37 and day 15 with ρ = 0.13 are classified as low, day 6

with ρ = 0.14 and day 11 with ρ = 0.35 are classified as medium and day 7 with ρ = 0.12

and day 10 with ρ = 0.32 are classified as high.
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Table 3.12: Request volume

Request Volume day # of locations # of social # of traditional ρ

Low 13 197 72 125 0.37
15 201 27 174 0.13

Medium
6 349 50 299 0.14
11 368 127 241 0.35

High 7 426 52 374 0.12
10 431 140 291 0.32

In this case study, a single depot location is available to distribute relief supplies to

the affected population. During the disaster, a large proportion of buildings had heavy

damage which creates a constraint to find a distribution center. To solve this issue, an open

space warehouse was set up in the presidential palace gardens in Port-au-Prince after the

earthquake [29]. Therefore, we assume that a single depot is available in the presidential

residence. The number of vehicles is fixed with unlimited capacity, and each location can be

visited at most once. Each route begins and ends at a depot within a time limit. Since we

assume that the service time of requests can be a maximum of 25 minutes, the service rate

is assumed to be 5 min/demand, but the service time of a request location is assumed to be

no more than 25 minutes. Also, the vehicle speed is assumed to be 25 km per hour because

Port-au-Prince is a highly populated city with narrow streets and poor road infrastructure,

so traffic is chaotic and congested after the earthquake [29]. We further assume that each

request location needs to be served within a 12-hour period such as 8:00 am to 8:00 pm in

order to minimize human suffering.

Distance matrix: In this case study, the driving distances are calculated using ArcGIS

from ESRI, a geographic mapping software, to create a matrix of distances between pairs of

request locations and the depot. ArcGIS is a complete system for designing and managing

solutions through the application of geographic knowledge [30]. The road network of the case

study is created in ArcGIS using OpenStreetMap data, which is an open and freely available

78



database of geographic data, for Haiti and the Dominican Republic [31]. This road network

contains all roads, highways, and avenues that accurately represent the network requirements

in the case study. The distance matrix for a set of social and traditional locations is generated

using the origin-destination (OD) cost matrix analysis, which calculates the least-cost net-

work paths from origins to destinations, in the ArcGIS Network Analyst [32]. Latitude and

longitude coordinates of a total of 6092 locations (862 social and 5230 traditional locations)

in Port-au-Prince are uploaded to ArcGIS to create a distance table. Note that the distances

between the locations are calculated in kilometers. A total of 35,010,889 pairs (5917 × 5917)

of distances is calculated by the OD cost matrix analysis where driving distances for 175

traditional request locations are ignored because of the missing route network connectivity.

Therefore, those locations are not included in the case study instances.

3.7 Computational results

The discussion of results will focus on the summary performance of the social data decision

strategies. The results of the computational study are summarized in Table 3.13. Traditional

locations are designated by either random or cluster selection methods; the number of vehicles

is m = {2, 5}, and the proportion of social requests that are accurate is λ = {0.33, 0.67}.

Table 3.13 reports the average percentage gap between the demand served for a decision

strategy and the total accurate demand in each 15 days scenario. Also, the table provides

the number of days in which a decision strategy is preferred. In Table 3.13, the #days column

shows the number of days in a scenario set, and the Gap column illustrates the percentage

of unsatisfied demand. The #PS column presents the number of days in which each decision

strategy is preferred. However, the #PS column for a given scenario will not always sum

to 15 because, for some instances, alternative strategies serve an equal amount of accurate

demand, and therefore, any of them can be preferred.

Among the decision approaches, All has a lower average gap (40.3%) than the other

strategies, indicating better performance. OnlyV erified provides an average gap of 60.2%
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Table 3.13: Summary results

Placement of
Traditional Data

λ m #days
All OnlyV erified F irstV erified PrioritizeV erified CloseProximity

Gap #PS Gap #PS Gap #PS Gap #PS Gap #PS

Random

0.33 2 15 55.3% 12 71.0% 3 71.0% 3 71.0% 2 71.0% 3
0.33 5 15 28.3% 11 45.8% 2 41.1% 2 39.0% 3 41.0% 2
0.67 2 15 46.6% 15 76.1% 0 76.1% 0 76.2% 1 76.1% 1
0.67 5 15 24.3% 14 55.4% 0 48.2% 1 44.9% 2 50.2% 1

summary 60 38.6% 52 62.1% 5 59.1% 6 57.8% 8 59.6% 7

Clustered

0.33 2 15 61.8% 11 67.3% 1 67.3% 2 64.2% 4 67.3% 2
0.33 5 15 31.4% 12 38.7% 0 38.6% 1 37.7% 4 38.6% 2
0.67 2 15 49.2% 15 74.7% 0 74.7% 1 74.7% 1 74.7% 1
0.67 5 15 25.5% 14 52.6% 0 48.6% 1 44.3% 2 47.9% 1

summary 60 41.9% 52 58.3% 1 57.3% 5 55.2% 11 57.1% 6

Overall 120 40.3% 104 60.2% 6 58.2% 11 56.5% 19 58.4% 13

while the other strategies, FirstV erified, PrioritizeV erified, and CloseProximity, out-

perform OnlyV erfied with 58.2%, 56.5%, and 58.4% average gaps, respectively. This result

is not surprising because solutions produced by OnlyV erified do not include social data

in vehicle tours. Therefore, satisfied demands are fewer than those produced by other ap-

proaches, which consider social data at least in some capacity. This result can also be

confirmed based on the number of preferred approaches. It is interesting to note that All

is preferred in more than three-quarters of the instances in each scenario group considered.

Table 3.13 indicates that All is the preferred strategy in 104 out of 120 instances consid-

ered, while OnlyV erified, FirstV erified, PrioritizeV erified, and CloseProximity are

the preferred strategies only in 6, 11, 19 and 13, respectively. This indicates a fairly robust

preference for All across a wide variety of scenarios.

Besides All, for the other alternative strategies, the preference for PrioritizeV erified is

more pronounced because unlike FirstV erified, PrioritizeV erified allows visiting social

data requests that can appear anywhere within a vehicle route. As an emergency manager

assigns a demand-dependent weight to traditional request locations in this approach, a social

request with high demand can replace a traditional request with low demand. This replace-

ment can result in increasing the amount of demand served. In general, the performance of

CloseProximity is better than OnlyV erified and FirstV erified. While all these strate-
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gies consider only traditional locations first, unlike the other two strategies, CloseProximity

only inserts social data locations in close proximity to the tour. Thus, this use of social data

increases the total demand served by CloseProximity, but the total response time increases

only slightly. Also, it is not surprising that the preference for FirstV erified is more pro-

nounced than for OnlyV erified because the former approach allows visiting social data

locations at the end of the tour if all traditional locations have already been visited, while

the latter approach always ignores social data requests.

The performance of the alternative strategies are further summarized in Table 3.13 by

grouping scenarios as either random or clustered according to the placement of the tradi-

tional request locations. The preference of All seems to be robust in both cases as All

is preferred in 52 out of 60 scenario instances. However, the performance of All tends to

worsen as the placement of the traditional requests are changed from random to clustered,

while the performance of other strategies tends to improve. On the other hand, the tours

produced by other strategies get shorter because traditional locations are located near each

other and a higher priority is given to those locations when developing routing plans which

can result in decreasing the percent of unvisited customers. For example, the percentage

of unsatisfied demand of a solution produced for All increases from 38.6% to 41.9% when

the traditional locations are changed from random to clustered. In contrast, the percentage

of unvisited customers of a solution produced for OnlyV erified decreases from 62.1% to

58.3%. However, it needs to be noted that the relative performance of All is better than

the other alternative strategies when the placement of traditional locations are either ran-

dom or clustered. When traditional locations are changed from random to clustered, the

preference for All stays the same (52 instances) while the preferences for OnlyV erified,

FirstV erified and CloseProximity are less pronounced (they are preferred in 1, 5, and 6

instances, respectively), despite the fact that the percentage of unserved demand for those

approaches decreases. However, the preference for PrioritizeV erified improves from 8 in-

stances to 11 instances when traditional locations are changed from random to clustered.
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This is because the distance traveled between traditional locations decreases which allows

visiting more social locations with high demand.

As seen in Table 3.13, the performance of All generally improves as the proportion of

social data that are accurate increases, whereas the performance of other strategies tends to

worsen. Since all request locations are intended to be included in routes produced by All, as

more social data locations become accurate, the total amount of demand served by solutions

produced by All increases. However, as the total accurate demand in a given scenario

becomes higher, the percentage of unsatisfied accurate demand of a solution produced by

other strategies increases, because social data either is not considered or is only considered

and acted on in a limited way. For example, when the placement of traditional data is

random, only two vehicles are available and λ increases, the percent of unsatisfied demand

decreases from 55.3% to 46.6% for All and increases from 71.0% to 76.1% for OnlyV erified.

As expected, when more vehicles become available to deliver relief supplies to the af-

fected population, the amount of unsatisfied demand decreases. In general, this reduction

is most pronounced for PrioritizeV erified, because more social data requests with a high

amount of demand can be inserted into their vehicle tours. However, this reduction is less

pronounced for OnlyV erified, because all traditional locations may be visited by a fewer

number of vehicles while other vehicles remain idle. For example, when the traditional loca-

tions are random and λ = 0.33, the percentage of unserved demand of a solution produced

by PrioritizeV erified decreases from 71.0% to 39.0% whereas this reduction is only from

71.0% to 45.8% for OnlyV erified.

Table 3.14 further summarizes the performance of decision strategies by grouping scenar-

ios (only 6 out of 15 days) according to request volume where scenario days 15 and 13 are

classified as low, scenario days 6 and 11 are classified as medium, and scenario days 7 and 10

are classified as high, as shown in the first and second columns. The ρ column illustrates the

proportion of total requests that are social data is ρ ≈ {0.13, 0.34}. The λ column illustrates

the proportion of social data requests that are accurate is λ = {0.33, 0.67}. The #instances
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Table 3.14: Performance of decision strategies according to request volume

Request
Volume

day ρ λ #instances
All OnlyV erified F irstV erified PrioritizeV erified CloseProximity

Gap #PS Gap #PS Gap #PS Gap #PS Gap #PS

Low

15 0.13 0.33 4 27.37% 2 38.91% 1 38.91% 1 22.32% 1 38.85% 0
15 0.13 0.67 4 24.86% 4 46.68% 0 46.68% 0 46.72% 0 46.63% 0
13 0.37 0.33 4 22.12% 2 24.76% 1 24.76% 1 21.75% 1 23.52% 1
13 0.37 0.67 4 22.51% 4 34.64% 0 34.64% 0 27.19% 0 32.48% 0

summary 16 24.21% 12 36.25% 2 36.25% 2 29.49% 2 35.37% 1

Medium

6 0.14 0.33 4 36.48% 2 65.77% 0 65.77% 0 65.76% 2 65.81% 0
6 0.14 0.67 4 24.01% 4 77.95% 0 77.95% 0 77.93% 0 77.97% 0
11 0.35 0.33 4 42.39% 4 47.67% 0 47.67% 0 47.71% 0 47.60% 0
11 0.35 0.67 4 40.46% 4 53.31% 0 53.31% 0 53.33% 0 53.23% 0

summary 16 35.83% 14 61.17% 0 61.17% 0 61.18% 2 61.15% 0

High

7 0.12 0.33 4 57.55% 4 60.08% 0 60.08% 0 60.10% 0 60.11% 0
7 0.12 0.67 4 42.58% 4 63.24% 0 63.24% 0 63.25% 0 63.26% 0
10 0.32 0.33 4 50.44% 4 65.53% 0 65.53% 0 65.54% 0 65.55% 0
10 0.32 0.67 4 32.97% 4 73.18% 0 73.18% 0 73.19% 0 73.19% 0

summary 16 45.88% 16 65.51% 0 65.51% 0 65.52% 0 65.53% 0

Overall 48 35.31% 42 54.31% 2 54.31% 2 52.07% 4 54.02% 1

column presents the number of instances in each scenario. The Gap column shows the per-

centage of unsatisfied demand, and the #PS column reports the number of instances in which

a strategy is preferred. Note that more than one decision strategy may be preferred for a

given scenario instance. As seen in Table 3.14, the performance of decision strategies gen-

erally decreases as request volume increases. For example, the percent of unserved demand

of solutions produced by All is 24.21%, 35.83 %, and 45.88% on average for low, medium,

and high request volumes, respectively. All outperforms other alternative strategies in terms

of both the percentage of unsatisfied demand and the number of preferred strategies when

the region size is either low, medium or high. Table 3.14 indicates that All is preferred

in 42 out of 48 such instances, while OnlyV erified, FirstV erified, PrioritizeV erified,

and CloseProximity are the preferred strategies only in 2, 2, 4 and 1 instances, respec-

tively. The preference of All is even more distinct (All is preferred in 16/16 instances) when

request volume is high. It is interesting to note that OnlyV erified and FirstV erified

have the same performance in all selected scenarios. This may be because all traditional

requests have not been visited by the routes developed for FirstV erified in order to begin

serving social requests. Therefore, a similar solution is produced by both OnlyV erified
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and FirstV erified. The second best strategies in terms of the percentage of unsatisfied

demand are PrioritizeV erified with 29.49% when request volume is low, CloseProximity

with 61.15% when request volume is medium, and OnlyV erified and FirstV erified with

65.51% when request volume is high. As request volume increases, the tours developed

by OnlyV erified, FirstV erified, PrioritizeV erified, and CloseProximity more closely

resemble each other. This may be because as request volume increases, more traditional

requests are included in tours by these strategies, whereas All may include social and tradi-

tional requests evenly in tours.

The impact of increasing the proportion of social data requests (ρ) can also be seen

in Table 3.14. In general, when the number of social requests increases from ρ = 0.13 to

ρ = 0.37 and when request volume is either low or medium, the percentage of unsatisfied

demand for all decision strategies decreases. For example, the percentage of unsatisfied

demand for PrioritizeV erified decreases from 46.72% to 27.19% when request volume is

low, λ = 0.67, and ρ increases from 0.13 to 0.37. This may be because as ρ increases for low

request volume, the potential amount of inaccurate demand also increases which may result

in a smaller total amount of accurate demand for a given instance. However, when request

volume is high, the percentage of unsatisfied demand for the decision strategies increases as

ρ increases except for All. For example, when the scenarios have high request volume and

λ = 0.33, ρ increases 0.12 to 0.32, the percentage of unsatisfied demand for All decreases

from 57.55% to 32.97%. In contrast, the percentage increases for other strategies. This

may be because the potential penalty associated with not traveling to social locations (in

which social requests are either ignored or considered in a limited capacity) increases as the

proportion of social data requests and the request volume increases.

Detailed results over five replications for the case study instances are given in Tables 3.15

and 3.16 for each alternative decision strategy. In these tables, the first column presents

the name of the scenario instance. The second column reports the total amount of accurate

demand of the scenario instance. The Max Demand Served column presents the maximum
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accurate demand served over five runs, and the Avg CPU reports the average computational

time in seconds.
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Table 3.15: Placement of traditional locations is random

Instance Total Accurate
All OnlyVerified FirstVerified PrioritizeVerified CloseProximity

Demand Max Demand Served Avg CPU Max Demand Served Avg CPU Max Demand Served Avg CPU Max Demand Served Avg CPU Max Demand Served Avg CPU

d1.m2.l0.33.rnd 190 190 0.1 190 0.1 190 0.1 190 0.1 190 0.1
d2.m2.l0.33.rnd 3261 1984 109.9 1728 108.9 1728 116.2 1724 118.7 1714 104.6
d3.m2.l0.33.rnd 7643 2303 1499.6 2171 1547.3 2171 1608.8 2170 1658.4 2169 1612.0
d4.m2.l0.33.rnd 9349 2273 2965.8 2233 2937.5 2233 3167.5 2223 3136.3 2234 3168.3
d5.m2.l0.33.rnd 10334 2554 4186.8 2455 4150.5 2455 4929.3 2454 4916.2 2451 4769.0
d6.m2.l0.33.rnd 11727 7514 1183.5 2015 1114.5 2015 1178.0 1999 1262.7 2000 1183.6
d7.m2.l0.33.rnd 8114 2237 2425.4 2157 2340.7 2157 2551.0 2158 2601.0 2157 2543.0
d8.m2.l0.33.rnd 4466 1917 458.2 1966 478.1 1966 481.9 1966 608.7 1966 517.0
d9.m2.l0.33.rnd 7052 2459 1353.8 2142 1196.6 2142 1290.1 2143 1441.9 2143 1356.4
d10.m2.l0.33.rnd 9471 4852 2022.2 1982 2175.2 1982 2311.6 1982 2559.2 1981 2319.6
d11.m2.l0.33.rnd 5741 2248 1317.2 2032 1105.6 2032 1200.2 2041 1429.1 2050 1272.0
d12.m2.l0.33.rnd 8891 7629 523.4 1638 336.4 1638 363.7 1639 593.1 1638 370.0
d13.m2.l0.33.rnd 2856 1667 200.9 1633 122.2 1633 128.7 1626 232.7 1634 147.2
d14.m2.l0.33.rnd 4836 1998 316.8 2116 324.9 2116 347.8 2112 390.1 2131 344.3
d15.m2.l0.33.rnd 3783 1876 222.5 1909 181.4 1909 190.3 1907 245.4 1908 213.7
d1.m5.l0.33.rnd 190 190 0.1 190 0.1 190 0.1 190 0.1 190 0.0
d2.m5.l0.33.rnd 3261 3170 266.3 2887 259.4 2887 205.5 2886 194.1 2886 153.6
d3.m5.l0.33.rnd 7643 4582 2407.2 4427 2472.8 4427 2617.9 4410 2690.8 4416 2472.3
d4.m5.l0.33.rnd 9349 4751 4305.5 4658 4068.7 4658 4274.7 4674 4754.5 4656 4439.2
d5.m5.l0.33.rnd 10334 5166 7683.6 4994 7560.5 4994 6317.3 4993 6483.0 4992 5979.4
d6.m5.l0.33.rnd 11727 9588 1883.5 3927 1769.7 3927 1895.9 3929 2023.3 3927 1803.9
d7.m5.l0.33.rnd 8114 4529 3620.5 4313 3170.3 4313 3302.3 4305 3553.2 4303 3384.1
d8.m5.l0.33.rnd 4466 3477 1143.5 3515 781.0 3515 832.8 3516 1208.0 3518 823.3
d9.m5.l0.33.rnd 7052 4706 2194.9 4231 1738.1 4231 1846.7 4232 2347.8 4250 1903.1
d10.m5.l0.33.rnd 9471 6987 3716.2 3916 2659.1 3916 2811.3 3913 3850.5 3911 2820.2
d11.m5.l0.33.rnd 5741 4187 2238.3 3869 1457.0 3869 1512.8 3859 2371.7 3868 1583.7
d12.m5.l0.33.rnd 8891 8629 1069.7 2270 293.4 6838 837.5 8642 947.6 6823 361.8
d13.m5.l0.33.rnd 2856 2760 445.9 2514 95.0 2514 172.7 2766 418.7 2629 110.2
d14.m5.l0.33.rnd 4836 3874 858.1 3939 585.7 3939 616.5 3935 781.8 3938 570.5
d15.m5.l0.33.rnd 3783 3423 482.5 3338 298.8 3338 314.6 3340 531.9 3347 319.4
d1.m2.l0.67.rnd 195 195 0.1 190 0.0 190 0.1 195 0.1 195 0.1
d2.m2.l0.67.rnd 3262 1984 107.5 1728 107.9 1728 130.3 1724 136.7 1715 104.3
d3.m2.l0.67.rnd 7649 2303 1508.1 2171 1539.3 2171 1626.9 2170 1675.1 2169 1601.4
d4.m2.l0.67.rnd 9474 2373 2935.6 2233 2972.6 2233 3154.2 2223 3166.6 2234 3167.0
d5.m2.l0.67.rnd 11822 3980 5745.2 2455 5652.8 2455 4827.3 2454 4777.4 2452 4754.7
d6.m2.l0.67.rnd 14212 9934 1185.0 2015 1104.3 2015 1198.6 1999 1290.1 2000 1192.5
d7.m2.l0.67.rnd 9570 3622 2412.9 2157 2363.1 2157 2526.3 2158 2582.2 2157 2525.1
d8.m2.l0.67.rnd 4658 1993 463.1 1966 468.6 1966 507.3 1966 627.5 1966 515.8
d9.m2.l0.67.rnd 12600 7861 1339.8 2142 1199.3 2142 1278.4 2143 1412.0 2143 1349.1
d10.m2.l0.67.rnd 10706 5892 2172.5 1982 2178.2 1982 2335.7 1982 2547.5 1981 2351.4
d11.m2.l0.67.rnd 5966 2313 1320.6 2032 1119.8 2032 1182.2 2041 1446.3 2050 1272.2
d12.m2.l0.67.rnd 14869 13341 526.2 1638 334.3 1638 360.9 1639 587.8 1638 372.9
d13.m2.l0.67.rnd 3082 1767 199.4 1633 122.2 1633 129.4 1626 229.3 1634 146.9
d14.m2.l0.67.rnd 6206 3298 351.5 2116 325.0 2116 347.5 2112 385.5 2131 343.7
d15.m2.l0.67.rnd 4630 2676 222.1 1909 180.4 1909 192.9 1907 247.0 1908 214.0
d1.m5.l0.67.rnd 195 195 0.1 190 0.1 195 0.1 195 0.0 195 0.0
d2.m5.l0.67.rnd 3262 3171 269.7 2887 260.6 2887 205.5 2886 197.1 2887 153.6
d3.m5.l0.67.rnd 7649 4583 2427.4 4427 2490.6 4427 2606.7 4410 2694.0 4416 2519.7
d4.m5.l0.67.rnd 9474 4851 4273.5 4658 4104.8 4658 4239.6 4674 4720.0 4656 4546.8
d5.m5.l0.67.rnd 11822 6592 7061.1 4994 7096.4 4994 6189.6 4994 6285.0 4992 5856.0
d6.m5.l0.67.rnd 14212 12008 1894.9 3927 1782.5 3927 1887.7 3929 2030.3 3927 1810.1
d7.m5.l0.67.rnd 9570 5917 3554.8 4313 3110.6 4313 3247.4 4305 3496.2 4306 3383.0
d8.m5.l0.67.rnd 4658 3594 1145.9 3515 784.3 3515 838.6 3516 1202.4 3518 822.8
d9.m5.l0.67.rnd 12600 10108 2182.4 4231 1721.0 4231 1786.2 4232 2334.3 4250 1901.9
d10.m5.l0.67.rnd 10706 8028 3733.7 3916 2670.6 3916 2800.1 3913 3841.3 3912 2961.9
d11.m5.l0.67.rnd 5966 4254 2237.0 3869 1468.6 3869 1556.7 3860 2456.8 3868 1580.4
d12.m5.l0.67.rnd 14869 14411 1095.6 2270 289.2 10902 833.4 14415 941.8 8343 360.4
d13.m5.l0.67.rnd 3082 2884 443.2 2514 93.7 2514 174.8 2866 419.5 2648 110.2
d14.m5.l0.67.rnd 6206 5195 863.9 3939 586.4 3939 619.2 3935 791.6 3938 572.5
d15.m5.l0.67.rnd 4630 4224 479.4 3338 302.1 3338 313.0 3340 541.2 3347 319.1
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Table 3.16: Placement of traditional locations is clustered

Instance Total Accurate
All OnlyVerified FirstVerified PrioritizeVerified CloseProximity

Demand Max Demand Served Avg CPU Max Demand Served Avg CPU Max Demand Served Avg CPU Max Demand Served Avg CPU Max Demand Served Avg CPU

d1.m2.l0.33.cl 187 187 0.1 182 0.1 187 0.1 187 0.2 187 0.2
d2.m2.l0.33.cl 3490 1985 98.1 1943 108.2 1943 134.6 1943 150.6 1943 124.9
d3.m2.l0.33.cl 7561 2226 1382.8 2195 1371.0 2195 1615.5 2195 1860.1 2195 1466.5
d4.m2.l0.33.cl 8807 2090 2705.0 2121 3101.5 2121 2960.7 2122 3382.6 2121 2808.8
d5.m2.l0.33.cl 10990 3330 4160.5 2255 3767.3 2255 5005.2 2256 5266.4 2256 4432.8
d6.m2.l0.33.cl 6595 1990 992.4 2248 1025.7 2248 1227.4 2256 1407.7 2248 1111.0
d7.m2.l0.33.cl 8857 2557 2209.0 2350 2638.0 2350 2147.0 2349 2736.8 2350 2343.0
d8.m2.l0.33.cl 4410 1893 445.8 1836 418.8 1836 455.3 1836 596.3 1836 449.0
d9.m2.l0.33.cl 7176 2898 1579.7 1967 1491.2 1967 1120.9 1967 1598.5 1967 1245.5
d10.m2.l0.33.cl 7162 2522 2048.4 2135 2240.4 2135 2215.2 2132 2518.1 2135 2215.7
d11.m2.l0.33.cl 5698 2410 1828.6 2130 1374.6 2130 1019.2 2130 1484.4 2130 1115.9
d12.m2.l0.33.cl 3380 2012 587.2 1717 372.1 1717 296.6 1712 686.9 1717 339.1
d13.m2.l0.33.cl 2759 1638 248.5 1724 162.0 1724 128.3 1720 196.5 1724 144.5
d14.m2.l0.33.cl 5726 2949 355.5 1976 334.9 1976 297.8 1991 377.6 1976 302.0
d15.m2.l0.33.cl 4535 2656 315.6 1768 189.6 1768 153.9 1769 196.6 1769 174.2
d1.m5.l0.33.cl 187 187 0.1 182 0.0 187 0.0 187 0.1 187 0.0
d2.m5.l0.33.cl 3490 3382 238.8 3294 195.9 3294 211.5 3300 213.8 3295 168.8
d3.m5.l0.33.cl 7561 4445 3229.3 4408 2726.2 4408 2136.0 4392 2687.9 4408 2450.2
d4.m5.l0.33.cl 8807 4440 5269.6 4435 4348.9 4435 3384.2 4434 3425.3 4435 3983.0
d5.m5.l0.33.cl 10990 5957 7978.4 4798 6298.9 4798 6929.5 4800 6434.2 4798 5758.7
d6.m5.l0.33.cl 6595 4186 2165.3 4355 1921.9 4355 1513.1 4368 2563.8 4355 1795.2
d7.m5.l0.33.cl 8857 5086 3721.6 4729 3307.3 4729 2538.5 4733 4105.5 4729 3232.0
d8.m5.l0.33.cl 4410 3440 1184.9 3447 811.9 3447 715.4 3449 1099.5 3449 724.6
d9.m5.l0.33.cl 7176 4938 2606.8 3865 1809.5 3865 1464.3 3858 2278.3 3865 1833.3
d10.m5.l0.33.cl 7162 4740 3979.7 4196 3306.7 4196 2597.8 4198 3294.6 4196 2753.8
d11.m5.l0.33.cl 5698 4336 2494.4 3940 1507.4 3940 1230.0 3933 2063.6 3940 1573.3
d12.m5.l0.33.cl 3380 3168 1115.4 2410 309.1 2456 641.6 3179 909.2 2482 346.4
d13.m5.l0.33.cl 2759 2681 489.0 2578 95.0 2578 146.5 2680 352.2 2602 105.4
d14.m5.l0.33.cl 5726 4831 781.0 3773 524.7 3773 507.5 3783 646.5 3773 528.1
d15.m5.l0.33.cl 4535 4128 628.2 3148 356.8 3148 312.4 3141 378.1 3149 379.0
d1.m2.l0.67.cl 190 190 0.1 182 0.1 190 0.1 190 0.1 190 0.1
d2.m2.l0.67.cl 3493 1985 97.5 1943 108.3 1943 137.7 1943 160.3 1943 127.6
d3.m2.l0.67.cl 7587 2226 1574.6 2195 1523.9 2195 1401.5 2196 1868.0 2196 1458.6
d4.m2.l0.67.cl 9213 2490 3526.7 2121 3156.4 2121 2514.0 2122 3009.4 2122 2818.0
d5.m2.l0.67.cl 11215 3441 5595.1 2255 4665.6 2255 5449.1 2256 5183.3 2256 4336.5
d6.m2.l0.67.cl 14230 9540 999.2 2248 1041.2 2248 1106.2 2256 1357.8 2248 1094.8
d7.m2.l0.67.cl 10086 3707 2532.0 2350 2603.4 2350 2044.0 2349 3029.0 2350 2333.5
d8.m2.l0.67.cl 4643 1968 448.9 1836 419.4 1836 456.7 1836 588.5 1836 456.1
d9.m2.l0.67.cl 7627 3160 1856.4 1967 1433.8 1967 1095.6 1967 1488.9 1967 1269.9
d10.m2.l0.67.cl 12091 7198 2217.9 2135 2528.7 2135 2220.2 2132 2421.3 2135 2220.1
d11.m2.l0.67.cl 6853 3375 1837.1 2130 1437.0 2130 1009.4 2130 1470.8 2131 1119.9
d12.m2.l0.67.cl 11596 9989 585.6 1717 374.9 1717 292.6 1713 656.5 1717 346.3
d13.m2.l0.67.cl 3381 2155 245.1 1724 163.2 1724 126.6 1720 199.1 1724 143.2
d14.m2.l0.67.cl 5874 3049 399.7 1976 327.2 1976 299.3 1991 372.5 1976 301.7
d15.m2.l0.67.cl 4901 2976 306.8 1768 189.7 1768 151.9 1769 196.3 1769 175.2
d1.m5.l0.67.cl 190 190 0.1 182 0.0 190 0.1 190 0.1 190 0.0
d2.m5.l0.67.cl 3493 3383 241.7 3294 183.0 3294 210.9 3302 237.4 3296 172.3
d3.m5.l0.67.cl 7587 4445 3221.4 4408 2705.2 4408 1985.6 4392 2521.8 4408 2454.7
d4.m5.l0.67.cl 9213 4840 5113.2 4435 4171.4 4435 3212.5 4434 3245.5 4435 3984.3
d5.m5.l0.67.cl 11215 6068 7185.2 4798 6038.9 4798 5386.2 4801 5182.7 4798 5824.0
d6.m5.l0.67.cl 14230 11742 2148.2 4355 1909.0 4355 1474.6 4368 2348.0 4355 1791.7
d7.m5.l0.67.cl 10086 6237 3520.6 4729 3322.4 4729 2519.2 4734 3309.3 4730 3251.4
d8.m5.l0.67.cl 4643 3583 1175.3 3447 775.2 3447 700.0 3449 1094.4 3450 720.2
d9.m5.l0.67.cl 7627 5200 2691.5 3865 1950.9 3865 1462.6 3859 2069.8 3866 1849.3
d10.m5.l0.67.cl 12091 9445 3970.7 4196 3056.9 4196 2585.2 4198 3259.8 4196 2734.2
d11.m5.l0.67.cl 6853 5322 2087.8 3940 1415.5 3940 1219.7 3933 2034.1 3941 1564.9
d12.m5.l0.67.cl 11596 11178 1055.2 2410 304.8 6965 640.5 11189 882.3 7530 348.7
d13.m5.l0.67.cl 3381 3211 527.2 2578 95.6 2578 146.3 3200 352.4 2721 106.0
d14.m5.l0.67.cl 5874 4933 759.8 3773 530.9 3773 504.8 3784 646.3 3773 530.3
d15.m5.l0.67.cl 4901 4448 630.1 3148 381.3 3148 321.2 3141 376.7 3149 378.6
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3.8 Conclusions

The rapid delivery of life-saving supplies (e.g. water, food, and medical products) to affected

populations is critical in minimizing human suffering and saving lives. However, providing

the quick support in an efficient manner is quite challenging because information regarding

the locations of impacted groups is needed. On-the-ground search and rescue teams identify

this information by visiting disaster areas in person, but this effort is time-consuming, and

disaster logistics activities (e.g. disaster relief tour planning) need to be done in the critical

hours following the incident. For that reason, the emergency management community has

begun to adapt by using information posted on social media platforms in order to identify a

large amount of potentially life-saving information quickly. However, verifying the accuracy

of social data is challenging, and decisions need to be made based on a limited information

during the planning period. The trustworthiness and reliability of social data are significant

concerns. Therefore, this study investigates whether there is value in considering and acting

on social data prior to its verification in the context of planning disaster relief tours.

A case study motivated by the 2010 Haiti earthquake is used to test the developed models,

where the real social data posts are available online whereas traditionally collected (e.g. on-

the-ground assessment) data is not available. Thus, traditional data is generated using a

damage assessment dataset of Haiti. In this case study, the objective of maximizing the

amount of demand served is considered, because the main goal of the disaster response is

to deliver emergency supplies to as many victims as possible, and the traditional efficiency

objective of minimizing tour duration does not often adequately represent all considerations

in disaster relief response planning. Five alternative social data decision strategies that an

emergency manager could adapt in practice are presented: one that does not consider social

(OnlyV erified), one that considers and acts on all social data (All), one that considers

social data if all traditional requests have been served (FirstV erified), one that considers

and acts on social data but higher priority is given to traditional data (PrioritizeV erified)
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and one that allows acting on social data if a social data location is close to a traditional

location on the route.

The problem under consideration is a vehicle routing problem variant called Team Ori-

enteering Problem (TOP) with a single depot and a fleet of vehicles. To solve this problem,

an Adaptive Large Neighborhood Search (ALNS) is employed. The developed model is vali-

dated using the TOP benchmark instances. The computational results indicate that ALNS

finds 327 out of 387 best-known solutions with an average gap of 0.11%. These results

confirm that ALNS is suitable for this case study application and can be adapted for al-

ternative strategies. The computational results provide managerial insight associated with

incorporating social data in disaster relief tour planning. An emergency manager wishing

to select a strategy that will perform better for the majority of scenarios may prefer All.

Besides All, the preference of PrioritizeV erified is more pronounced than other alternative

strategies. An emergency manager who is less optimistic regarding the accuracy of social

data may prefer this approach. The performance of All tends to worsen as the placement

of the traditional requests are changed from random to clustered, but still All has a supe-

rior average performance on the percentage of unsatisfied demand, while the performance of

other strategies tends to improve. When request volume is high, the preference of All is even

more distinct. The preference for OnlyV erified is less pronounced when the proportion of

social data increases over the proportion of traditional data.

The case study presented in this paper relies on several limitations. First, traditionally

obtained verified data is not readily available and is generated based on damage assessment

dataset in this study. Furthermore, we assume that traditional data follows the same de-

mand distribution as Hurricane Katrina. However, the quality of insights will increase as

real traditional data for the Haiti earthquake become available. Second, the performance of

alternative emergency manager strategies depends on the proportion of social data locations

that are accurate (λ), because the emergency manager will not know with certainty the pro-

portion of social requests that are accurate. Therefore, varying this proportion can provide
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insight into the impact of considering social data in tour planning. However, a limited num-

ber of variations is considered in this study when λ = 0.33 and λ = 0.67. The computational

study could be expanded by varying λ ∈ [0, 0.1, 0.2, . . . , 1.0]. Third, we have considered

only a fleet size of 2 and 5 vehicles with unlimited capacity in order to represent small and

medium size relief organizations, respectively. However, the number of vehicles could be

varied for quantitatively assessing the impact of including social data for various resource

availability in disaster relief tour planning. Fourth, we assume that the available time is

limited to 12 hours per day to serve all request locations. Instead of a general time budget,

need-dependent time windows at each request location can be considered. Finally, we have

only considered a social data demand location that can either be accurate or inaccurate.

However, in a real-world case, a specified location may be correct, but the quantity of goods

may be specified incorrectly. Thus, the demand is present but at a different magnitude than

expected. This request can be classified as partially-accurate. Despite these limitations, this

case study addresses questions around the usefulness of information provided through citizen

event reporting.
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4. THE DYNAMIC TEAM ORIENTEERING PROBLEM

4.1 Introduction

During the last two decades, the orienteering problem (OP) has received considerable at-

tention in the literature. Many real-world applications such as humanitarian relief logistics

and tourist and school bus routing problems have been modeled as OP variants [1, 2, 3].

In the OP, there is a set of locations and each location is associated with a profit (score).

The problem is to develop a single tour, subject to duration limit Tmax, that visits each

location at most once. The objective is to maximize the collected profit. The extension

of the OP to multiple routes is introduced by Chao et al. [4] under the name of the team

orienteering problem (TOP). In the TOP, the profit of a location can be collected by at most

one vehicle and the objective is to maximize the total profit collected by all vehicles. For a

comprehensive review of the OP and its variants, the reader is referred to Vansteenwegen et

al. [5].

In this paper we introduce a dynamic variant of the TOP called the dynamic team

orienteering problem (DTOP). The DTOP differs from the TOP in that instead of being

known a priori, profit locations are revealed over time. The goal is to determine a set of

vehicle routes, each constrained by maximum duration Tmax, that maximizes the total profit

collected over a planning horizon. To the best of our knowledge, despite numerous variants of

static OP and TOP and their real-world applications, no other studies in the literature have

considered this problem. The most closely related papers are as follows. Lau at el. (2012)

consider a dynamic and stochastic OP (single-vehicle) in which demand is deterministic but

travel times are random variables with distributions that depend on arrival times at customer

locations [6]. They develop a local search algorithm that combines a greedy insertion heuristic

with a hybrid variable neighborhood search and simulated annealing approach for its solution.

Zhang et al. (2015) study a stochastic OP, where demand is deterministic and customer wait

times are stochastic [7]. The problem is proposed in the context of routing and scheduling a

textbook salesperson, where the salesperson may need to wait in a queue of unknown length
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to meet the customer. They model the problem as a Markov decision process and use an

approximate dynamic programming approach to solve it. Li (2012) describes a TOP variant

where travel times are dynamic and vary with time, while all other problem elements such

as scores at nodes are deterministic [8]. A mixed integer programming model is presented,

and a dynamic node labelling algorithm is designed based on the idea of network planning

and dynamic programming. In summary, only a few dynamic OP studies are available in

the literature at the time of this writing, and none of these consider demand locations which

are revealed dynamically over time.

The problem we introduce, DTOP, is in the general category of dynamic deterministic

routing problems, where part or all of the input is unknown at the beginning of the planning

horizon and stochastic information describing the uncertainty is not available [9]. Routes

must be redefined in an ongoing fashion as new demand information becomes available.

Many dynamic vehicle routing problem (VRP) variants appear in the literature; a compre-

hensive review is provided in Pillac et al. [9]. The most common objective among dynamic

VRPs in the literature is the minimization of travel time [10, 11, 12, 13, 14]. To the best of

our knowledge, the objective of maximizing total profit (or maximizing total demand served)

over a planning horizon has not been considered. A related objective, maximizing the num-

ber of customer locations visited over a planning horizon, has been studied by Bent and

Van Hentenryck [15], but the problem makes no distinction between high and low demand

customers. Thus, the dynamic variant of the problem they study can be viewed as a special

case of the DTOP we introduce, where the profit is the same at each customer location.

To solve the DTOP, we adapt the multiple plan approach (MPA) presented by Bent

and Van Hentenryck (2004) for the dynamic vehicle routing problem with time windows

(VRPTW) [15]. Using MPA, a pool of alternative routing plans is maintained throughout

a planning horizon, where routing plans may differ in the subsets of customers they serve

and also in the orders in which they serve those customers. Routing plans are updated each

time a new customer request is revealed. To determine the actions to execute over time (i.e.,
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which customer to visit next), a distinguished plan is selected from among the alternative

plans in the pool each time a vehicle is ready to leave its current location. In Bent and

Van Hentenryck (2004), the distinguished plan is selected using a consensus function that

determines which actions are taken the most frequently across all plans in the pool. In our

adaptation of MPA for DTOP, we employ the consensus function idea and also test a new

method for selecting a distinguished plan. Specifically, we pick the plan that maximizes

total demand served throughout the planning horizon. Another primary difference between

the MPA algorithm presented by Bent and Van Hentenryck and ours lies in the local search

method used to improve each routing plan in the pool. They use a two-stage hybrid local

search for VRPTW whereas we use an adaptive large neighborhood search for TOP.

We assess the performance of the MPA algorithm for DTOP using two methods. First,

we compare the multiple-plan approach to a single-plan approach in which the single plan is

developed using a sophisticated greedy algorithm as proposed in [15] and [14]. Both the MPA

and single-plan approaches are online algorithms. Second, we compare the performance of

the online MPA algorithm to the solution of the offline problem in which all input data is

known a priori. To obtain the solution to the offline problem, an exact solution algorithm

is used. Specifically, the constraint programming (CP) model developed by Gedik et al.

[16] for solving the static Team Orienteering Problem with Time Windows (TOPTW) is

used. To use this model, we treat the customer disclosure time as the beginning of the time

window for a customer and the tour duration limit Tmax as the end of the time window.

Then percentage deviation analysis is utilized to compare the online and offline solutions.

The contributions of this work are three-fold. First, we introduce and define a new

problem: the dynamic team orienteering problem (DTOP). This study extends the modeling

of TOP by considering dynamic customer arrivals. Second, a multiple plan approach (MPA)

for DTOP is presented, and a new local search and a method for selecting a distinguished

plan (maximizing total demand served) are evaluated. Lastly, 1161 new benchmark instances

for DTOP are introduced. They are derived by modifying the TOP benchmark instances
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[17]. We provide optimal offline solutions for 925 of the instances using our CP approach.

This addresses the need for benchmark instances of dynamic routing problems emphasized

in Pillac et al. [9].

This paper is organized as follows. In Section 3.2, a formal problem statement is pre-

sented. Section 3.3 provides a review of existing literature regarding solution algorithms and

evaluation methods for related problems. Section 3.4 presents the solution method in detail.

Section 3.5 presents and discusses the results of the computational experiments and future

research. The last section gives concluding remarks.

4.2 Problem statement

The DTOP studied in this chapter is defined on a complete graph G = (N ,A) with a set of

n+ 2 nodes, where N = {0, . . . , n, n+ 1} is the set of nodes, and A = {(i, j) : i 6= j ∈ N} is

the set of arcs connecting nodes in N . The node set N includes a starting node (i = 0) and

an ending node (i = n+1) while other nodes are labeled 1 to n, each with a profit (demand)

pi > 0, where p0 = pn+1 = 0. The starting node may be in the same location as the ending

node, but this is not a requirement. There is a set of nodes K ⊆ N known in advance and

a set of nodes D ⊆ N revealed throughout the planning horizon. We denote the disclosure

time of a node i ∈ D as di, where di ∈ (0, Tmax]. Note that N = K ∪ D ∪ {0, n + 1}. The

travel time on arc (i,j), denoted cij, is known. A fixed number of vehicles (m) is available,

and each vehicle k ∈ M must depart from node 0 at time 0 and arrive at the ending node

n + 1 no later than Tmax. It is possible for a vehicle to wait for a time wi at its current

location i before departing for the next node. Because of the limited number of vehicles and

the duration constraint, visiting all nodes may not be feasible. Therefore, the objective is to

find a set of m vehicle routes that maximizes the total profit (max
∑m

k=1

∑
(i∈rk) pi) collected

by visiting nodes throughout a planning horizon.
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4.3 Related literature

This section provides a brief review of existing research regarding solution strategies to tackle

dynamic and deterministic routing problems and summarizes evaluation methods used for

assessing alternative solution methods for dynamic routing problems.

4.3.1 Solution methods

A broad range of algorithms has been developed to accommodate the dynamic nature of

routing problems. Pillac et al. [9] classify dynamic routing problems in two categories: de-

terministic and stochastic. In both categories, the inputs to the problem become available

to the decision maker over time or change over time. In stochastic problems, the stochas-

tic information on the dynamically revealed inputs is described using known probability

distributions. For deterministic problems, such probability distributions are not available;

optimization is performed only on the known inputs. Because the stochastic information is

not available in the problem presented in this paper, DTOP is in the dynamic and deter-

ministic category.

Solution methodologies for dynamic and deterministic routing problems can be divided

into two categories: single-plan optimization and multiple-plan optimization. Single-plan

optimization methods solve a static routing problem each time a new request is received and

maintain a single solution (i.e, one set of vehicle routes in the case of DTOP). Traditional

algorithms such as tabu search [18, 19], ant colony algorithm [20, 21], large neighborhood

search[22], genetic algorithm [23], and integer programming [24, 25] can be used to develop

the single plan. Multiple-plan optimization methods are based on an adaptive memory that

maintains and stores alternative solutions (i.e., multiple sets of vehicle routes in the case

of DTOP) throughout a planning horizon. Each plan in the set of alternative solutions is

generated by solving a static problem for the known customer locations which have been

revealed by a particular point in time,. The adaptive memory is used to make a decision
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at discrete points in time, such as when a new customer is disclosed or when a vehicle is

ready to depart its current location (to decide what customer to visit next). Gendreau et

al. [10] introduce a parallel tabu search algorithm with adaptive memory for the dynamic

VRPTW. In their study, a set of initial solutions is constructed and stored in the adaptive

memory. New solutions are created by combining routes from different solutions from the

memory. This combination process is similar to the crossover operation performed in genetic

algorithms in which a new solution is obtained by a decomposition/reconstruction method

and stored in the memory. The tabu search is applied to each subset of routes produced by the

decomposition method. The adaptive memory replaces the worst solution if the memory is

full. Bent and Van Hentenryck [15] generalize this algorithm by making solutions in adaptive

memory independent of a specific local search and by introducing the Multiple Plan Approach

(MPA) to solve the Dynamic VRPTW. Pillac et al. [14] propose two multi-plan optimization

methods: a fast re-optimization approach based on a parallel Adaptive Large Neighborhood

Search (pALNS) and a MPA. Both algorithms maintain a pool of solutions. The difference

is that MPA continuously optimizes the pool of solutions while pALNS only generates a

new solution whenever a new customer appears. In this study, the MPA presented by Bent

and Van Hentenryck [15] is adapted to tackle the DTOP, because this algorithm is flexible

enough to account for specific aspects of DTOP.That is, any static local search algorithm

can be selected to implement within an event-driven framework to optimize each plan in the

pool.

4.3.2 Assessment of solution methods

Unlike static routing problems in which measuring the performance of a method is relatively

easy using reference benchmark instances, dynamic routing problems may require additional

efforts to assess the performance of a proposed algorithm. Bent and Van Hentenryck [15]

present a multiple scenario approach (MSA) that continuously generates routing plans for

scenarios using known and future requests in order to solve a stochastic VRP with time win-
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dows. In the problem, stochastic information on the dynamically revealed locations based

on known probability distributions is available. To assess the performance of the MSA, they

introduce an additional two algorithms; one that does not consider stochastic information

called MPA and one that is a sophisticated greedy algorithm. The MSA approach is devel-

oped for solving a dynamic and stochastic problem, while the MPA and the greedy algorithm

are proposed for solving a dynamic (not stochastic) problem. In their study, comparing the

MSA to the MPA evaluates the value of stochastic information, while comparing the MPA to

the greedy approach assesses the value of maintaining multiple plans for a number of future

scenarios. Hvattum et al. [12] propose a dynamic stochastic hedging heuristic (DSHH) to

solve the dynamic and stochastic vehicle routing problem in which the goal is to minimize

the number of vehicles used and the total time travelled. In the DSHH, sample scenarios

are used to build a plan for each time interval. The algorithm generates scenarios based

on deterministic and stochastic future customers. They describe two alternative solution

methods that are used for comparison purposes. One is a myopic dynamic heuristic in which

stochastic information is ignored, and the other is based on a deterministic model where a

solution is developed in hindsight using a local search heuristic. By comparing the myopic

dynamic heuristic to the offline approach, the authors assess the quality of the myopic al-

gorithm. Pillac et al. [14] study a dynamic deterministic version of the technician routing

and scheduling problem in which the objective is to minimize the total working time and the

total distance. They propose a parallel adaptive large neighborhood search (pALNS) and

MPA to solve this problem. These two proposed algorithms are compared with a greedy

heuristic in which a new request is accepted or rejected based on the availability of a feasible

insertion place.

In our study, a greedy algorithm which constructs an initial solution using local search

provides an online comparison for MPA. Also, a reference offline algorithm is used to assess

the performance of MPA. Specifically, a CP model developed for the static TOPTW by

Gedik et al. [16] isused. The following section presents the modified MPA framework in
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detail.

4.4 Problem-solving methodology

In this section, we first introduce a greedy algorithm used for the single-plan optimization and

then present an adapted MPA for the DTOP. The parameters associated with the algorithms

given in the paper are defined in Table 4.1. Let rkt = {0, i1, i2, . . . , ij−1, ij, . . . , n + 1} be a

planned route k at time t, where ig denotes the gth node visited on the route. At any

particular time t, the vehicle k executing the route may be at a node or traveling between

nodes. Define pred(k, t) as the node most recently visited by vehicle k at time t (the vehicle

may still be located there) and define succ(k, t) as the node to be visited next. Therefore, the

portion of the route that has been executed at time t, denoted Rk
t , is {0, i1, i2, . . . , pred(k, t)}.

Note that rkt = Rk
t + {succ(k, t), . . . , n+ 1}. Because vehicles are allowed to wait at a node

i for a time wi before departing for the next, the arrival time to the gth node in route k is

calculated as ag = ag−1 + wg−1 + cg−1,j for all g ∈ rkt , where a0 = 0 and an+1 ≤ Tmax for all

k ∈ V .

4.4.1 A greedy algorithm for DTOP

The greedy algorithm maintains a single routing plan which is updated throughout a planning

horizon. The plan q at time t is denoted σqt , where σqt is the set of all vehicle routes

{r1
t , r

2
t , . . . , r

m
t }. In general, greedy algorithms in the vehicle routing literature produce a

feasible solution without using a sophisticated local search scheme. However, the greedy

algorithm we develop does make use of an iterative local search algorithm as in [15] in order

to produce a good initial routing plan σ0 for the customers known a priori. Algorithm 2

outlines the greedy algorithm, beginning with how the initial solution σ0 is constructed. First,

a customer i is randomly selected from the set of known customers K0 and placed into the

first position in a randomly selected vehicle route. That is, because it is the first customer

being considered, it will be visited immediately after the depot. Customers selected for
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Table 4.1: Parameters used in the algorithms

Parameter Description

rkt The route planned for vehicle k that exists at time t, rkt = {0, i1, i2, . . . , n+ 1}
pred(k, t) Most recent customer location visited by vehicle k at time t
succ(k, t) Next customer planned for vehicle k to visit after time t
Rkt The portion of rkt that has been executed by time t, Rkt = {0, i1, i2, . . . , pred(k, t)}
σqt A routing plan q (set of routes for all vehicles) at time t, σqt = {r1

t , r
2
t , . . . , r

m
t }

σ∗ The distinguished plan
Λt Currently executed plan at time t, Λt = {R1

t , R
2
t , . . . , R

m
t }

Pt The set of routing plans in the pool at time t, Pt = {σ1
t , σ

2
t , . . . , σ

z
t }

Kt The set of known customers at time t, Kt ⊆ N
Vt The set of customers that have been visited by time t (those appearing in Λt)
Ct The set of candidate customers at time t, Ct = Kt \ Vt
G(σqt ) The set of customers included in plan q at time t regardless of whether they

have been visited yet
i∗t New dynamic customer at time t
Lt A list of possible customers to visit next at time t,

Lt = {succ(1, t), succ(2, t), . . . , succ(m, t)}
γ(i) The evaluation function of the request i
f(σt) The ranking function for each plan σt

insertion in later iterations will be placed at the end of the route, to be visited immediately

after the last customer currently in the route. In this way, routes are constructed in “start

to finish? fashion. Customers are only inserted into these positions if it is feasible; that is,

if the vehicle can accommodate this new customer and still return to the depot on time.

Customer insertions continue until all known customers in K0 have been attempted (lines 2

and 3). Note that routing plan σq0 only contains known customers at this point, and does

not necessarily contain all of them.

Following this construction phase, the initial solution σq0 is improved using an iterative

local search that aims to improve the plan by maximizing the total profit collected by routes

in the plan (line 4). The type of local search used is the Adaptive Large Neighborhood

Search (ALNS) introduced in Chapter 3. Still, only customers in K0 can be included in the

routing plan. During ALNS, the initial solution σq0 may be partially or fully destroyed and

then repaired through the application of several move operators. Once ALNS terminates, the

initial solution will undergo no further changes until new dynamic customers are disclosed
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over time.

As new dynamic customers are disclosed, a greedy criterion is used to determine whether

they can be accommodated in σqt , and if so, where they should be inserted. Here, we assume

an insertion cost function Ci(a, b) to represent the cost of inserting a node i between nodes

a and b. This requires removing edge (a, b) from the current tour and adding edges (a, i)

and (i, b). Thus, the insertion cost is Ci(a, b) = cai + cib − cab. For a dynamic customer

disclosed at time t, the greedy algorithm searches for the cheapest feasible insertion location

(a∗, b∗) in σqt , where (a∗, b∗) = argmin(a,b)∈σq
t
Ci(a, b) (line 8). The only insertion locations

that may be considered are those falling within the un-executed part of a route rkt , that is,

Rk
t + {succ(k, t), . . . , n+ 1}. If no feasible insertion locations are available for the customer,

it is rejected and the routing plan remains unchanged. If multiple customers have the same

disclosure time, the algorithm considers them sequentially based on their customer indices

in increasing order. During route execution, routing plan σqt specifies the next location

succ(k, t) a vehicle k should visit once it is ready to depart its current location (line 11). If

no such customer exists, then the vehicle waits at the current location until a new customer

appears or until it must return to the depot in order to not violate Tmax; whichever comes

first.

Algorithm 2 A general algorithm for the greedy algorithm

1: Initialize: t = 0
2: Kt ← select known customers (N )
3: σqt ← GenerateRandomSolution(Kt)
4: σqt ← LocalSearch(σqt )
5: repeat
6: if (event = new customer i∗t arrival) then
7: Kt ← i∗t
8: σqt ← CheapestInsertion(i∗t )
9: end if

10: if (event = vehicle k departure) then
11: Rk

t ← succ(k, t)
12: end if
13: until (t = Tmax)
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4.4.2 A multiple plan approach for DTOP

The main idea of the MPA is to generate and maintain a solution pool that is used to

determine a distinguished plan at every decision process. Decisions are required each time

an event arises (lines 3, 7, and 24). Three different types of events take place during the

response planning: (i) customer arrivals occur, whenever a new request is received, (ii) vehicle

departures occur, whenever a vehicle completes serving a customer, (iii) timeouts occur,

whenever the end of a planning period is reached and all vehicles arrive at the ending depot.

The primary mechanisms of the MPA include (i) generating a pool of plans, (ii) maintaining

the routing plans in the pool, and (iii) selecting a distinguished plan to determine actions

to execute. Maintaining multiple plans tend to lead to a better solution than a single plan,

because a set of alternative plans provides more diverse solutions to choose a best plan

among them according to a selection criterion, instead of a single plan option. Adaptations

to the mechanisms of the multiple-plan approach for the problem under consideration are

described within the following sections.

4.4.2.1 Generating a pool of plans

The aim of the plan pool is to populate and maintain a set of diverse routing plans that are

used to choose a distinguished plan at every decision process. Each plan σqt in the pool Pt

must have the same executed partial routes Rk
t for all vehicles k but the un-executed portions

of the routes may vary from plan to plan. In order to have diverse routing solutions it is

necessary to have a randomized structure to generate alternative solutions. The approach

used to obtain a set of plans Pt at every execution step is presented in Algorithm 3.

The algorithm starts by populating a pool of solutions, P0 at time 0 based on currently

known information K0. A candidate list Ct holds the current set of unvisited customer lo-

cations that can be inserted into the set of routes (lines 2 and 3).Anytime a new customer

location is disclosed, it is added to Ct, and anytime a location is visited, it is removed. Each

vehicle plan σqt in the pool Pt is generated via a random constructive heuristic. When the al-
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Algorithm 3 Solution pool generation

1: Initialize: t = 0, Pt = ∅, Ct = ∅, rkt = ∅, and σqt = ∅ ∀k, ∀q
2: Kt ← select known customers (N )
3: Ct ← i ∈ Kt \ Vt assign unvisited requests to candidate list
4: for all σqt ∈ Pt do
5: for all rkt ∈ σ

q
t do

6: repeat
7: rkt ← randomly assign request i ∈ Ct
8: G(σqt )← i
9: until no more feasible assignments

10: end for
11: end for
12: for all σqt ∈ Pt do
13: σqt ← LocalSearch(σqt )
14: end for
15: for all σqt ∈ Pt do
16: if ([Kt \G(σqt )] 6= ∅) then
17: rkt ← CheapestInsertion(i ∈ [Kt \G(σqt )])
18: end if
19: end for

gorithm starts planning at time t, σqt is simply the same plan from the previous period, except

perhaps now more customers have moved into the visited set of routes Λt = {R1
t , R

2
t , . . . , R

m
t }.

A customer location i is randomly selected from the candidate list Ct and inserted into a

position on a vehicle route rkt that brings the smallest increase in tour duration if it is feasible

(line 7). Then a local search procedure, ALNS, introduced in Chapter 3, is used to improve

the total collected profit of plans in the pool (line 13). After ALNS, unassigned known cus-

tomers (regardless of they have been visited) in the plans σqt at time t are then inserted in

decreasing order of demand into the improved routing plans in the cheapest feasible insertion

location (a∗, b∗) (line 17).

4.4.2.2 Maintaining a routing plan

The algorithm continuously solves static routing problems and adds the new routing plans

into the pool. The routing plans in the pool are tentative solutions which are subject to

change whenever a new event occurs. Algorithm 4 describes how routing plans in the solution

105



pool can be maintained by the implemented MPA. The event-time-increment simulation

technique is used to check the state of the system at each event. In this system, the time is

advanced to those instants in time when critical events occur by simply skipping all eventless

points in time. When a new customer i∗t is received (line 3), it is added to the known customer

list Kt at time t, and the algorithm decides whether it can be inserted into already developed

plans σqt in the pool or whether it should be rejected (line 4). If the customer is accepted, it

is inserted a location that falls within the un-executed part {succ(k, t), . . . , n+ 1} of a route

rkt using the cheapest insertion method (line 5).

When a vehicle reaches a destination (line 7), it has to be determined whether the vehicle

is assigned to the next customer location or whether the vehicle waits until the next event

in its current location. If there are not any customer locations to visit next (Ct = ∅), the

vehicle waits at its current location until the next event occurs. Otherwise, all routing plans

in the pool are improved using a local search (line 9), and then a new distinguished plan

σ∗ is selected to determine the next destination succ(k, t) for the vehicle route k (line 11).

Therefore, all routing plans in the pool must include the currently visited customer locations

of the performed plan Λt = {R1
t , R

2
t , . . . , R

m
t }.

The distinguished plan σ∗ evolves over time as new customers are revealed, and vehicle

routes rkt in the plans σqt are modified to accommodate them. When the executed portions

[0, . . . , pred(k, t)] of the performed route Rk
t and the alternative routes rkt are not identi-

cal, rkt are removed from the plan P (line 16). The algorithm maintains routing plans by

regenerating the deleted route (line 17) that needs to include the currently executed route

Rk
t . The unexecuted portion {succ(k, t), . . . , n + 1} of this route rkt , which includes known

unvisited customer locations, is populated and improved by the local search (lines 18 and

19). Note that if a vehicle k is already traveling towards the next request location succ(k, t),

the vehicle cannot be diverted from this destination. The algorithm stops at the end of the

fixed planning horizon and all vehicles arrive at the depot before Tmax (line 24).
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Algorithm 4 A general algorithm for the implemented event-driven MPA

1: Initialize: Rk
t = ∅ ∀ k, t = 0, and Ct = ∅

2: repeat
3: if (event = new customer i∗t arrival) then
4: Kt ← i∗t
5: for all σqt ∈ Pt do
6: rkt ← CheapestInsertion(i∗)
7: end for
8: end if
9: if (event = vehicle k departure) then

10: for all σqt ∈ Pt do
11: Pt ← LocalSearch(σqt )
12: end for
13: succ(k, t)← distinguishedP lanSelection(Pt)
14: Rk

t ← inext and Vt ← succ(k, t)
15: for all σqt ∈ Pt do
16: for all rkt ∈ σ

q
t do

17: if (rkt is incompatible with Rk
t ) then

18: σqt ← σqt \ {rkt }
19: rkt ← GenerateNewRoute(Ct, Rk

t )
20: σqt ← σqt + {rkt }
21: σqt ← LocalSearch(σqt )
22: end if
23: end for
24: end for
25: end if
26: until (t = Tmax)

4.4.2.3 Selecting a distinguished plan

The aim is to maintain a pool of plans to select a solution to determine actions to execute

for each decision epoch. Therefore, a distinguished plan σ∗ is chosen among the alternative

solutions in the pool at the current time t whenever a vehicle completes serving a customer

and waits for its next assignment. The next destination succ(k, t) of the vehicle route k is

assigned according to the selected distinguished plan σ∗. Since the routing plans in the pool

are updated over time as more customers are received, a new distinguished plan at each

decision epoch needs to be selected continuously to determine actions to execute. In this

study, the distinguished plan σ∗ is selected from the current pool Pt based on either (i) a
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consensus function as described in [15] or (ii) total demand served.

Algorithm 5 The consensus algorithm for the MPA

1: Initialize: γ ← 0 ∀i ∈ G(σqt ), σ
∗ = ∅, f(σqt )← 0, and f ∗(σqt )← 0

2: for all σqt ∈ Pt do
3: for all k ∈M do
4: Lt ← NextCustomersToV isit(σqt , k)
5: end for
6: end for
7: for all i ∈ Lt do
8: for all σqt ∈ Pt do
9: if i ∈ G(σqt ) then

10: γ(i0)← γ(i0) + 1
11: end if
12: end for
13: end for
14: for all σqt ∈ Pt do
15: f(σqt )← 0
16: for all v ∈ σqt do
17: f(σqt )← f(σqt ) + γ(i)
18: end for
19: end for
20: f ∗(σqt )← argmaxq(f(σqt ))
21: σ∗ ← σqt
22: return σ∗

The consensus function chooses the next customer location succ(k, t) based on which

appears with highest frequency across all plans and assigns the customer to the associated

vehicle route k. This selection method chooses a distinguished plan σ∗ by ranking the plans

in the pool based on their similarities. Algorithm 5 presents an outline of the consensus

algorithm implemented for the MPA. The algorithm begins by initializing the ranking func-

tion f(σqt ) for each plan. Then the algorithm selects the next customers succ(k, t) to visit

for the vehicle(s) and adds them into a list Lt of candidate customers to visit next (line 4).

The number of times each customer i ∈ Lt appears first is counted across all plans σqt ∈ Pt

and added incrementally to the evaluation function γ of a customer i (line 10). The ranking

functions f(σqt ) are computed for each plan in the pool by totaling the evaluations of each

customer (line 17). A distinguished plan σ∗ is chosen with the highest ranking function
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f ∗(σqt ) at each decision during the execution of routes (lines 20-22).

The total demand served is utilized to determine actions to execute by sorting the solution

pool in decreasing order of demand. This method chooses a distinguished plan with the

highest demand served σ∗ = argmaxq(Demand(σqt )) throughout the planning horizon. If

there are multiple pool plans with the same objective value that maximize demand, then a

second-level objective is used to break ties by considering minimum distance traveled. Thus,

a plan with the smallest total route duration is chosen as a distinguished plan. From now

on, MPA will be called MPAc and MPAd when the consensus function and demand served

are used as ranking functions, respectively.

4.5 Experiments and results

This section presents the computational study and its results. We first describe how we

assess the performance of the proposed algorithms. Next, we discuss how we adapt TOP

benchmark instances for DTOP and tune parameters for MPA. Finally, results are presented.

4.5.1 Performance evaluation

To evaluate the performance of the MPA and greedy algorithms for DTOP, we compute

the percentage deviation of solutions produced by the online algorithms from the solutions

produced by an offline algorithm for the same problem. This is similar to the value of

information proposed by Mitrović-Minić [26]. We use percentage deviation to describe how

much an online algorithm’s solution deviates from an offline algorithm’s solution, whereas

the value of information is interpreted as the gap between the solution produced by an online

algorithm and the solution produced by the same algorithm when all information is known

a priori.

In this discussion, ZA(I) denotes the total collected profit when algorithm A is used

to solve instance I, and ZB(Ioff ) denotes the collected profit returned by algorithm B for

the offline instance Ioff . For a maximization problem, the percentage deviation DevA(I) is
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computed as:

DevA(I) =
ZB(Ioff )− ZA(I)

ZB(Ioff )
× 100. (4.1)

The offline algorithm we use for DTOP is the CP model for TOPTW noted previously.

In TOPTW, each customer has a time window [ei, li], such that they can not be visited

earlier than ei or later than li. Note that TOPTW is the offline equivalent to DTOP when

ei = di and li = Tmax for each customer and li = Tmax for the ending node n + 1 also. The

solution to an instance of the offline (static) TOPTW thus provides an upper bound on the

total profit collected in the analogous instance of the online DTOP.

There has been extensive research devoted to heuristic solution techniques to solve

TOPTW as in [27, 28, 29, 30, 31, 32, 33]. A comprehensive review of TOPTW and its

formulation are provided in Vansteenwegen et al. [5]. To the best of our knowledge, the lat-

est study on the TOPTW is performed by Gedik et al. [16] with the application of an exact

solution technique. They propose a constraint programming (CP) model for the TOPTW

with 2.25% average gap on TOPTW benchmark instances, while additional new best-known

and optimal solutions are also provided. Their results show that the proposed CP model

is quite competitive with the-state-of-the-art algorithms and can be a reference method for

solving variants of orienteering problems.

This comparison provides an insight into how the dynamic algorithms perform compared

to the reference offline problem. The algorithms are implemented in Java and run on an

Intel Core i7 CPU at 3.33GHz and 24GB of RAM. Five replications of the MPA and greedy

algorithms are executed for each instance, whereas the CP model does not require any

replications. The CP model computation time limit is set to 30 minutes for each instance.

4.5.2 Generating test problems

We adapt test problems for DTOP from TOP benchmark instances developed by Chao et al.

[17] and available via <www.mech.kuleuven.be/en/cib/op>. They provide seven problem

sets (p1 - p7) for TOP and the characteristics of those instances are summarized in Table 4.2.
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A total of 387 TOP instances are included, each having a different value for duration limit

Tmax. The number of nodes varies between 21 and 102 and the number of vehicles varies

between 2 and 4. The duration limit and coordinates and profits for each node are taken

directly from the TOP instances provided by Chao et al. [17], but disclosure times must be

generated for each node in order to create instances of DTOP. The performance of dynamic

algorithms depends on the number of dynamic nodes and their disclosure times, among

other factors such as the geographical distribution of nodes [34]. Therefore, we generate

disclosure times for nodes such that the effective degree of dynamism varies among DTOP

test instances [35]. Letting N be the set of customers, di the disclosure time of customer

i ∈ N , and ntotal the total number of customers, Larsen [35] defines the effective degree of

dynamism (δe) as follows:

δe =

∑
i∈N di

ntotal Tmax
. (4.2)

Customers known at the beginning of the planning horizon have a disclosure time of

0 (di = 0 for i ∈ K0), whereas the disclosure time for the dynamic customers in D can

take values in the interval (0, Tmax]. Therefore, the range of δe is [0, 1] where δe = 0 in

static problems. Larsen et al. [11] categorize dynamic routing problems as weakly dynamic

if δe ≤ 0.3, moderately dynamic if 0.3 < δe < 0.8, and strongly dynamic if δe ≥ 0.8.

Therefore, we generate DTOP benchmark instances so that these three levels of dynamism

are represented. For each of the 387 TOP instances, we generate three DTOP instances:

weakly, moderately and highly dynamic. For example, for instances in TOP problem set

p1, we generate DTOP problem sets p1-weakly, p1-moderately and p1-highly. This yields a

total of 1161 DTOP instances.

Disclosure times are generated for each of the 1161 instances as follows. First, ρ% of

nodes are randomly selected and assigned a disclosure time of 0 to represent those customers

known a priori. For weakly and moderately dynamic instances, we use ρ = 10% and for

highly dynamic instances, we use ρ = 5%. All other nodes are dynamic nodes with di > 0.
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Table 4.2: Static TOP benchmark data set

Problem set Number of nodes Number of instances Number of vehicles Tmax

p1 32 54 2, 3, 4 2.5 - 42.5
p2 21 33 2, 3, 4 3.8 - 22.5
p3 33 60 2, 3, 4 3.8 - 55.0
p4 100 60 2, 3, 4 12.5 - 120.0
p5 66 78 2, 3, 4 1.2 - 65.0
p6 64 42 2, 3, 4 3.8 - 40.0
p7 102 60 2, 3, 4 50 - 200.0

We randomly generate specific disclosure times for each i ∈ D by sampling from a Normal

distribution with mean δeTmax and standard deviation Tmax/4. This mean is derived by

rearranging 4.2 and setting δe as a target effective degree of dynamism that takes on values

0.3, 0.5 and 0.9 for weakly, moderately and highly dynamic instances, respectively. The

standard deviation is derived by applying the methodology of Hozo [36], specifically, the

standard deviation of a sample can be estimated using low (a) and high (b) ends of the

range as (b − a)/4 for a normally distributed data set. Here, b = Tmax and a = 0 since

customer disclosure times can take values in the range [0, Tmax]. Table 4.3 illustrates the

average degrees of dynamism for DTOP benchmark instances generated in this manner.

These values vary between 0.20 and 0.83.

Table 4.3: Average degrees of dynamism of DTOP benchmarks

Problem Set Weakly Moderately Highly

p1 0.20 0.55 0.82
p2 0.20 0.49 0.83
p3 0.20 0.56 0.81
p4 0.21 0.53 0.81
p5 0.21 0.52 0.81
p6 0.20 0.52 0.81
p7 0.21 0.53 0.80
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4.5.3 Parameter tuning

The local search algorithm we employ within MPA is ALNS. Various parameters must be

tuned for ALNS, and some of the values are taken directly from the tuned parameter values

presented in Chapter 3 of this dissertation, as shown in Table 4.4. The remaining parameter

values that must be tuned are the number of iterations and the pool size. The number

of iterations needs to be tuned again because MPA has two phases and may require two

different numbers of iterations in ALNS; one for an initial solution and one for a subsequent

reoptimization. These parameters directly impact the solution quality and computational

time of MPA.

To tune the number of iterations in ALNS, we have chosen nine test instances at ran-

dom, which includes three instances for each level of dynamism: “dw.p1.3.1”, “dw.p3.4.k”,

“dw.p4.2.i”, “dm.p5.4.w”, “dm.p6.3.l”, “dm.p7.2.o”, “dh.p3.2.j”, “dh.p4.4.p”, and “dh.p7.3.n”,

where dw, dm and dh stand for weak, moderate and high degrees of dynamisms, respec-

tively. The number following “p? indicates the problem set number, the second number is

the number of vehicles, and the last letter represents a specific instance of the problem set.

For example, dw.p3.4.k is instance k of the problem set p3 with 4 vehicles and it is weakly

dynamic.

Table 4.4: Values for ALNS parameters

Parameters Tuning Values

Removal Parameters [a, b]
Lower limit of percentage of destruction (a) 5
Upper limit of percentage of destruction (b) 60

Simulated Annealing Parameters
Temperature 1000
Cooling Rate (α) 0.90

Scoring Parameters
(σ1, σ2, σ3) (50, 20, 0)

We first performed tests to tune parameter Iinitial and Ireopt, which indicate the number
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of iterations of ALNS for an initial solution and subsequent reoptimization within MPA,

respectively. Table 4.5 reports the average percentage deviation from the reference offline

algorithm and average computation time in seconds for each (Iinitial, Ireopt) combination over

the nine chosen instances. The best combination for the number of iterations is (15000,

5000) with an average solution gap of 27.68% and a computation time of 857.60 seconds

(CPU). Since the computational time is relatively high for this setting compared to others,

we pick the combination of (2000, 500) without sacrificing much from the solution quality

while decreasing the average computational time significantly.

Table 4.5: Parameter tuning on the number of iterations of ALNS

Instance (2000, 500) (2000, 1000) (5000, 1000) (5000, 2000) (10000, 2000) (10000, 5000) (15000, 5000)

dw.p1.3.l 10.00% 10.00% 10.00% 10.00% 10.00% 10.00% 10.00%
dw.p3.4.k 17.14% 20.00% 17.14% 17.14% 17.14% 17.14% 17.14%
dw.p4.2.i 2.62% 3.72% 1.93% 1.93% 2.89% 2.20% 1.93%
dm.p5.4.w 30.73% 30.73% 30.73% 30.73% 30.73% 30.73% 30.73%
dm.p6.3.l 24.79% 24.79% 24.79% 24.79% 24.79% 24.79% 24.79%
dm.p7.2.o 15.59% 14.31% 21.46% 18.60% 18.60% 14.31% 14.31%
dh.p3.2.j 50.00% 50.00% 50.00% 50.00% 50.00% 50.00% 50.00%
dh.p4.4.p 52.05% 52.05% 48.54% 48.54% 52.05% 52.05% 48.54%
dh.p7.3.n 51.66% 51.66% 51.66% 51.66% 51.66% 51.66% 51.66%
Avg. Dev. 28.29% 28.58% 28.47% 28.15% 28.65% 28.10% 27.68%
Avg. Time 91.92 173.97 187.34 344.40 349.29 777.55 857.60

The selected parameters are indicated in bold.

The pool size for MPA is tuned using values between 20 and 60. The results shown in

Table 4.6 use the iteration combination (2000,500). A pool size of 30 plans is selected based

on the minimum percentage gap of 28.29%.

4.5.4 Computational results

For each instance, we compare the results obtained with the dynamic algorithms to the

offline results generated with the CP model. Tables 4.7 through 4.10 provide summary

comparisons, while Tables 4.11 through 4.18 present the results for each instance produced

by each approach in detail. We report the solutions developed by the greedy algorithm,

denoted Greedy, and by MPA with both demand served (MPAd) and consensus function
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Table 4.6: Parameter tuning on the size of the plan pool

Instance 20 30 40 50 60

dw.p1.3.l 10.00% 10.00% 10.00% 10.00% 10.00%
dw.p3.4.k 20.00% 17.14% 14.29% 14.29% 17.14%
dw.p4.2.i 3.58% 2.62% 3.86% 5.10% 3.72%

dm.p5.4.w 30.73% 30.73% 30.73% 30.73% 30.73%
dm.p6.3.l 24.79% 24.79% 24.79% 24.79% 24.79%
dm.p7.2.o 18.60% 15.59% 18.60% 21.46% 20.03%
dh.p3.2.j 50.00% 50.00% 50.00% 50.00% 50.00%
dh.p4.4.p 52.05% 52.05% 57.02% 52.05% 52.05%
dh.p7.3.n 51.66% 51.66% 51.66% 51.66% 51.66%
Avg. Dev. 29.05% 28.29% 28.99% 28.90% 28.90%
Avg. Time 60.12 89.92 110.35 149.09 175.78

The selected parameter is indicated in bold.

(MPAc) as the ranking functions.

Table 4.7 summarizes the results for DTOP benchmark instances based on the level of

dynamism. The first column, #INS, provides the total number of test instances grouped in

each level of dynamism. The second column, #Best, reports the number of instances for

which each algorithm obtains the best solution (best among the three online algorithms).

The third column reports the average percentage of the available profit collected by each

algorithm, including the offline algorithm, across all instances having each level of dynamism.

According to the number of instances where an algorithm obtains the best solution, MPAd

is quite effective, finding the best solution in 1017 out of 1161 DTOP benchmark instances.

This is compared with 924 instances for MPAc and 637 for Greedy. The superior performance

of MPAd over MPAc is likely due to the fact that the ranking function in MPAd uses the profit

collected as a decision criterion when selecting a distinguished plan, while MPAc does not.

The offline algorithm, CP, collects on average 26.6% of total profits available in a problem

instance. Recall that many of the CP model solutions are optimal offline solutions. The

reason percent profit is low is because the time budget and disclosure times of customers limit

the ability to visit all customers. Among the online algorithms, MPAd produces solutions

with the highest average percent of profit collected, indicating better performance according
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to this metric. However, the distinction between it and MPAc is not great across the levels of

dynamism. For example, the average percents of total profit collected for MPAd and MPAc

are 34.6% and 34.3% for weakly dynamic instances, respectively, and 20.1% versus 20.0% for

moderately dynamic instances. For highly dynamic instances, the average percents of total

profit collected for MPAd and MPAc are equal. Both MPAd and MPAc outperform Greedy

on this metric across all levels of dynamism. To see the impact of the degree of dynamism in

general, note that the percent of total profit collected decreases as the degree of dynamism

increases. This is not surprising, as the instances with higher levels of dynamism are more

constrained in the sense that there is less time, on average, between the disclosure times of

dynamic customers and the allowable time budget.

Table 4.7: Summary comparison of the algorithms

Degree of Dynamism #INS
# Best % Total Profit Collected

MPAd MPAc Greedy Offline MPAd MPAc Greedy

Weakly 387 319 257 123 39.6% 34.6% 34.3% 29.3%
Moderately 387 329 301 193 29.0% 20.1% 20.0% 17.8%

Highly 387 369 367 321 11.3% 5.6% 5.6% 5.5%

All 1161 1017 925 637 26.6% 20.1% 20.0% 17.5%

Table 4.8 illustrates the average percentage deviation of collected profit associated with

solutions produced by the dynamic algorithms from the reference offline solutions, across all

instances for each problem set. It can be observed that the gaps associated with the average

deviation from the offline solution are relatively high for all algorithms. This is due to the

fact that the offline reference approach benefits from knowing in advance the disclosure time

of customers (i.e. it produces a solution in hindsight) while the other algorithms produce

a solution based on a myopic approach. Thus, the offline algorithm yields upper bounds

on the objective value of the corresponding DTOP instances, and the average percentage

deviation provides a performance comparison among the algorithms instead of an absolute

performance metric. For a weakly dynamic instance, when most of the customers are known

116



a priori, the results produced by the dynamic algorithms more closely resemble those of the

offline algorithm. For example, when the level of dynamism decreases from highly dynamic

to weakly dynamic, the average deviation of MPAd from the offline algorithm decreases from

42.8% to 14.0%. Among the online algorithms, when the degree of dynamism is weak, the

preference for MPAd is more pronounced. For example, the average deviation of MPAd is

14.0% for weakly dynamic instances whereas the average deviations of MPAc and Greedy are

14.7% and 23.8%, respectively. But, when the level of dynamism is moderate, the average

deviations of MPAd, MPAc, and Greedy are 32.7%, 32.8%, and 37.4%, respectively. This is

because the reaction time to a new customer, which is the difference between its disclosure

time and the end of the planning period, is considerably longer when an instance is weakly

dynamic. There is more time available, on average, to react to newly revealed dynamic

customers in order to reoptimize the routing plans. On average, the algorithms perform best

on problem set p6 compared with other problem sets. For example, the average deviations

of MPAd from the offline algorithm are 6.7% and 17.8% for p6 and p3, respectively.

Note that the values reported in Tables 4.7 and 4.8 are average deviations are from the

solutions obtained by the CP model, which are not always optimal for the offline problem.

The CP model finds 925 optimal and 236 non-optimal solutions. Tables 4.19 and 4.20 in

Appendix A illustrate the average percentage deviations from the optimal and the non-

optimal offline solutions, respectively. Because CP finds all the optimal solutions for the

problem sets of p1,p2, and p3 and for highly dynamic instances, the average percentage

deviations in Table 4.19 are the same as reported in Table 4.8, while Table 4.20 does not

report any values for those instances. As expected, it can be observed that the overall

gaps associated with the average deviation from the optimal offline solution for weakly and

moderately dynamic instances increase while the overall deviations from the non-optimal

solution decrease. For example, the average deviation of MPAd for weakly dynamic instances

increases from 14.0% to 17.9% when comparing the overall offline solutions to the optimal

offline solutions, and it decreases from 14.0% to 8.5% when comparing the overall offline
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solutions to the non-optimal offline solutions.

Table 4.8: Average deviation from offline algorithm

Problem Set
Weakly Dynamic Moderately Dynamic Highly Dynamic

MPAd MPAc Greedy MPAd MPAc Greedy MPAd MPAc Greedy

p1 17.5% 18.0% 22.8% 40.6% 40.8% 43.5% 39.2% 39.2% 39.5%
p2 15.0% 15.8% 20.9% 45.4% 45.5% 46.1% 51.2% 51.2% 51.2%
p3 17.8% 18.0% 26.8% 39.8% 39.1% 41.7% 46.6% 46.6% 47.2%
p4 11.4% 11.8% 28.8% 23.6% 23.9% 34.6% 48.8% 48.5% 50.6%
p5 13.5% 14.4% 22.2% 31.9% 32.5% 38.7% 47.1% 46.9% 47.6%
p6 6.7% 7.3% 11.9% 16.8% 17.1% 18.9% 25.7% 25.7% 28.0%
p7 16.3% 17.6% 32.9% 30.5% 30.9% 38.4% 41.0% 41.6% 42.8%

Average 14.0% 14.7% 23.8% 32.7% 32.8% 37.4% 42.8% 42.8% 43.8%

The impact of request volume on the algorithms can also be assessed. Three levels of

the total number of customers are considered, with low indicating fewer than 33 customers,

medium indicating around 66 customers, and high indicating more than 99 customers. The

instance classification is shown in Table 4.9, where the problem sets of p1, p2 and p3 are

classified as low, the problem set of p5 and p6 are classified as medium and the problem sets

of p4 and p6 are classified as high. Table 4.9 indicates that the algorithms produce solutions

with lower average deviation from offline solutions when the request volume is medium. The

relative performance of Greedy when compared with the others tends to worsen as the level

of dynamism decreases and the request volume increases. For example, when the request

volume increases from low to high and the dynamism is weak, the difference between Greedy

and MPAd increases from 6.7% (23.5%-16.8%) to 17.1% (30.9%-13.8%). When the degree

of dynamism increases from weak to high and the request volume is high, the difference

between Greedy and MPAd decreases from 17.1% (30.9%-13.8%) to 1.8% (46.7%-44.9%). In

general, the algorithms achieve a better average gap on high request volume instances than

on low request volume instances. For example, when the level of dynamism is moderate,

the average deviations of MPAc are 27.4% and 41.8% for high and low request volumes,

respectively, because more customers become available at the beginning of the time horizon
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when the request volume is high than when it is low. Therefore, the algorithms produce a

better initial solution with more available customers.

Tables 4.21 and 4.22 in Appendix A illustrate the impact of request volume on the

algorithms when the optimal and non-optimal offline solutions are considered, respectively.

When the request volume is medium and high, the average deviations increase from the

optimal offline solutions while they decrease from non-optimal offline solutions for weakly

and moderately dynamic instances. For example, when the level of dynamism is moderate

and the request volume is high, the average deviation of MPAd increases from 13.8% to 25.6%

when comparing the overall offline solutions to the optimal offline solutions and it decreases

from 13.8% to 7.6% when comparing the overall offline solutions to the non-optimal offline

solutions.

Table 4.9: Average deviation on request volume

Request Volume
Weakly Dynamic Moderately Dynamic Highly Dynamic

MPAd MPAc Greedy MPAd MPAc Greedy MPAd MPAc Greedy

Low (p1, p2 and p3) 16.8% 17.3% 23.5% 41.9% 41.8% 43.8% 45.7% 45.7% 46.0%
Medium (p5 and p6) 10.1% 10.9% 17.0% 24.4% 24.8% 28.8% 36.4% 36.3% 37.8%

High (p4 and p7) 13.8% 14.7% 30.9% 27.1% 27.4% 36.5% 44.9% 45.1% 46.7%

Table 4.10 reports the average computational time of the algorithms in CPU seconds

for each set of instances. In general, as the level of dynamism increases, the average com-

putational time greatly decreases. For example, MPAd has a high computational time of

159.2 seconds for weakly dynamic instances while its computational time is only 0.68 seconds

for highly dynamic instances. This is because the runtime increases proportionally to the

number of customers that have been disclosed but not yet visited at a particular simula-

tion clock time. Because the weakly dynamic instances contain more static customers than

highly dynamic instances, and also contain more customers with earlier disclosure times

than moderately and highly dynamic instances, their runtimes are much longer. Because the

greedy algorithm maintains a single routing plan throughout the planning horizon, the time

taken to solve an instance is on average less than a second. On average, the computational
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times for MPAd are slightly higher than the computational times for MPAc, with an average

difference of 8 seconds or less. The higher runtimes for MPAd are likely due to the larger

number of plans that must be deleted and regenerated at each planning stage. That is, with

MPAc, the consensus function chooses a distinguished plan most similar to others in the

pool. Therefore, many of the plans in the pool are already consistent with the distinguished

plan and do not need to be modified. However, in MPAd, the distinguished plan is selected

based on the collected profit and there may not be other plans in the pool similar to it.

To see the impact of total request volume (number of customers) on runtimes, note that

problem sets p4 and p7, the high request volume instances, have the highest computational

times.

Table 4.10: Average CPU (seconds)

Problem Set
Weakly Dynamic Moderately Dynamic Highly Dynamic

MPAd MPAc Greedy MPAd MPAc Greedy MPAd MPAc Greedy

p1 5.05 5.19 0.06 0.66 0.67 0.01 0.19 0.19 0.01
p2 1.48 1.40 0.05 0.26 0.28 0.01 0.09 0.10 0.00
p3 7.76 7.94 0.08 1.12 1.05 0.02 0.26 0.25 0.01
p4 601.76 578.82 0.97 66.95 67.52 0.08 1.89 1.77 0.02
p5 96.55 88.98 0.27 16.75 16.04 0.05 0.57 0.56 0.01
p6 57.79 53.51 0.16 7.89 7.47 0.03 0.36 0.36 0.01
p7 344.03 322.60 0.76 46.95 45.67 0.07 1.38 1.40 0.02

Average 159.20 151.21 0.33 20.08 19.81 0.04 0.68 0.66 0.01

Finally, detailed results across five replicates for the DTOP benchmark instances are

given in Tables 4.11-4.18 for each algorithm. In these tables, the first column represents

the DTOP benchmark instance number. The ZCP column reports the objective values of

offline solutions produced by the CP for the static variant of DTOP. If CP obtained the

optimal solution for an offline instance, the value for ZCP is indicated in bold. For the

three online algorithms, the Z column gives the best solution value (again bold indicates

optimal) across five replicates for an algorithm and the CPU column reports the average

computational time across five replicates in seconds. Note that the reported computational
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times cannot guarantee to find the best solution. To obtain the best solution, the algorithm

is run five times, and the CPU column indicates the average runtime of these five replicates.

Finally, %Dev presents the percentage deviation of an algorithm?s best solution across five

replicates to the offline algorithm?s solution. The objective value of some instances is found

to be 0 because the DTOP instances are modified from the TOP benchmark instances which

originally also have the objective value of 0 for the same instances because it is not feasible

to visit any of the customers due to a tight time limit. On average, the average deviation for

the MPAd, MPAc, and greedy algorithms are 29.8%, 30.1%, and 35.0%, respectively. Based

on these results, in general, MPAd outperforms MPAc and Greedy. However, MPAc finds 50

known optimal solutions whereas MPAd finds 48 optimal solutions when the solution values

of 0 are excluded. It is interesting to note that Greedy can also find 43 optimal solutions. For

example, in the instance of dw.p1.3.g, all three algorithms find the optimal solutions. For

such instances, it is relatively easy to find the optimal solutions because either the time limit,

Tmax, or the number of vehicles are large enough to visit all customer locations in the offline

instances, which indicates an excess of capacity compared to the demand present. In addition

to the number of optimal solutions found, there is a tradeoff between the computational time

and the solution quality. MPAd and MPAc are capable of producing good solutions with a

low average percent deviation from the offline algorithm on the DTOP benchmark instances

within a reasonable amount of computational time.
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Table 4.11: Instance p1

Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy

Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev

dw.p1.2.a 0 0 0.26 0.00 0 0.27 0.00 0 0.06 0.00 dm.p1.2.a 0 0 0.10 0.00 0 0.09 0.00 0 0.01 0.00 dh.p1.2.a 0 0 0.09 0.00 0 0.08 0.00 0 0.00 0.00
dw.p1.2.b 5 5 0.88 0.00 5 0.87 0.00 5 0.06 0.00 dm.p1.2.b 15 0 0.11 1.00 0 0.10 1.00 0 0.01 1.00 dh.p1.2.b 0 0 0.08 0.00 0 0.08 0.00 0 0.01 0.00
dw.p1.2.c 20 20 0.81 0.00 20 0.78 0.00 20 0.03 0.00 dm.p1.2.c 15 0 0.11 1.00 0 0.11 1.00 0 0.01 1.00 dh.p1.2.c 0 0 0.10 0.00 0 0.09 0.00 0 0.00 0.00
dw.p1.2.d 30 25 0.93 0.17 25 0.92 0.17 25 0.05 0.17 dm.p1.2.d 10 5 0.29 0.50 5 0.22 0.50 5 0.01 0.50 dh.p1.2.d 5 0 0.13 1.00 0 0.12 1.00 0 0.00 1.00
dw.p1.2.e 45 25 0.97 0.44 25 0.94 0.44 25 0.05 0.44 dm.p1.2.e 40 15 0.29 0.63 15 0.24 0.63 15 0.01 0.63 dh.p1.2.e 5 5 0.11 0.00 5 0.12 0.00 5 0.00 0.00
dw.p1.2.f 70 60 1.54 0.14 60 1.13 0.14 55 0.06 0.21 dm.p1.2.f 45 25 0.34 0.44 25 0.25 0.44 25 0.01 0.44 dh.p1.2.f 25 15 0.17 0.40 15 0.20 0.40 15 0.01 0.40
dw.p1.2.g 80 65 1.90 0.19 60 1.90 0.25 65 0.06 0.19 dm.p1.2.g 55 30 0.30 0.45 30 0.27 0.45 25 0.01 0.55 dh.p1.2.g 35 15 0.18 0.57 15 0.15 0.57 15 0.01 0.57
dw.p1.2.h 110 105 5.76 0.05 105 5.66 0.05 80 0.06 0.27 dm.p1.2.h 85 50 0.41 0.41 50 0.35 0.41 45 0.01 0.47 dh.p1.2.h 20 5 0.10 0.75 5 0.08 0.75 5 0.00 0.75
dw.p1.2.i 130 105 4.75 0.19 90 4.32 0.31 80 0.07 0.38 dm.p1.2.i 85 45 0.48 0.47 45 0.44 0.47 45 0.01 0.47 dh.p1.2.i 30 20 0.18 0.33 20 0.16 0.33 20 0.00 0.33
dw.p1.2.j 145 120 5.21 0.17 115 5.13 0.21 85 0.05 0.41 dm.p1.2.j 105 65 1.03 0.38 60 0.82 0.43 60 0.02 0.43 dh.p1.2.j 50 35 0.25 0.30 35 0.20 0.30 35 0.01 0.30
dw.p1.2.k 150 135 6.46 0.10 135 5.99 0.10 110 0.05 0.27 dm.p1.2.k 110 70 0.62 0.36 75 0.74 0.32 70 0.01 0.36 dh.p1.2.k 45 15 0.21 0.67 15 0.18 0.67 15 0.01 0.67
dw.p1.2.l 185 170 12.00 0.08 170 11.57 0.08 160 0.07 0.14 dm.p1.2.l 130 65 0.79 0.50 75 0.91 0.42 65 0.01 0.50 dh.p1.2.l 45 15 0.18 0.67 15 0.13 0.67 15 0.00 0.67
dw.p1.2.m 200 160 8.18 0.20 160 9.04 0.20 135 0.03 0.33 dm.p1.2.m 135 115 1.11 0.15 115 1.28 0.15 85 0.01 0.37 dh.p1.2.m 50 35 0.29 0.30 35 0.35 0.30 35 0.00 0.30
dw.p1.2.n 205 150 9.08 0.27 150 9.12 0.27 135 0.06 0.34 dm.p1.2.n 140 100 1.20 0.29 100 1.23 0.29 85 0.01 0.39 dh.p1.2.n 50 15 0.22 0.70 15 0.29 0.70 15 0.01 0.70
dw.p1.2.o 230 190 9.51 0.17 185 10.34 0.20 190 0.09 0.17 dm.p1.2.o 160 130 2.34 0.19 135 2.66 0.16 85 0.01 0.47 dh.p1.2.o 75 30 0.13 0.60 30 0.15 0.60 30 0.01 0.60
dw.p1.2.p 230 205 13.97 0.11 195 12.56 0.15 170 0.06 0.26 dm.p1.2.p 160 110 1.49 0.31 120 1.67 0.25 90 0.01 0.44 dh.p1.2.p 80 50 0.25 0.38 50 0.35 0.38 50 0.01 0.38
dw.p1.2.q 240 205 12.41 0.15 205 12.73 0.15 185 0.03 0.23 dm.p1.2.q 165 110 1.04 0.33 95 1.10 0.42 80 0.01 0.52 dh.p1.2.q 40 20 0.17 0.50 20 0.23 0.50 15 0.01 0.63
dw.p1.2.r 260 210 12.10 0.19 205 12.12 0.21 195 0.12 0.25 dm.p1.2.r 180 140 1.98 0.22 140 2.80 0.22 125 0.02 0.31 dh.p1.2.r 60 40 0.18 0.33 40 0.27 0.33 40 0.01 0.33
dw.p1.3.a 0 0 0.21 0.00 0 0.22 0.00 0 0.01 0.00 dm.p1.3.a 0 0 0.11 0.00 0 0.10 0.00 0 0.00 0.00 dh.p1.3.a 0 0 0.08 0.00 0 0.08 0.00 0 0.01 0.00
dw.p1.3.b 0 0 0.24 0.00 0 0.23 0.00 0 0.01 0.00 dm.p1.3.b 0 0 0.14 0.00 0 0.16 0.00 0 0.01 0.00 dh.p1.3.b 0 0 0.11 0.00 0 0.09 0.00 0 0.01 0.00
dw.p1.3.c 15 0 0.24 1.00 0 0.21 1.00 0 0.01 1.00 dm.p1.3.c 0 0 0.18 0.00 0 0.17 0.00 0 0.01 0.00 dh.p1.3.c 0 0 0.10 0.00 0 0.15 0.00 0 0.01 0.00
dw.p1.3.d 15 15 1.92 0.00 15 1.92 0.00 15 0.07 0.00 dm.p1.3.d 15 5 0.19 0.67 5 0.13 0.67 5 0.01 0.67 dh.p1.3.d 5 0 0.10 1.00 0 0.11 1.00 0 0.01 1.00
dw.p1.3.e 30 25 0.88 0.17 25 0.78 0.17 25 0.04 0.17 dm.p1.3.e 20 5 0.14 0.75 5 0.21 0.75 5 0.00 0.75 dh.p1.3.e 0 0 0.11 0.00 0 0.11 0.00 0 0.01 0.00
dw.p1.3.f 40 25 1.48 0.38 25 1.68 0.38 25 0.05 0.38 dm.p1.3.f 25 15 0.33 0.40 15 0.41 0.40 15 0.01 0.40 dh.p1.3.f 0 0 0.12 0.00 0 0.11 0.00 0 0.01 0.00
dw.p1.3.g 50 50 0.89 0.00 50 0.85 0.00 50 0.04 0.00 dm.p1.3.g 40 20 0.68 0.50 20 0.70 0.50 20 0.02 0.50 dh.p1.3.g 15 5 0.22 0.67 5 0.19 0.67 5 0.01 0.67
dw.p1.3.h 70 50 2.84 0.29 50 3.10 0.29 50 0.09 0.29 dm.p1.3.h 60 25 0.56 0.58 25 0.45 0.58 25 0.02 0.58 dh.p1.3.h 20 5 0.18 0.75 5 0.21 0.75 5 0.01 0.75
dw.p1.3.i 100 75 5.33 0.25 75 5.76 0.25 75 0.12 0.25 dm.p1.3.i 60 30 0.66 0.50 30 0.85 0.50 30 0.02 0.50 dh.p1.3.i 25 15 0.18 0.40 15 0.24 0.40 15 0.01 0.40
dw.p1.3.j 100 90 5.25 0.10 85 5.35 0.15 75 0.11 0.25 dm.p1.3.j 95 60 0.64 0.37 60 0.57 0.37 60 0.01 0.37 dh.p1.3.j 15 10 0.17 0.33 10 0.18 0.33 10 0.00 0.33
dw.p1.3.k 130 105 6.11 0.19 105 6.47 0.19 105 0.08 0.19 dm.p1.3.k 95 50 0.56 0.47 50 0.60 0.47 50 0.02 0.47 dh.p1.3.k 15 5 0.18 0.67 5 0.20 0.67 5 0.01 0.67
dw.p1.3.l 150 135 7.14 0.10 135 7.31 0.10 125 0.11 0.17 dm.p1.3.l 95 60 0.71 0.37 60 0.82 0.37 55 0.02 0.42 dh.p1.3.l 45 10 0.19 0.78 10 0.21 0.78 10 0.01 0.78
dw.p1.3.m 165 145 10.80 0.12 155 11.00 0.06 120 0.09 0.27 dm.p1.3.m 105 70 0.66 0.33 70 0.77 0.33 70 0.01 0.33 dh.p1.3.m 20 15 0.19 0.25 15 0.16 0.25 15 0.01 0.25
dw.p1.3.n 185 130 8.64 0.30 130 8.82 0.30 95 0.07 0.49 dm.p1.3.n 130 60 0.86 0.54 60 0.74 0.54 60 0.02 0.54 dh.p1.3.n 45 15 0.16 0.67 15 0.15 0.67 15 0.01 0.67
dw.p1.3.o 190 165 10.78 0.13 160 9.94 0.16 135 0.10 0.29 dm.p1.3.o 145 100 1.18 0.31 105 0.75 0.28 105 0.02 0.28 dh.p1.3.o 60 20 0.34 0.67 20 0.35 0.67 20 0.01 0.67
dw.p1.3.p 195 155 7.20 0.21 155 8.29 0.21 120 0.07 0.38 dm.p1.3.p 140 70 0.78 0.50 65 0.68 0.54 65 0.02 0.54 dh.p1.3.p 50 15 0.22 0.70 15 0.16 0.70 15 0.01 0.70
dw.p1.3.q 215 175 9.37 0.19 185 9.35 0.14 165 0.06 0.23 dm.p1.3.q 150 115 0.96 0.23 115 1.11 0.23 85 0.02 0.43 dh.p1.3.q 65 20 0.20 0.69 20 0.19 0.69 20 0.01 0.69
dw.p1.3.r 240 230 10.38 0.04 230 12.10 0.04 205 0.06 0.15 dm.p1.3.r 170 105 1.07 0.38 85 0.66 0.50 95 0.01 0.44 dh.p1.3.r 75 40 0.57 0.47 40 0.54 0.47 40 0.01 0.47
dw.p1.4.a 0 0 0.21 0.00 0 0.30 0.00 0 0.01 0.00 dm.p1.4.a 0 0 0.13 0.00 0 0.16 0.00 0 0.01 0.00 dh.p1.4.a 0 0 0.10 0.00 0 0.16 0.00 0 0.01 0.00
dw.p1.4.b 0 0 0.28 0.00 0 0.39 0.00 0 0.02 0.00 dm.p1.4.b 0 0 0.17 0.00 0 0.17 0.00 0 0.01 0.00 dh.p1.4.b 0 0 0.11 0.00 0 0.11 0.00 0 0.01 0.00
dw.p1.4.c 0 0 0.30 0.00 0 0.30 0.00 0 0.01 0.00 dm.p1.4.c 0 0 0.19 0.00 0 0.14 0.00 0 0.01 0.00 dh.p1.4.c 0 0 0.11 0.00 0 0.17 0.00 0 0.01 0.00
dw.p1.4.d 15 5 1.27 0.67 5 1.20 0.67 5 0.04 0.67 dm.p1.4.d 0 0 0.19 0.00 0 0.16 0.00 0 0.00 0.00 dh.p1.4.d 0 0 0.11 0.00 0 0.18 0.00 0 0.01 0.00
dw.p1.4.e 15 15 1.55 0.00 15 1.52 0.00 15 0.06 0.00 dm.p1.4.e 10 0 0.15 1.00 0 0.15 1.00 0 0.01 1.00 dh.p1.4.e 0 0 0.18 0.00 0 0.16 0.00 0 0.00 0.00
dw.p1.4.f 25 20 1.96 0.20 20 1.76 0.20 20 0.08 0.20 dm.p1.4.f 0 0 0.17 0.00 0 0.23 0.00 0 0.01 0.00 dh.p1.4.f 0 0 0.11 0.00 0 0.11 0.00 0 0.01 0.00
dw.p1.4.g 35 20 1.05 0.43 20 0.96 0.43 20 0.04 0.43 dm.p1.4.g 30 20 0.61 0.33 20 0.49 0.33 20 0.02 0.33 dh.p1.4.g 0 0 0.12 0.00 0 0.12 0.00 0 0.01 0.00
dw.p1.4.h 45 40 1.79 0.11 40 1.77 0.11 40 0.07 0.11 dm.p1.4.h 30 5 0.46 0.83 5 0.49 0.83 5 0.02 0.83 dh.p1.4.h 5 5 0.31 0.00 5 0.38 0.00 5 0.02 0.00
dw.p1.4.i 60 50 1.97 0.17 50 1.89 0.17 50 0.08 0.17 dm.p1.4.i 40 5 0.44 0.88 5 0.47 0.88 5 0.01 0.88 dh.p1.4.i 10 10 0.30 0.00 10 0.21 0.00 10 0.02 0.00
dw.p1.4.j 70 70 2.92 0.00 70 2.82 0.00 65 0.10 0.07 dm.p1.4.j 70 35 0.77 0.50 35 0.69 0.50 35 0.02 0.50 dh.p1.4.j 15 10 0.13 0.33 10 0.12 0.33 10 0.00 0.33
dw.p1.4.k 95 65 5.24 0.32 65 6.18 0.32 50 0.04 0.47 dm.p1.4.k 85 35 1.02 0.59 35 0.83 0.59 35 0.02 0.59 dh.p1.4.k 30 5 0.25 0.83 5 0.22 0.83 5 0.02 0.83
dw.p1.4.l 105 80 5.86 0.24 80 6.19 0.24 75 0.12 0.29 dm.p1.4.l 70 45 0.80 0.36 45 0.73 0.36 45 0.02 0.36 dh.p1.4.l 20 5 0.19 0.75 5 0.18 0.75 5 0.01 0.75
dw.p1.4.m 120 100 7.34 0.17 100 7.70 0.17 100 0.11 0.17 dm.p1.4.m 95 40 0.78 0.58 40 0.71 0.58 40 0.02 0.58 dh.p1.4.m 20 5 0.24 0.75 5 0.23 0.75 5 0.01 0.75
dw.p1.4.n 150 125 8.94 0.17 125 9.08 0.17 120 0.08 0.20 dm.p1.4.n 90 40 1.06 0.56 40 1.32 0.56 40 0.02 0.56 dh.p1.4.n 30 10 0.23 0.67 10 0.22 0.67 10 0.02 0.67
dw.p1.4.o 160 130 9.72 0.19 130 10.23 0.19 125 0.07 0.22 dm.p1.4.o 105 65 1.12 0.38 65 0.88 0.38 65 0.02 0.38 dh.p1.4.o 25 15 0.31 0.40 15 0.32 0.40 15 0.01 0.40
dw.p1.4.p 165 150 10.49 0.09 150 11.86 0.09 140 0.09 0.15 dm.p1.4.p 120 65 1.02 0.46 65 1.00 0.46 65 0.01 0.46 dh.p1.4.p 40 10 0.35 0.75 10 0.26 0.75 10 0.02 0.75
dw.p1.4.q 170 115 7.32 0.32 115 8.09 0.32 110 0.06 0.35 dm.p1.4.q 130 80 0.95 0.38 75 1.26 0.42 75 0.02 0.42 dh.p1.4.q 10 5 0.22 0.50 5 0.23 0.50 5 0.02 0.50
dw.p1.4.r 200 140 8.27 0.30 140 9.53 0.30 150 0.09 0.25 dm.p1.4.r 135 60 0.99 0.56 60 0.89 0.56 60 0.02 0.56 dh.p1.4.r 30 10 0.25 0.67 10 0.32 0.67 10 0.02 0.67
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Table 4.12: Instance p2

Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy

Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev

dw.p2.2.a 90 70 1.09 0.22 70 1.07 0.22 70 0.24 0.22 dm.p2.2.a 55 35 0.23 0.36 35 0.22 36.4% 35 0.02 0.36 dh.p2.2.a 10 0 0.08 1.00 0 0.08 1.00 0 0.00 1.00
dw.p2.2.b 120 95 1.20 0.21 95 1.23 0.21 85 0.06 0.29 dm.p2.2.b 90 35 0.18 0.61 35 0.15 61.1% 35 0.01 0.61 dh.p2.2.b 25 0 0.09 1.00 0 0.09 1.00 0 0.01 1.00
dw.p2.2.c 130 110 1.10 0.15 110 1.05 0.15 110 0.05 0.15 dm.p2.2.c 110 55 0.14 0.50 55 0.16 50.0% 55 0.00 0.50 dh.p2.2.c 25 0 0.08 1.00 0 0.09 1.00 0 0.00 1.00
dw.p2.2.d 160 135 0.94 0.16 130 0.89 0.19 120 0.02 0.25 dm.p2.2.d 115 65 0.18 0.43 65 0.18 43.5% 65 0.01 0.43 dh.p2.2.d 45 20 0.08 0.56 20 0.09 0.56 20 0.00 0.56
dw.p2.2.e 180 160 2.51 0.11 155 2.35 0.14 155 0.06 0.14 dm.p2.2.e 110 40 0.35 0.64 40 0.35 63.6% 40 0.02 0.64 dh.p2.2.e 10 10 0.08 0.00 10 0.11 0.00 10 0.00 0.00
dw.p2.2.f 200 160 1.54 0.20 160 1.46 0.20 145 0.03 0.28 dm.p2.2.f 95 70 0.23 0.26 70 0.23 26.3% 70 0.00 0.26 dh.p2.2.f 65 10 0.08 0.85 10 0.09 0.85 10 0.00 0.85
dw.p2.2.g 200 180 1.48 0.10 180 1.36 0.10 150 0.02 0.25 dm.p2.2.g 160 100 0.19 0.38 100 0.19 37.5% 75 0.01 0.53 dh.p2.2.g 20 0 0.08 1.00 0 0.08 1.00 0 0.00 1.00
dw.p2.2.h 230 155 1.32 0.33 155 1.17 0.33 130 0.02 0.43 dm.p2.2.h 185 85 0.32 0.54 85 0.35 54.1% 75 0.01 0.59 dh.p2.2.h 35 25 0.08 0.29 25 0.07 0.29 25 0.00 0.29
dw.p2.2.i 200 200 2.44 0.00 200 2.36 0.00 145 0.06 0.28 dm.p2.2.i 190 145 0.64 0.24 145 0.79 23.7% 145 0.02 0.24 dh.p2.2.i 80 35 0.10 0.56 35 0.12 0.56 35 0.00 0.56
dw.p2.2.j 235 200 1.80 0.15 200 2.41 0.15 180 0.03 0.23 dm.p2.2.j 180 170 0.74 0.06 170 0.88 5.6% 170 0.01 0.06 dh.p2.2.j 65 45 0.11 0.31 45 0.11 0.31 45 0.00 0.31
dw.p2.2.k 240 210 1.99 0.13 210 1.91 0.13 185 0.05 0.23 dm.p2.2.k 240 145 0.60 0.40 135 0.43 43.8% 135 0.01 0.44 dh.p2.2.k 80 10 0.10 0.88 10 0.12 0.88 10 0.00 0.88
dw.p2.3.a 70 70 1.56 0.00 70 1.48 0.00 70 0.06 0.00 dm.p2.3.a 45 10 0.13 0.78 10 0.15 77.8% 10 0.01 0.78 dh.p2.3.a 15 0 0.08 1.00 0 0.10 1.00 0 0.01 1.00
dw.p2.3.b 70 70 1.13 0.00 70 1.06 0.00 70 0.04 0.00 dm.p2.3.b 60 10 0.41 0.83 10 0.49 83.3% 10 0.02 0.83 dh.p2.3.b 10 0 0.09 1.00 0 0.10 1.00 0 0.01 1.00
dw.p2.3.c 90 70 0.77 0.22 70 0.75 0.22 70 0.02 0.22 dm.p2.3.c 80 25 0.14 0.69 25 0.16 68.8% 25 0.01 0.69 dh.p2.3.c 0 0 0.08 0.00 0 0.08 0.00 0 0.00 0.00
dw.p2.3.d 105 85 1.12 0.19 85 1.01 0.19 75 0.04 0.29 dm.p2.3.d 20 10 0.13 0.50 10 0.16 50.0% 10 0.01 0.50 dh.p2.3.d 0 0 0.09 0.00 0 0.08 0.00 0 0.00 0.00
dw.p2.3.e 120 90 1.18 0.25 90 1.13 0.25 90 0.04 0.25 dm.p2.3.e 50 50 0.17 0.00 50 0.21 0.0% 50 0.01 0.00 dh.p2.3.e 10 10 0.14 0.00 10 0.14 0.00 10 0.01 0.00
dw.p2.3.f 105 80 0.93 0.24 60 0.88 0.43 60 0.04 0.43 dm.p2.3.f 80 60 0.19 0.25 60 0.20 25.0% 60 0.01 0.25 dh.p2.3.f 10 0 0.09 1.00 0 0.11 1.00 0 0.01 1.00
dw.p2.3.g 145 105 1.36 0.28 105 1.25 0.28 80 0.04 0.45 dm.p2.3.g 110 50 0.23 0.55 50 0.25 54.5% 50 0.01 0.55 dh.p2.3.g 20 0 0.09 1.00 0 0.11 1.00 0 0.01 1.00
dw.p2.3.h 160 120 1.52 0.25 120 1.39 0.25 120 0.02 0.25 dm.p2.3.h 110 60 0.20 0.45 60 0.24 45.5% 60 0.01 0.45 dh.p2.3.h 65 20 0.09 0.69 20 0.11 0.69 20 0.00 0.69
dw.p2.3.i 200 165 2.74 0.18 165 2.68 0.18 165 0.07 0.18 dm.p2.3.i 160 80 0.34 0.50 80 0.29 50.0% 80 0.01 0.50 dh.p2.3.i 0 0 0.09 0.00 0 0.11 0.00 0 0.01 0.00
dw.p2.3.j 200 140 1.47 0.30 140 1.05 0.30 120 0.02 0.40 dm.p2.3.j 120 80 0.24 0.33 80 0.24 33.3% 80 0.01 0.33 dh.p2.3.j 20 20 0.12 0.00 20 0.11 0.00 20 0.01 0.00
dw.p2.3.k 200 180 2.62 0.10 180 1.99 0.10 170 0.04 0.15 dm.p2.3.k 125 70 0.25 0.44 70 0.26 44.0% 70 0.01 0.44 dh.p2.3.k 10 0 0.09 1.00 0 0.09 1.00 0 0.01 1.00
dw.p2.4.a 10 10 0.77 0.00 10 0.72 0.00 10 0.03 0.00 dm.p2.4.a 10 0 0.17 1.00 0 0.19 100.0% 0 0.01 1.00 dh.p2.4.a 0 0 0.09 0.00 0 0.09 0.00 0 0.00 0.00
dw.p2.4.b 70 70 1.33 0.00 70 1.26 0.00 70 0.07 0.00 dm.p2.4.b 35 10 0.15 0.71 10 0.18 71.4% 10 0.01 0.71 dh.p2.4.b 0 0 0.10 0.00 0 0.09 0.00 0 0.00 0.00
dw.p2.4.c 70 60 0.50 0.14 60 0.48 0.14 60 0.02 0.14 dm.p2.4.c 55 35 0.16 0.36 35 0.19 36.4% 35 0.01 0.36 dh.p2.4.c 10 10 0.09 0.00 10 0.09 0.00 10 0.01 0.00
dw.p2.4.d 70 70 1.13 0.00 70 1.07 0.00 70 0.04 0.00 dm.p2.4.d 50 10 0.15 0.80 10 0.18 80.0% 10 0.01 0.80 dh.p2.4.d 0 0 0.11 0.00 0 0.11 0.00 0 0.00 0.00
dw.p2.4.e 70 70 0.99 0.00 70 0.92 0.00 70 0.03 0.00 dm.p2.4.e 35 25 0.16 0.29 25 0.18 28.6% 25 0.01 0.29 dh.p2.4.e 0 0 0.09 0.00 0 0.09 0.00 0 0.01 0.00
dw.p2.4.f 105 70 1.39 0.33 70 1.31 0.33 70 0.06 0.33 dm.p2.4.f 50 25 0.16 0.50 25 0.19 50.0% 25 0.01 0.50 dh.p2.4.f 25 0 0.09 1.00 0 0.10 1.00 0 0.01 1.00
dw.p2.4.g 90 70 1.26 0.22 70 1.16 0.22 70 0.04 0.22 dm.p2.4.g 80 55 0.60 0.31 55 0.72 31.3% 55 0.02 0.31 dh.p2.4.g 25 0 0.14 1.00 0 0.10 1.00 0 0.01 1.00
dw.p2.4.h 105 90 1.42 0.14 90 1.53 0.14 90 0.06 0.14 dm.p2.4.h 60 60 0.24 0.00 60 0.28 0.0% 60 0.01 0.00 dh.p2.4.h 0 0 0.09 0.00 0 0.10 0.00 0 0.00 0.00
dw.p2.4.i 105 105 1.56 0.00 105 1.55 0.00 85 0.03 0.19 dm.p2.4.i 25 10 0.16 0.60 10 0.17 60.0% 10 0.01 0.60 dh.p2.4.i 0 0 0.10 0.00 0 0.12 0.00 0 0.00 0.00
dw.p2.4.j 105 105 2.68 0.00 105 2.35 0.00 105 0.04 0.00 dm.p2.4.j 95 75 0.33 0.21 75 0.36 21.1% 75 0.01 0.21 dh.p2.4.j 45 10 0.09 0.78 10 0.12 0.78 10 0.01 0.78
dw.p2.4.k 165 105 1.93 0.36 105 1.83 0.36 80 0.03 0.52 dm.p2.4.k 45 25 0.15 0.44 25 0.14 44.4% 25 0.01 0.44 dh.p2.4.k 25 0 0.09 1.00 0 0.12 1.00 0 0.00 1.00
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Table 4.13: Instance p3

Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy

Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev

dw.p3.2.a 40 40 0.90 0.00 40 0.90 0.00 40 0.10 0.00 dm.p3.2.a 70 10 0.29 0.86 10 0.29 0.86 10 0.03 0.86 dh.p3.2.a 10 10 0.10 0.00 10 0.10 0.00 10 0.01 0.00
dw.p3.2.b 130 80 1.95 0.38 80 1.95 0.38 80 0.11 0.38 dm.p3.2.b 120 60 0.37 0.50 60 0.40 0.50 60 0.01 0.50 dh.p3.2.b 80 30 0.14 0.63 30 0.14 0.63 30 0.01 0.63
dw.p3.2.c 160 130 1.41 0.19 110 1.39 0.31 110 0.03 0.31 dm.p3.2.c 160 70 0.52 0.56 70 0.40 0.56 70 0.01 0.56 dh.p3.2.c 50 40 0.22 0.20 40 0.20 0.20 40 0.01 0.20
dw.p3.2.d 200 160 1.86 0.20 160 1.74 0.20 120 0.02 0.40 dm.p3.2.d 150 80 0.35 0.47 80 0.30 0.47 80 0.01 0.47 dh.p3.2.d 60 0 0.10 1.00 0 0.10 1.00 0 0.00 1.00
dw.p3.2.e 250 220 5.45 0.12 220 5.16 0.12 140 0.12 0.44 dm.p3.2.e 190 120 0.55 0.37 120 0.45 0.37 120 0.01 0.37 dh.p3.2.e 70 20 0.14 0.71 20 0.15 0.71 20 0.01 0.71
dw.p3.2.f 290 230 4.26 0.21 230 4.09 0.21 160 0.05 0.45 dm.p3.2.f 230 80 0.40 0.65 120 0.40 0.48 80 0.01 0.65 dh.p3.2.f 100 30 0.15 0.70 30 0.16 0.70 30 0.01 0.70
dw.p3.2.g 340 310 9.27 0.09 290 9.49 0.15 290 0.16 0.15 dm.p3.2.g 290 170 0.46 0.41 180 0.52 0.38 130 0.01 0.55 dh.p3.2.g 90 40 0.17 0.56 40 0.18 0.56 40 0.01 0.56
dw.p3.2.h 390 360 8.60 0.08 340 8.69 0.13 290 0.12 0.26 dm.p3.2.h 280 180 0.68 0.36 180 0.60 0.36 180 0.01 0.36 dh.p3.2.h 140 90 0.25 0.36 90 0.26 0.36 90 0.01 0.36
dw.p3.2.i 430 360 6.08 0.16 360 6.41 0.16 280 0.07 0.35 dm.p3.2.i 370 210 0.83 0.43 210 0.79 0.43 240 0.02 0.35 dh.p3.2.i 150 60 0.18 0.60 60 0.25 0.60 60 0.01 0.60
dw.p3.2.j 480 340 7.29 0.29 340 7.31 0.29 310 0.06 0.35 dm.p3.2.j 420 230 0.68 0.45 230 0.56 0.45 230 0.02 0.45 dh.p3.2.j 140 70 0.27 0.50 70 0.28 0.50 70 0.01 0.50
dw.p3.2.k 530 430 11.79 0.19 410 9.70 0.23 290 0.09 0.45 dm.p3.2.k 330 190 1.27 0.42 190 0.95 0.42 190 0.02 0.42 dh.p3.2.k 220 110 0.25 0.50 110 0.27 0.50 110 0.01 0.50
dw.p3.2.l 500 440 9.77 0.12 440 10.88 0.12 350 0.10 0.30 dm.p3.2.l 370 250 1.47 0.32 250 0.99 0.32 240 0.01 0.35 dh.p3.2.l 160 70 0.32 0.56 70 0.32 0.56 70 0.01 0.56
dw.p3.2.m 610 550 10.74 0.10 540 10.74 0.11 420 0.06 0.31 dm.p3.2.m 410 280 1.66 0.32 280 1.15 0.32 250 0.01 0.39 dh.p3.2.m 200 150 0.41 0.25 150 0.29 0.25 150 0.01 0.25
dw.p3.2.n 620 510 14.74 0.18 510 15.12 0.18 430 0.07 0.31 dm.p3.2.n 380 230 0.88 0.39 270 1.52 0.29 210 0.02 0.45 dh.p3.2.n 180 150 0.38 0.17 150 0.33 0.17 150 0.01 0.17
dw.p3.2.o 660 550 15.34 0.17 560 12.80 0.15 430 0.06 0.35 dm.p3.2.o 430 230 0.36 0.47 280 0.86 0.35 230 0.02 0.47 dh.p3.2.o 200 90 0.24 0.55 90 0.19 0.55 90 0.01 0.55
dw.p3.2.p 700 590 14.95 0.16 590 18.67 0.16 570 0.13 0.19 dm.p3.2.p 500 310 1.11 0.38 370 1.77 0.26 310 0.01 0.38 dh.p3.2.p 330 190 0.21 0.42 190 0.20 0.42 170 0.01 0.48
dw.p3.2.q 710 620 11.05 0.13 630 12.27 0.11 530 0.12 0.25 dm.p3.2.q 480 380 1.54 0.21 380 1.85 0.21 280 0.01 0.42 dh.p3.2.q 260 180 0.29 0.31 180 0.33 0.31 180 0.01 0.31
dw.p3.2.r 710 610 12.17 0.14 620 12.98 0.13 480 0.07 0.32 dm.p3.2.r 500 360 1.36 0.28 360 1.02 0.28 350 0.02 0.30 dh.p3.2.r 270 120 0.32 0.56 120 0.30 0.56 120 0.00 0.56
dw.p3.2.s 700 650 10.64 0.07 650 10.62 0.07 620 0.08 0.11 dm.p3.2.s 590 490 3.54 0.17 490 3.51 0.17 470 0.01 0.20 dh.p3.2.s 250 150 0.34 0.40 150 0.32 0.40 150 0.01 0.40
dw.p3.2.t 790 740 13.52 0.06 730 13.18 0.08 540 0.03 0.32 dm.p3.2.t 620 530 5.12 0.15 530 4.96 0.15 490 0.02 0.21 dh.p3.2.t 240 110 0.30 0.54 110 0.27 0.54 110 0.00 0.54
dw.p3.3.a 30 30 1.36 0.00 30 1.68 0.00 30 0.05 0.00 dm.p3.3.a 10 10 0.45 0.00 10 0.44 0.00 10 0.02 0.00 dh.p3.3.a 0 0 0.11 0.00 0 0.11 0.00 0 0.00 0.00
dw.p3.3.b 40 30 1.46 0.25 30 1.79 0.25 30 0.05 0.25 dm.p3.3.b 70 10 0.16 0.86 10 0.14 0.86 10 0.01 0.86 dh.p3.3.b 0 0 0.11 0.00 0 0.10 0.00 0 0.01 0.00
dw.p3.3.c 120 60 1.08 0.50 60 1.23 0.50 60 0.05 0.50 dm.p3.3.c 80 30 0.36 0.63 30 0.22 0.63 30 0.01 0.63 dh.p3.3.c 10 10 0.11 0.00 10 0.11 0.00 10 0.01 0.00
dw.p3.3.d 170 110 2.42 0.35 110 2.43 0.35 100 0.05 0.41 dm.p3.3.d 110 60 0.51 0.45 60 0.52 0.45 60 0.02 0.45 dh.p3.3.d 20 20 0.11 0.00 20 0.12 0.00 20 0.01 0.00
dw.p3.3.e 210 140 1.90 0.33 140 2.01 0.33 120 0.06 0.43 dm.p3.3.e 90 70 0.54 0.22 70 0.50 0.22 70 0.02 0.22 dh.p3.3.e 10 10 0.27 0.00 10 0.28 0.00 10 0.02 0.00
dw.p3.3.f 230 180 6.18 0.22 180 6.80 0.22 160 0.15 0.30 dm.p3.3.f 190 140 0.71 0.26 140 0.54 0.26 140 0.01 0.26 dh.p3.3.f 70 30 0.18 0.57 30 0.18 0.57 20 0.01 0.71
dw.p3.3.g 270 230 6.60 0.15 230 6.87 0.15 230 0.12 0.15 dm.p3.3.g 200 140 0.73 0.30 140 0.72 0.30 140 0.02 0.30 dh.p3.3.g 100 20 0.18 0.80 20 0.17 0.80 20 0.01 0.80
dw.p3.3.h 300 290 6.32 0.03 270 6.14 0.10 280 0.11 0.07 dm.p3.3.h 230 130 0.84 0.43 130 0.63 0.43 130 0.02 0.43 dh.p3.3.h 40 20 0.21 0.50 20 0.22 0.50 20 0.01 0.50
dw.p3.3.i 330 280 10.30 0.15 300 11.35 0.09 240 0.12 0.27 dm.p3.3.i 250 150 0.70 0.40 150 0.74 0.40 150 0.02 0.40 dh.p3.3.i 90 30 0.18 0.67 30 0.19 0.67 30 0.01 0.67
dw.p3.3.j 380 360 8.97 0.05 350 9.93 0.08 330 0.13 0.13 dm.p3.3.j 270 210 0.92 0.22 210 0.83 0.22 210 0.02 0.22 dh.p3.3.j 130 30 0.18 0.77 30 0.21 0.77 30 0.01 0.77
dw.p3.3.k 420 360 8.76 0.14 360 9.48 0.14 270 0.06 0.36 dm.p3.3.k 310 220 1.02 0.29 220 1.27 0.29 210 0.01 0.32 dh.p3.3.k 110 30 0.33 0.73 30 0.20 0.73 30 0.01 0.73
dw.p3.3.l 450 370 7.33 0.18 370 7.78 0.18 300 0.08 0.33 dm.p3.3.l 380 240 1.34 0.37 200 0.88 0.47 200 0.02 0.47 dh.p3.3.l 100 30 0.21 0.70 30 0.20 0.70 30 0.01 0.70
dw.p3.3.m 490 370 11.38 0.24 370 12.12 0.24 340 0.13 0.31 dm.p3.3.m 390 180 0.52 0.54 180 0.45 0.54 180 0.02 0.54 dh.p3.3.m 150 90 0.24 0.40 90 0.22 0.40 80 0.01 0.47
dw.p3.3.n 560 430 12.28 0.23 430 13.64 0.23 450 0.09 0.20 dm.p3.3.n 390 160 0.61 0.59 160 0.48 0.59 150 0.02 0.62 dh.p3.3.n 150 50 0.38 0.67 50 0.31 0.67 50 0.01 0.67
dw.p3.3.o 560 380 8.53 0.32 390 8.91 0.30 300 0.07 0.46 dm.p3.3.o 360 210 1.68 0.42 210 1.62 0.42 190 0.01 0.47 dh.p3.3.o 150 90 0.27 0.40 90 0.24 0.40 90 0.01 0.40
dw.p3.3.p 630 550 18.21 0.13 540 19.01 0.14 540 0.12 0.14 dm.p3.3.p 480 280 3.66 0.42 280 2.83 0.42 260 0.02 0.46 dh.p3.3.p 160 50 0.33 0.69 50 0.32 0.69 50 0.01 0.69
dw.p3.3.q 630 480 10.80 0.24 490 8.89 0.22 490 0.05 0.22 dm.p3.3.q 500 260 1.23 0.48 260 1.08 0.48 260 0.03 0.48 dh.p3.3.q 200 100 0.38 0.50 100 0.28 0.50 100 0.01 0.50
dw.p3.3.r 680 580 12.36 0.15 580 13.90 0.15 440 0.06 0.35 dm.p3.3.r 510 290 2.04 0.43 290 1.85 0.43 250 0.01 0.51 dh.p3.3.r 270 110 0.38 0.59 110 0.33 0.59 110 0.01 0.59
dw.p3.3.s 680 480 12.35 0.29 470 13.28 0.31 470 0.02 0.31 dm.p3.3.s 510 360 1.89 0.29 360 1.85 0.29 360 0.02 0.29 dh.p3.3.s 210 90 0.55 0.57 90 0.43 0.57 90 0.01 0.57
dw.p3.3.t 710 560 10.80 0.21 580 10.76 0.18 580 0.11 0.18 dm.p3.3.t 570 430 6.27 0.25 430 5.75 0.25 370 0.01 0.35 dh.p3.3.t 210 70 0.46 0.67 70 0.36 0.67 70 0.01 0.67
dw.p3.4.a 20 20 1.34 0.00 20 1.26 0.00 20 0.05 0.00 dm.p3.4.a 20 20 0.16 0.00 20 0.16 0.00 20 0.01 0.00 dh.p3.4.a 0 0 0.11 0.00 0 0.10 0.00 0 0.01 0.00
dw.p3.4.b 30 30 1.47 0.00 30 1.42 0.00 30 0.03 0.00 dm.p3.4.b 20 10 0.24 0.50 10 0.17 0.50 10 0.01 0.50 dh.p3.4.b 10 10 0.19 0.00 10 0.18 0.00 10 0.01 0.00
dw.p3.4.c 90 30 1.12 0.67 30 1.30 0.67 30 0.04 0.67 dm.p3.4.c 30 10 0.19 0.67 10 0.18 0.67 10 0.01 0.67 dh.p3.4.c 20 0 0.13 1.00 0 0.12 1.00 0 0.01 1.00
dw.p3.4.d 90 80 1.67 0.11 80 2.00 0.11 80 0.04 0.11 dm.p3.4.d 70 70 0.23 0.00 70 0.23 0.00 70 0.01 0.00 dh.p3.4.d 0 0 0.13 0.00 0 0.12 0.00 0 0.01 0.00
dw.p3.4.e 130 120 2.97 0.08 120 3.27 0.08 120 0.08 0.08 dm.p3.4.e 90 70 0.62 0.22 70 0.63 0.22 70 0.02 0.22 dh.p3.4.e 0 0 0.13 0.00 0 0.13 0.00 0 0.01 0.00
dw.p3.4.f 190 160 3.98 0.16 160 4.62 0.16 160 0.10 0.16 dm.p3.4.f 140 100 0.55 0.29 100 0.52 0.29 100 0.02 0.29 dh.p3.4.f 30 20 0.26 0.33 20 0.24 0.33 20 0.01 0.33
dw.p3.4.g 190 160 6.10 0.16 160 6.67 0.16 160 0.16 0.16 dm.p3.4.g 100 60 0.58 0.40 60 0.58 0.40 60 0.02 0.40 dh.p3.4.g 10 0 0.14 1.00 0 0.13 1.00 0 0.01 1.00
dw.p3.4.h 240 210 5.83 0.13 210 6.30 0.13 160 0.10 0.33 dm.p3.4.h 130 70 0.82 0.46 70 0.83 0.46 70 0.02 0.46 dh.p3.4.h 100 30 0.25 0.70 30 0.27 0.70 30 0.02 0.70
dw.p3.4.i 250 220 6.12 0.12 230 6.68 0.08 210 0.13 0.16 dm.p3.4.i 220 120 0.63 0.45 120 0.73 0.45 120 0.02 0.45 dh.p3.4.i 50 50 0.39 0.00 50 0.30 0.00 50 0.01 0.00
dw.p3.4.j 300 230 5.30 0.23 230 4.93 0.23 230 0.05 0.23 dm.p3.4.j 200 160 0.89 0.20 160 0.83 0.20 160 0.02 0.20 dh.p3.4.j 70 30 0.25 0.57 30 0.27 0.57 30 0.01 0.57
dw.p3.4.k 350 280 8.44 0.20 290 8.50 0.17 260 0.11 0.26 dm.p3.4.k 260 90 0.76 0.65 90 0.60 0.65 90 0.02 0.65 dh.p3.4.k 80 30 0.26 0.63 30 0.25 0.63 30 0.02 0.63
dw.p3.4.l 370 290 5.98 0.22 290 5.64 0.22 280 0.07 0.24 dm.p3.4.l 260 160 1.03 0.38 160 0.82 0.38 150 0.02 0.42 dh.p3.4.l 90 40 0.41 0.56 40 0.41 0.56 40 0.02 0.56
dw.p3.4.m 370 270 4.65 0.27 270 4.77 0.27 220 0.08 0.41 dm.p3.4.m 240 130 1.90 0.46 130 1.49 0.46 130 0.02 0.46 dh.p3.4.m 80 30 0.24 0.63 30 0.23 0.63 30 0.01 0.63
dw.p3.4.n 430 340 8.88 0.21 310 9.99 0.28 290 0.09 0.33 dm.p3.4.n 270 130 1.07 0.52 130 1.05 0.52 120 0.02 0.56 dh.p3.4.n 110 50 0.42 0.55 50 0.42 0.55 50 0.01 0.55
dw.p3.4.o 480 370 5.48 0.23 370 5.64 0.23 320 0.02 0.33 dm.p3.4.o 360 200 1.04 0.44 200 0.91 0.44 200 0.02 0.44 dh.p3.4.o 110 50 0.34 0.55 50 0.37 0.55 50 0.01 0.55
dw.p3.4.p 540 450 12.87 0.17 450 12.58 0.17 390 0.07 0.28 dm.p3.4.p 340 200 1.88 0.41 200 1.85 0.41 200 0.02 0.41 dh.p3.4.p 190 100 0.52 0.47 100 0.50 0.47 90 0.02 0.53
dw.p3.4.q 540 450 12.82 0.17 460 11.25 0.15 410 0.11 0.24 dm.p3.4.q 430 200 1.08 0.53 190 0.86 0.56 190 0.02 0.56 dh.p3.4.q 160 90 0.35 0.44 90 0.34 0.44 80 0.01 0.50
dw.p3.4.r 520 460 9.27 0.12 460 9.19 0.12 340 0.06 0.35 dm.p3.4.r 460 300 1.39 0.35 300 1.09 0.35 300 0.02 0.35 dh.p3.4.r 160 80 0.32 0.50 80 0.35 0.50 80 0.02 0.50
dw.p3.4.s 620 540 16.06 0.13 560 16.05 0.10 530 0.14 0.15 dm.p3.4.s 420 250 1.71 0.40 240 1.53 0.43 240 0.02 0.43 dh.p3.4.s 190 90 0.49 0.53 90 0.51 0.53 90 0.02 0.53
dw.p3.4.t 660 580 13.98 0.12 620 12.32 0.06 530 0.10 0.20 dm.p3.4.t 460 230 1.09 0.50 240 1.12 0.48 220 0.03 0.52 dh.p3.4.t 170 40 0.27 0.76 40 0.28 0.76 40 0.02 0.76
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Table 4.14: Instance p4

Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy

Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev

dw.p4.2.a 143 125 20.01 12.6% 125 20.21 12.6% 111 0.37 22.4% dm.p4.2.a 146 70 1.73 0.52 70 1.71 0.52 70 0.03 0.52 dh.p4.2.a 84 28 0.64 0.67 28 0.69 0.67 28 0.02 0.67
dw.p4.2.b 281 234 81.50 16.7% 230 83.67 18.1% 202 0.46 28.1% dm.p4.2.b 215 111 1.61 0.48 111 1.58 0.48 111 0.05 0.48 dh.p4.2.b 127 86 0.91 0.32 86 0.92 0.32 86 0.03 0.32
dw.p4.2.c 380 351 117.36 7.6% 351 124.64 7.6% 250 0.39 34.2% dm.p4.2.c 273 171 4.09 0.37 169 4.00 0.38 199 0.06 0.27 dh.p4.2.c 156 101 0.57 0.35 101 0.57 0.35 101 0.02 0.35
dw.p4.2.d 471 433 225.10 8.1% 405 187.43 14.0% 265 0.64 43.7% dm.p4.2.d 335 272 15.47 0.19 272 15.66 0.19 241 0.06 0.28 dh.p4.2.d 180 120 0.68 0.33 120 0.69 0.33 120 0.01 0.33
dw.p4.2.e 521 455 211.94 12.7% 468 255.50 10.2% 323 0.60 38.0% dm.p4.2.e 399 304 27.84 0.24 304 26.92 0.24 185 0.11 0.54 dh.p4.2.e 206 87 0.77 0.58 87 0.75 0.58 86 0.02 0.58
dw.p4.2.f 613 521 313.82 15.0% 542 323.24 11.6% 358 0.69 41.6% dm.p4.2.f 480 340 37.39 0.29 340 41.35 0.29 268 0.07 0.44 dh.p4.2.f 208 140 1.77 0.33 140 1.63 0.33 140 0.02 0.33
dw.p4.2.g 642 630 406.31 1.9% 622 389.21 3.1% 495 0.91 22.9% dm.p4.2.g 502 398 58.84 0.21 398 58.65 0.21 338 0.07 0.33 dh.p4.2.g 233 123 1.31 0.47 123 1.27 0.47 123 0.02 0.47
dw.p4.2.h 685 672 595.60 1.9% 637 477.49 7.0% 447 1.65 34.7% dm.p4.2.h 545 431 74.36 0.21 431 70.29 0.21 272 0.07 0.50 dh.p4.2.h 258 146 1.55 0.43 170 1.18 0.34 170 0.02 0.34
dw.p4.2.i 726 725 660.75 0.1% 707 632.49 2.6% 525 1.65 27.7% dm.p4.2.i 604 429 63.81 0.29 443 82.91 0.27 294 0.06 0.51 dh.p4.2.i 273 121 0.87 0.56 121 0.85 0.56 137 0.02 0.50
dw.p4.2.j 781 804 707.34 -2.9% 804 666.07 -2.9% 593 1.94 24.1% dm.p4.2.j 600 527 80.65 0.12 527 76.53 0.12 395 0.08 0.34 dh.p4.2.j 311 190 1.71 0.39 190 1.69 0.39 190 0.02 0.39
dw.p4.2.k 830 815 851.20 1.8% 778 682.66 6.3% 557 1.95 32.9% dm.p4.2.k 645 545 131.76 0.16 553 128.73 0.14 386 0.07 0.40 dh.p4.2.k 293 208 4.03 0.29 208 3.96 0.29 168 0.02 0.43
dw.p4.2.l 936 908 722.95 3.0% 861 689.40 8.0% 686 1.04 26.7% dm.p4.2.l 589 490 84.89 0.17 491 85.47 0.17 343 0.07 0.42 dh.p4.2.l 347 296 5.81 0.15 296 5.73 0.15 296 0.02 0.15
dw.p4.2.m 927 892 1138.28 3.8% 900 1057.45 2.9% 601 1.28 35.2% dm.p4.2.m 680 558 81.50 0.18 554 81.42 0.19 412 0.08 0.39 dh.p4.2.m 275 182 2.25 0.34 182 2.23 0.34 182 0.02 0.34
dw.p4.2.n 992 971 960.20 2.1% 934 944.64 5.8% 726 1.45 26.8% dm.p4.2.n 808 673 121.04 0.17 673 113.10 0.17 517 0.08 0.36 dh.p4.2.n 353 219 2.38 0.38 219 2.36 0.38 206 0.02 0.42
dw.p4.2.o 1063 1024 1722.06 3.7% 1054 1599.59 0.8% 837 5.94 21.3% dm.p4.2.o 801 728 181.29 0.09 701 192.26 0.12 573 0.17 0.28 dh.p4.2.o 368 241 1.86 0.35 241 1.85 0.35 216 0.02 0.41
dw.p4.2.p 1018 1053 1544.56 -3.4% 996 1282.74 2.2% 784 2.67 23.0% dm.p4.2.p 825 771 164.91 0.07 749 147.13 0.09 519 0.16 0.37 dh.p4.2.p 349 211 6.01 0.40 211 5.97 0.40 211 0.01 0.40
dw.p4.2.q 1008 1026 1216.95 -1.8% 1004 1182.69 0.4% 831 1.67 17.6% dm.p4.2.q 826 731 182.71 0.12 742 177.36 0.10 544 0.09 0.34 dh.p4.2.q 381 186 1.44 0.51 186 1.40 0.51 183 0.02 0.52
dw.p4.2.r 1077 1013 1450.38 5.9% 979 1433.91 9.1% 707 0.74 34.4% dm.p4.2.r 807 683 109.55 0.15 626 105.16 0.22 494 0.10 0.39 dh.p4.2.r 437 321 18.73 0.27 321 12.37 0.27 226 0.02 0.48
dw.p4.2.s 1220 1089 1928.87 10.7% 1081 1822.33 11.4% 825 2.66 32.4% dm.p4.2.s 860 756 145.71 0.12 752 143.83 0.13 632 0.11 0.27 dh.p4.2.s 389 255 6.40 0.34 255 6.23 0.34 254 0.02 0.35
dw.p4.2.t 1192 1133 1583.53 4.9% 1118 1453.72 6.2% 863 1.19 27.6% dm.p4.2.t 869 788 197.54 0.09 758 181.16 0.13 539 0.10 0.38 dh.p4.2.t 418 254 2.47 0.39 254 2.42 0.39 196 0.02 0.53
dw.p4.3.a 0 0 0.98 0.0% 0 0.82 0.0% 0 0.04 0.0% dm.p4.3.a 0 0 0.38 0.00 0 0.43 0.00 0 0.01 0.00 dh.p4.3.a 0 0 0.30 0.00 0 0.29 0.00 0 0.01 0.00
dw.p4.3.b 1 0 0.64 100.0% 0 0.48 100.0% 0 0.02 100.0% dm.p4.3.b 12 11 1.57 0.08 11 1.75 0.08 11 0.06 0.08 dh.p4.3.b 1 0 0.21 1.00 0 0.18 1.00 0 0.01 1.00
dw.p4.3.c 135 81 13.34 40.0% 81 14.34 40.0% 58 0.26 57.0% dm.p4.3.c 158 106 3.30 0.33 106 3.65 0.33 106 0.07 0.33 dh.p4.3.c 45 0 0.20 1.00 0 0.18 1.00 0 0.01 1.00
dw.p4.3.d 278 241 57.26 13.3% 241 56.20 13.3% 206 0.46 25.9% dm.p4.3.d 236 143 2.07 0.39 143 2.26 0.39 113 0.06 0.52 dh.p4.3.d 119 28 0.65 0.76 28 0.63 0.76 28 0.03 0.76
dw.p4.3.e 408 373 105.24 8.6% 362 113.66 11.3% 291 0.76 28.7% dm.p4.3.e 285 218 5.12 0.24 218 5.49 0.24 174 0.07 0.39 dh.p4.3.e 140 67 1.16 0.52 67 1.12 0.52 66 0.02 0.53
dw.p4.3.f 485 400 178.49 17.5% 379 202.69 21.9% 345 0.32 28.9% dm.p4.3.f 330 214 12.13 0.35 214 12.57 0.35 202 0.08 0.39 dh.p4.3.f 123 89 1.16 0.28 89 1.10 0.28 89 0.02 0.28
dw.p4.3.g 549 389 138.28 29.1% 470 305.64 14.4% 314 0.42 42.8% dm.p4.3.g 475 343 17.08 0.28 343 19.20 0.28 296 0.06 0.38 dh.p4.3.g 175 83 1.91 0.53 83 1.77 0.53 82 0.03 0.53
dw.p4.3.h 672 592 388.63 11.9% 645 409.02 4.0% 424 0.93 36.9% dm.p4.3.h 441 326 34.09 0.26 326 32.51 0.26 269 0.07 0.39 dh.p4.3.h 209 77 1.04 0.63 80 0.93 0.62 80 0.03 0.62
dw.p4.3.i 628 587 337.52 6.5% 594 379.21 5.4% 517 0.88 17.7% dm.p4.3.i 488 358 45.76 0.27 340 45.56 0.30 290 0.07 0.41 dh.p4.3.i 198 90 0.93 0.55 92 1.15 0.54 78 0.04 0.61
dw.p4.3.j 731 714 480.54 2.3% 746 537.09 -2.1% 508 0.71 30.5% dm.p4.3.j 568 436 59.47 0.23 436 51.12 0.23 375 0.08 0.34 dh.p4.3.j 213 78 0.90 0.63 61 1.19 0.71 49 0.03 0.77
dw.p4.3.k 767 731 671.41 4.7% 698 680.04 9.0% 523 0.71 31.8% dm.p4.3.k 573 439 83.92 0.23 438 83.09 0.24 403 0.10 0.30 dh.p4.3.k 221 81 1.38 0.63 81 1.34 0.63 52 0.03 0.76
dw.p4.3.l 799 740 517.33 7.4% 738 538.47 7.6% 513 0.65 35.8% dm.p4.3.l 638 440 80.95 0.31 461 89.03 0.28 327 0.08 0.49 dh.p4.3.l 195 84 0.93 0.57 84 0.91 0.57 83 0.03 0.57
dw.p4.3.m 888 898 852.23 -1.1% 888 859.93 0.0% 746 1.51 16.0% dm.p4.3.m 671 488 65.77 0.27 443 37.48 0.34 480 0.07 0.28 dh.p4.3.m 285 160 1.83 0.44 181 2.33 0.36 201 0.03 0.29
dw.p4.3.n 885 855 746.07 3.4% 842 716.63 4.9% 610 0.70 31.1% dm.p4.3.n 702 508 97.09 0.28 476 107.26 0.32 494 0.08 0.30 dh.p4.3.n 300 153 2.41 0.49 153 2.63 0.49 153 0.03 0.49
dw.p4.3.o 939 898 965.51 4.4% 909 961.71 3.2% 718 1.16 23.5% dm.p4.3.o 747 526 110.27 0.30 585 139.77 0.22 443 0.09 0.41 dh.p4.3.o 342 225 2.21 0.34 225 2.26 0.34 217 0.02 0.37
dw.p4.3.p 972 992 1126.70 -2.1% 1029 1051.63 -5.9% 785 0.99 19.2% dm.p4.3.p 745 716 146.24 0.04 717 149.88 0.04 522 0.07 0.30 dh.p4.3.p 360 183 1.57 0.49 213 2.47 0.41 191 0.03 0.47
dw.p4.3.q 1076 1016 954.47 5.6% 998 910.99 7.2% 789 0.80 26.7% dm.p4.3.q 807 681 148.42 0.16 691 176.52 0.14 543 0.11 0.33 dh.p4.3.q 300 171 2.21 0.43 171 2.29 0.43 173 0.02 0.42
dw.p4.3.r 1075 1054 939.69 2.0% 1036 821.97 3.6% 863 0.61 19.7% dm.p4.3.r 749 637 116.56 0.15 637 119.13 0.15 519 0.09 0.31 dh.p4.3.r 341 163 1.66 0.52 163 1.62 0.52 163 0.02 0.52
dw.p4.3.s 1215 1152 1265.74 5.2% 1105 1174.63 9.1% 914 1.15 24.8% dm.p4.3.s 796 601 137.72 0.24 648 127.96 0.19 572 0.12 0.28 dh.p4.3.s 405 200 4.15 0.51 200 2.83 0.51 166 0.02 0.59
dw.p4.3.t 1116 1038 1204.47 7.0% 1008 1173.49 9.7% 933 0.69 16.4% dm.p4.3.t 854 642 126.72 0.25 639 128.46 0.25 480 0.09 0.44 dh.p4.3.t 404 273 5.12 0.32 273 5.16 0.32 273 0.02 0.32
dw.p4.4.a 0 0 0.86 0.0% 0 0.75 0.0% 0 0.03 0.0% dm.p4.4.a 0 0 0.45 0.00 0 0.44 0.00 0 0.02 0.00 dh.p4.4.a 0 0 0.24 0.00 0 0.23 0.00 0 0.01 0.00
dw.p4.4.b 0 0 0.61 0.0% 0 0.64 0.0% 0 0.02 0.0% dm.p4.4.b 0 0 0.31 0.00 0 0.32 0.00 0 0.02 0.00 dh.p4.4.b 0 0 0.24 0.00 0 0.22 0.00 0 0.01 0.00
dw.p4.4.c 0 0 0.69 0.0% 0 0.70 0.0% 0 0.03 0.0% dm.p4.4.c 0 0 0.30 0.00 0 0.31 0.00 0 0.01 0.00 dh.p4.4.c 0 0 0.23 0.00 0 0.22 0.00 0 0.01 0.00
dw.p4.4.d 12 0 0.67 100.0% 0 0.70 100.0% 0 0.03 100.0% dm.p4.4.d 12 11 1.94 0.08 11 2.02 0.08 11 0.03 0.08 dh.p4.4.d 1 0 0.22 1.00 0 0.23 1.00 0 0.01 1.00
dw.p4.4.e 183 145 26.70 20.8% 145 27.49 20.8% 161 0.34 12.0% dm.p4.4.e 106 68 2.70 0.36 68 2.84 0.36 68 0.05 0.36 dh.p4.4.e 51 18 0.62 0.65 18 0.60 0.65 17 0.02 0.67
dw.p4.4.f 262 194 46.59 26.0% 197 49.26 24.8% 157 0.30 40.1% dm.p4.4.f 179 57 3.03 0.68 57 3.22 0.68 56 0.06 0.69 dh.p4.4.f 94 45 0.84 0.52 45 0.87 0.52 45 0.02 0.52
dw.p4.4.g 409 328 203.15 19.8% 328 209.94 19.8% 298 0.67 27.1% dm.p4.4.g 232 140 2.80 0.40 140 3.00 0.40 140 0.08 0.40 dh.p4.4.g 127 46 1.06 0.64 46 1.09 0.64 45 0.02 0.65
dw.p4.4.h 526 447 197.40 15.0% 447 208.38 15.0% 412 0.60 21.7% dm.p4.4.h 385 248 6.39 0.36 248 6.50 0.36 248 0.08 0.36 dh.p4.4.h 172 82 0.57 0.52 82 0.58 0.52 82 0.02 0.52
dw.p4.4.i 595 413 224.77 30.6% 422 264.32 29.1% 334 0.68 43.9% dm.p4.4.i 429 263 14.49 0.39 261 13.04 0.39 263 0.07 0.39 dh.p4.4.i 124 48 0.91 0.61 48 0.92 0.61 47 0.04 0.62
dw.p4.4.j 623 584 392.37 6.3% 573 384.99 8.0% 437 0.65 29.9% dm.p4.4.j 382 295 32.76 0.23 292 41.76 0.24 283 0.09 0.26 dh.p4.4.j 192 92 1.37 0.52 92 1.31 0.52 92 0.03 0.52
dw.p4.4.k 702 605 545.01 13.8% 630 486.60 10.3% 480 1.56 31.6% dm.p4.4.k 548 381 50.36 0.30 413 53.95 0.25 380 0.12 0.31 dh.p4.4.k 161 41 1.49 0.75 41 1.50 0.75 41 0.03 0.75
dw.p4.4.l 681 657 535.16 3.5% 673 487.47 1.2% 514 0.64 24.5% dm.p4.4.l 558 387 36.63 0.31 387 41.16 0.31 288 0.09 0.48 dh.p4.4.l 159 35 0.74 0.78 35 0.75 0.78 35 0.04 0.78
dw.p4.4.m 780 713 574.14 8.6% 715 577.73 8.3% 584 0.88 25.1% dm.p4.4.m 561 359 34.07 0.36 343 33.68 0.39 310 0.07 0.45 dh.p4.4.m 234 96 1.49 0.59 96 1.56 0.59 51 0.04 0.78
dw.p4.4.n 856 704 642.39 17.8% 691 611.89 19.3% 598 1.35 30.1% dm.p4.4.n 636 462 94.82 0.27 420 85.57 0.34 317 0.09 0.50 dh.p4.4.n 257 119 0.84 0.54 119 0.84 0.54 107 0.02 0.58
dw.p4.4.o 977 867 835.19 11.3% 818 908.81 16.3% 675 1.74 30.9% dm.p4.4.o 671 411 45.95 0.39 441 69.19 0.34 378 0.09 0.44 dh.p4.4.o 303 104 1.02 0.66 104 0.99 0.66 104 0.03 0.66
dw.p4.4.p 944 832 851.85 11.9% 876 806.23 7.2% 706 0.69 25.2% dm.p4.4.p 714 533 84.87 0.25 526 82.16 0.26 508 0.08 0.29 dh.p4.4.p 342 147 1.27 0.57 164 1.36 0.52 146 0.03 0.57
dw.p4.4.q 995 907 865.89 8.8% 908 846.34 8.7% 729 0.69 26.7% dm.p4.4.q 709 523 116.56 0.26 523 124.33 0.26 423 0.10 0.40 dh.p4.4.q 311 129 1.23 0.59 129 1.25 0.59 129 0.03 0.59
dw.p4.4.r 969 936 949.73 3.4% 909 939.95 6.2% 760 1.47 21.6% dm.p4.4.r 723 555 150.67 0.23 543 152.71 0.25 507 0.09 0.30 dh.p4.4.r 345 95 1.25 0.72 95 1.25 0.72 95 0.02 0.72
dw.p4.4.s 1064 1002 993.31 5.8% 967 965.29 9.1% 933 1.23 12.3% dm.p4.4.s 723 543 80.96 0.25 559 89.18 0.23 464 0.09 0.36 dh.p4.4.s 348 158 1.93 0.55 158 1.96 0.55 158 0.03 0.55
dw.p4.4.t 1084 995 815.76 8.2% 987 733.96 8.9% 876 0.77 19.2% dm.p4.4.t 820 675 195.53 0.18 655 177.45 0.20 602 0.14 0.27 dh.p4.4.t 284 115 1.82 0.60 99 1.52 0.65 99 0.04 0.65
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Table 4.15: Instance p5

Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy

Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev

dw.p5.2.a 0 0 0.50 0.00 0 0.52 0.00 0 0.07 0.00 dm.p5.2.a 0 0 0.28 0.00 0 0.28 0.00 0 0.01 0.00 dh.p5.2.a 0 0 0.19 0.00 0 0.19 0.00 0 0.00 0.00
dw.p5.2.b 20 15 2.04 0.25 15 2.08 0.25 15 0.12 0.25 dm.p5.2.b 10 0 0.19 1.00 0 0.21 1.00 0 0.01 1.00 dh.p5.2.b 10 5 0.42 0.50 5 0.47 0.50 5 0.01 0.50
dw.p5.2.c 45 40 2.66 0.11 40 2.60 0.11 40 0.13 0.11 dm.p5.2.c 40 30 0.86 0.25 30 0.89 0.25 30 0.04 0.25 dh.p5.2.c 10 0 0.09 1.00 0 0.09 1.00 0 0.01 1.00
dw.p5.2.d 80 70 2.48 0.13 70 2.35 0.13 70 0.11 0.13 dm.p5.2.d 70 45 0.85 0.36 45 0.93 0.36 45 0.02 0.36 dh.p5.2.d 40 5 0.14 0.88 5 0.12 0.88 5 0.01 0.88
dw.p5.2.e 170 140 9.12 0.18 135 9.22 0.21 135 0.17 0.21 dm.p5.2.e 130 80 0.87 0.38 80 0.86 0.38 80 0.03 0.38 dh.p5.2.e 45 10 0.12 0.78 10 0.12 0.78 10 0.00 0.78
dw.p5.2.f 230 210 19.16 0.09 220 19.26 0.04 205 0.28 0.11 dm.p5.2.f 180 120 1.51 0.33 155 1.93 0.14 155 0.04 0.14 dh.p5.2.f 85 10 0.10 0.88 10 0.10 0.88 10 0.01 0.88
dw.p5.2.g 310 235 16.23 0.24 260 15.71 0.16 225 0.19 0.27 dm.p5.2.g 255 135 1.30 0.47 135 1.36 0.47 130 0.04 0.49 dh.p5.2.g 115 60 0.62 0.48 60 0.59 0.48 60 0.02 0.48
dw.p5.2.h 395 315 38.56 0.20 320 36.43 0.19 285 0.30 0.28 dm.p5.2.h 295 195 5.79 0.34 245 5.22 0.17 195 0.07 0.34 dh.p5.2.h 170 90 0.15 0.47 90 0.14 0.47 90 0.01 0.47
dw.p5.2.i 480 410 48.85 0.15 410 49.20 0.15 350 0.25 0.27 dm.p5.2.i 435 250 4.62 0.43 235 4.43 0.46 235 0.05 0.46 dh.p5.2.i 215 120 0.25 0.44 120 0.25 0.44 120 0.02 0.44
dw.p5.2.j 550 550 50.29 0.00 550 49.90 0.00 455 0.25 0.17 dm.p5.2.j 455 365 7.78 0.20 365 8.67 0.20 240 0.07 0.47 dh.p5.2.j 155 90 0.21 0.42 90 0.21 0.42 90 0.01 0.42
dw.p5.2.k 645 585 67.03 0.09 575 63.72 0.11 505 0.28 0.22 dm.p5.2.k 505 410 11.41 0.19 410 11.67 0.19 380 0.05 0.25 dh.p5.2.k 255 135 0.38 0.47 135 0.38 0.47 135 0.02 0.47
dw.p5.2.l 760 695 112.98 0.09 600 121.26 0.21 600 0.75 0.21 dm.p5.2.l 575 415 8.02 0.28 370 8.10 0.36 385 0.05 0.33 dh.p5.2.l 245 130 0.35 0.47 130 0.35 0.47 130 0.02 0.47
dw.p5.2.m 845 765 113.41 0.09 685 109.16 0.19 635 0.50 0.25 dm.p5.2.m 680 430 13.37 0.37 430 13.50 0.37 455 0.04 0.33 dh.p5.2.m 205 115 0.22 0.44 115 0.22 0.44 115 0.01 0.44
dw.p5.2.n 840 815 120.89 0.03 720 103.36 0.14 685 0.38 0.18 dm.p5.2.n 675 600 20.06 0.11 535 22.04 0.21 435 0.05 0.36 dh.p5.2.n 290 195 0.39 0.33 195 0.39 0.33 195 0.01 0.33
dw.p5.2.o 1005 935 176.26 0.07 905 146.03 0.10 760 0.37 0.24 dm.p5.2.o 735 570 23.28 0.22 610 25.00 0.17 495 0.06 0.33 dh.p5.2.o 320 210 0.76 0.34 210 0.75 0.34 210 0.01 0.34
dw.p5.2.p 1130 875 125.70 0.23 880 107.82 0.22 770 0.27 0.32 dm.p5.2.p 830 675 25.35 0.19 645 26.60 0.22 660 0.05 0.20 dh.p5.2.p 370 200 0.76 0.46 200 0.36 0.46 200 0.00 0.46
dw.p5.2.q 1065 1055 141.36 0.01 1030 116.11 0.03 870 0.29 0.18 dm.p5.2.q 745 630 26.24 0.15 605 23.87 0.19 430 0.05 0.42 dh.p5.2.q 345 185 0.58 0.46 185 0.57 0.46 180 0.02 0.48
dw.p5.2.r 1195 1120 179.64 0.06 1060 189.44 0.11 1015 0.30 0.15 dm.p5.2.r 870 675 23.55 0.22 665 24.06 0.24 590 0.05 0.32 dh.p5.2.r 410 260 0.87 0.37 250 0.82 0.39 265 0.01 0.35
dw.p5.2.s 1285 1130 179.07 0.12 1110 148.51 0.14 990 0.23 0.23 dm.p5.2.s 955 735 34.80 0.23 740 34.65 0.23 600 0.05 0.37 dh.p5.2.s 365 230 0.80 0.37 230 0.80 0.37 230 0.02 0.37
dw.p5.2.t 1290 1145 204.44 0.11 1120 174.87 0.13 1005 0.36 0.22 dm.p5.2.t 940 795 51.59 0.15 810 43.12 0.14 630 0.06 0.33 dh.p5.2.t 395 260 0.80 0.34 260 0.94 0.34 260 0.02 0.34
dw.p5.2.u 1395 1245 244.63 0.11 1210 176.28 0.13 1015 0.38 0.27 dm.p5.2.u 1045 835 50.57 0.20 865 42.90 0.17 610 0.06 0.42 dh.p5.2.u 435 260 1.78 0.40 255 1.39 0.41 245 0.01 0.44
dw.p5.2.v 1395 1285 270.52 0.08 1305 235.44 0.06 1175 0.55 0.16 dm.p5.2.v 1060 795 51.22 0.25 780 49.85 0.26 630 0.08 0.41 dh.p5.2.v 475 270 1.42 0.43 285 1.33 0.40 255 0.01 0.46
dw.p5.2.w 1485 1370 251.62 0.08 1345 248.64 0.09 1165 0.41 0.22 dm.p5.2.w 1125 935 44.22 0.17 890 42.80 0.21 770 0.07 0.32 dh.p5.2.w 415 275 0.67 0.34 265 0.65 0.36 270 0.00 0.35
dw.p5.2.x 1400 1245 218.01 0.11 1185 188.36 0.15 945 0.19 0.33 dm.p5.2.x 1060 845 46.18 0.20 820 46.78 0.23 720 0.08 0.32 dh.p5.2.x 520 310 0.81 0.40 295 0.69 0.43 295 0.02 0.43
dw.p5.2.y 1550 1330 202.77 0.14 1395 185.80 0.10 1170 0.29 0.25 dm.p5.2.y 1210 970 40.51 0.20 970 41.01 0.20 725 0.08 0.40 dh.p5.2.y 500 370 0.75 0.26 370 0.82 0.26 370 0.02 0.26
dw.p5.2.z 1570 1495 294.64 0.05 1495 282.19 0.05 1350 1.00 0.14 dm.p5.2.z 1130 880 34.20 0.22 930 28.24 0.18 745 0.06 0.34 dh.p5.2.z 455 295 0.89 0.35 270 0.84 0.41 295 0.00 0.35
dw.p5.3.a 0 0 0.34 0.00 0 0.42 0.00 0 0.02 0.00 dm.p5.3.a 0 0 0.19 0.00 0 0.18 0.00 0 0.01 0.00 dh.p5.3.a 0 0 0.12 0.00 0 0.12 0.00 0 0.01 0.00
dw.p5.3.b 15 5 1.98 0.67 5 1.64 0.67 5 0.07 0.67 dm.p5.3.b 10 0 0.22 1.00 0 0.23 1.00 0 0.01 1.00 dh.p5.3.b 0 0 0.13 0.00 0 0.13 0.00 0 0.01 0.00
dw.p5.3.c 20 10 2.09 0.50 10 1.95 0.50 10 0.08 0.50 dm.p5.3.c 10 0 0.37 1.00 0 0.36 1.00 0 0.01 1.00 dh.p5.3.c 5 0 0.11 1.00 0 0.11 1.00 0 0.01 1.00
dw.p5.3.d 60 45 2.09 0.25 45 2.13 0.25 45 0.12 0.25 dm.p5.3.d 55 35 1.20 0.36 35 1.04 0.36 35 0.04 0.36 dh.p5.3.d 25 20 0.37 0.20 20 0.38 0.20 20 0.02 0.20
dw.p5.3.e 80 60 3.29 0.25 60 3.17 0.25 60 0.12 0.25 dm.p5.3.e 75 45 2.04 0.40 45 1.78 0.40 45 0.06 0.40 dh.p5.3.e 25 25 0.46 0.00 25 0.46 0.00 25 0.02 0.00
dw.p5.3.f 110 105 9.16 0.05 105 8.54 0.05 95 0.20 0.14 dm.p5.3.f 95 65 1.77 0.32 65 1.65 0.32 65 0.06 0.32 dh.p5.3.f 55 35 0.48 0.36 35 0.49 0.36 35 0.02 0.36
dw.p5.3.g 185 140 11.69 0.24 140 11.54 0.24 140 0.14 0.24 dm.p5.3.g 165 95 1.44 0.42 100 1.36 0.39 95 0.04 0.42 dh.p5.3.g 80 35 0.32 0.56 35 0.33 0.56 35 0.01 0.56
dw.p5.3.h 255 220 17.75 0.14 210 14.73 0.18 215 0.23 0.16 dm.p5.3.h 205 100 1.48 0.51 100 1.44 0.51 100 0.03 0.51 dh.p5.3.h 50 0 0.16 1.00 0 0.16 1.00 0 0.01 1.00
dw.p5.3.i 320 230 20.29 0.28 225 18.67 0.30 225 0.23 0.30 dm.p5.3.i 220 170 1.67 0.23 170 1.63 0.23 160 0.05 0.27 dh.p5.3.i 95 20 0.16 0.79 20 0.16 0.79 20 0.01 0.79
dw.p5.3.j 460 390 52.36 0.15 350 44.23 0.24 365 0.38 0.21 dm.p5.3.j 335 245 2.48 0.27 200 1.99 0.40 220 0.05 0.34 dh.p5.3.j 115 60 0.68 0.48 60 0.68 0.48 60 0.02 0.48
dw.p5.3.k 490 430 65.25 0.12 410 65.05 0.16 395 0.33 0.19 dm.p5.3.k 350 300 8.52 0.14 240 4.11 0.31 205 0.05 0.41 dh.p5.3.k 85 80 0.73 0.06 80 0.72 0.06 80 0.03 0.06
dw.p5.3.l 585 490 55.22 0.16 495 64.42 0.15 395 0.18 0.32 dm.p5.3.l 405 335 4.81 0.17 330 5.20 0.19 265 0.06 0.35 dh.p5.3.l 140 45 0.35 0.68 45 0.35 0.68 45 0.01 0.68
dw.p5.3.m 650 545 84.98 0.16 545 81.87 0.16 525 0.43 0.19 dm.p5.3.m 500 390 9.26 0.22 390 7.65 0.22 290 0.05 0.42 dh.p5.3.m 210 105 0.71 0.50 105 0.70 0.50 105 0.02 0.50
dw.p5.3.n 720 655 101.37 0.09 640 90.88 0.11 600 0.25 0.17 dm.p5.3.n 560 480 15.43 0.14 460 12.15 0.18 400 0.05 0.29 dh.p5.3.n 225 85 0.77 0.62 85 0.72 0.62 85 0.02 0.62
dw.p5.3.o 815 780 106.74 0.04 780 94.96 0.04 645 0.18 0.21 dm.p5.3.o 705 495 14.17 0.30 490 16.71 0.30 395 0.05 0.44 dh.p5.3.o 295 90 0.88 0.69 125 0.96 0.58 90 0.02 0.69
dw.p5.3.p 885 795 102.33 0.10 790 95.15 0.11 730 0.22 0.18 dm.p5.3.p 675 500 16.45 0.26 445 12.75 0.34 480 0.05 0.29 dh.p5.3.p 310 190 0.57 0.39 190 0.56 0.39 190 0.02 0.39
dw.p5.3.q 1000 925 135.92 0.08 885 114.12 0.12 760 0.19 0.24 dm.p5.3.q 825 525 13.20 0.36 525 12.74 0.36 480 0.05 0.42 dh.p5.3.q 315 155 0.73 0.51 155 0.72 0.51 155 0.01 0.51
dw.p5.3.r 1010 805 111.43 0.20 805 116.15 0.20 725 0.17 0.28 dm.p5.3.r 765 575 20.26 0.25 615 22.41 0.20 530 0.05 0.31 dh.p5.3.r 280 190 0.62 0.32 190 0.62 0.32 190 0.02 0.32
dw.p5.3.s 1085 1035 162.34 0.05 990 163.05 0.09 840 0.31 0.23 dm.p5.3.s 860 625 37.85 0.27 625 36.21 0.27 580 0.05 0.33 dh.p5.3.s 330 210 0.89 0.36 210 0.82 0.36 210 0.02 0.36
dw.p5.3.t 1200 1030 160.72 0.14 1040 137.57 0.13 880 0.22 0.27 dm.p5.3.t 980 795 38.23 0.19 795 37.88 0.19 620 0.07 0.37 dh.p5.3.t 335 140 0.59 0.58 140 0.57 0.58 135 0.01 0.60
dw.p5.3.u 1305 1165 223.11 0.11 1120 198.27 0.14 1090 0.30 0.16 dm.p5.3.u 955 660 31.56 0.31 645 29.05 0.32 645 0.06 0.32 dh.p5.3.u 330 215 0.93 0.35 215 0.83 0.35 215 0.01 0.35
dw.p5.3.v 1270 1230 215.15 0.03 1215 202.77 0.04 980 0.37 0.23 dm.p5.3.v 1010 725 47.87 0.28 710 42.71 0.30 625 0.08 0.38 dh.p5.3.v 380 215 0.52 0.43 215 0.52 0.43 215 0.02 0.43
dw.p5.3.w 1320 1260 199.10 0.05 1240 199.52 0.06 1145 0.36 0.13 dm.p5.3.w 1015 765 60.94 0.25 760 57.56 0.25 620 0.07 0.39 dh.p5.3.w 385 205 0.92 0.47 205 0.84 0.47 205 0.02 0.47
dw.p5.3.x 1425 1310 206.67 0.08 1380 205.04 0.03 1085 0.37 0.24 dm.p5.3.x 1040 855 48.08 0.18 850 43.04 0.18 750 0.08 0.28 dh.p5.3.x 395 230 0.75 0.42 205 0.82 0.48 205 0.03 0.48
dw.p5.3.y 1460 1330 213.35 0.09 1295 217.43 0.11 1050 0.41 0.28 dm.p5.3.y 1170 890 49.86 0.24 890 48.98 0.24 760 0.10 0.35 dh.p5.3.y 495 260 0.61 0.47 260 0.62 0.47 260 0.02 0.47
dw.p5.3.z 1505 1285 220.46 0.15 1335 208.12 0.11 1060 0.26 0.30 dm.p5.3.z 1060 745 39.16 0.30 800 37.41 0.25 605 0.07 0.43 dh.p5.3.z 465 190 1.04 0.59 215 1.17 0.54 190 0.02 0.59
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Table 4.16: Instance p5 cont.

Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy

Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev

dw.p5.4.a 0 0 0.51 0.00 0 0.70 0.00 0 0.02 0.00 dm.p5.4.a 0 0 0.24 0.00 0 0.21 0.00 0 0.01 0.00 dh.p5.4.a 0 0 0.13 0.00 0 0.13 0.00 0 0.01 0.00
dw.p5.4.b 0 0 0.45 0.00 0 0.60 0.00 0 0.02 0.00 dm.p5.4.b 0 0 0.23 0.00 0 0.24 0.00 0 0.01 0.00 dh.p5.4.b 0 0 0.15 0.00 0 0.15 0.00 0 0.01 0.00
dw.p5.4.c 20 15 3.02 0.25 15 3.06 0.25 15 0.12 0.25 dm.p5.4.c 20 0 0.45 1.00 0 0.29 1.00 0 0.01 1.00 dh.p5.4.c 0 0 0.13 0.00 0 0.12 0.00 0 0.01 0.00
dw.p5.4.d 20 20 2.60 0.00 20 2.33 0.00 20 0.09 0.00 dm.p5.4.d 10 5 0.35 0.50 5 0.37 0.50 5 0.01 0.50 dh.p5.4.d 15 5 0.37 0.67 5 0.38 0.67 5 0.02 0.67
dw.p5.4.e 20 15 2.56 0.25 15 2.49 0.25 15 0.07 0.25 dm.p5.4.e 20 10 0.36 0.50 10 0.33 0.50 10 0.02 0.50 dh.p5.4.e 0 0 0.13 0.00 0 0.13 0.00 0 0.01 0.00
dw.p5.4.f 75 60 3.70 0.20 60 3.47 0.20 60 0.12 0.20 dm.p5.4.f 75 40 1.75 0.47 40 1.59 0.47 40 0.06 0.47 dh.p5.4.f 20 20 0.46 0.00 20 0.47 0.00 20 0.02 0.00
dw.p5.4.g 120 80 4.69 0.33 80 4.52 0.33 80 0.15 0.33 dm.p5.4.g 105 50 2.54 0.52 50 2.33 0.52 50 0.06 0.52 dh.p5.4.g 30 15 0.37 0.50 15 0.38 0.50 15 0.02 0.50
dw.p5.4.h 140 135 16.05 0.04 135 18.12 0.04 105 0.19 0.25 dm.p5.4.h 120 55 2.16 0.54 55 2.26 0.54 55 0.04 0.54 dh.p5.4.h 15 0 0.17 1.00 0 0.17 1.00 0 0.01 1.00
dw.p5.4.i 220 155 6.52 0.30 155 7.15 0.30 155 0.17 0.30 dm.p5.4.i 185 80 2.26 0.57 80 2.45 0.57 80 0.04 0.57 dh.p5.4.i 45 30 0.74 0.33 30 0.73 0.33 30 0.02 0.33
dw.p5.4.j 320 245 30.88 0.23 245 29.48 0.23 245 0.22 0.23 dm.p5.4.j 230 145 4.44 0.37 120 3.19 0.48 120 0.03 0.48 dh.p5.4.j 95 20 0.42 0.79 20 0.43 0.79 20 0.02 0.79
dw.p5.4.k 340 270 35.05 0.21 260 36.35 0.24 260 0.22 0.24 dm.p5.4.k 215 120 2.72 0.44 120 2.20 0.44 120 0.04 0.44 dh.p5.4.k 105 10 0.19 0.90 10 0.19 0.90 10 0.00 0.90
dw.p5.4.l 400 350 43.08 0.13 350 41.30 0.13 315 0.22 0.21 dm.p5.4.l 355 170 4.34 0.52 170 3.88 0.52 170 0.05 0.52 dh.p5.4.l 140 60 0.75 0.57 60 0.74 0.57 60 0.03 0.57
dw.p5.4.m 495 420 39.96 0.15 435 40.10 0.12 380 0.17 0.23 dm.p5.4.m 410 255 4.06 0.38 235 3.57 0.43 235 0.07 0.43 dh.p5.4.m 175 115 0.44 0.34 115 0.44 0.34 105 0.02 0.40
dw.p5.4.n 600 450 63.16 0.25 450 60.24 0.25 450 0.26 0.25 dm.p5.4.n 495 335 10.02 0.32 330 10.28 0.33 325 0.07 0.34 dh.p5.4.n 185 85 0.84 0.54 85 0.85 0.54 85 0.03 0.54
dw.p5.4.o 665 540 79.42 0.19 570 83.97 0.14 470 0.19 0.29 dm.p5.4.o 495 400 10.95 0.19 400 10.62 0.19 335 0.07 0.32 dh.p5.4.o 175 40 0.24 0.77 40 0.24 0.77 35 0.01 0.80
dw.p5.4.p 755 655 109.15 0.13 635 99.14 0.16 570 0.45 0.25 dm.p5.4.p 650 440 17.12 0.32 440 16.67 0.32 330 0.06 0.49 dh.p5.4.p 245 125 0.52 0.49 125 0.51 0.49 125 0.01 0.49
dw.p5.4.q 800 675 85.64 0.16 665 81.89 0.17 600 0.29 0.25 dm.p5.4.q 650 425 15.27 0.35 425 28.37 0.35 385 0.05 0.41 dh.p5.4.q 265 115 0.91 0.57 115 0.93 0.57 115 0.02 0.57
dw.p5.4.r 920 765 120.94 0.17 765 111.84 0.17 620 0.21 0.33 dm.p5.4.r 700 590 21.78 0.16 590 20.07 0.16 505 0.06 0.28 dh.p5.4.r 300 100 0.89 0.67 100 0.92 0.67 100 0.03 0.67
dw.p5.4.s 1005 895 151.12 0.11 900 127.23 0.10 695 0.17 0.31 dm.p5.4.s 745 565 13.17 0.24 555 12.24 0.26 535 0.06 0.28 dh.p5.4.s 255 115 0.91 0.55 115 0.91 0.55 115 0.03 0.55
dw.p5.4.t 1030 1010 153.05 0.02 975 128.84 0.05 825 0.22 0.20 dm.p5.4.t 810 545 22.68 0.33 545 23.43 0.33 570 0.06 0.30 dh.p5.4.t 245 80 1.03 0.67 80 1.09 0.67 80 0.03 0.67
dw.p5.4.u 1150 1115 208.53 0.03 1095 210.90 0.05 1110 1.17 0.03 dm.p5.4.u 825 610 19.48 0.26 610 19.66 0.26 575 0.08 0.30 dh.p5.4.u 250 75 0.69 0.70 75 0.65 0.70 55 0.01 0.78
dw.p5.4.v 1200 995 140.65 0.17 990 130.38 0.18 810 0.23 0.33 dm.p5.4.v 860 580 12.97 0.33 570 12.73 0.34 575 0.06 0.33 dh.p5.4.v 390 130 0.84 0.67 130 0.88 0.67 130 0.02 0.67
dw.p5.4.w 1290 1195 156.66 0.07 1180 133.56 0.09 945 0.34 0.27 dm.p5.4.w 960 665 25.20 0.31 665 24.13 0.31 545 0.07 0.43 dh.p5.4.w 355 120 1.02 0.66 120 1.07 0.66 120 0.03 0.66
dw.p5.4.x 1325 1330 154.64 0.00 1325 139.20 0.00 1205 0.31 0.09 dm.p5.4.x 955 720 21.08 0.25 680 21.19 0.29 610 0.07 0.36 dh.p5.4.x 420 195 0.94 0.54 250 0.98 0.40 195 0.02 0.54
dw.p5.4.y 1365 1210 164.64 0.11 1225 143.83 0.10 885 0.31 0.35 dm.p5.4.y 1020 745 42.02 0.27 755 33.95 0.26 720 0.07 0.29 dh.p5.4.y 495 340 1.02 0.31 340 0.99 0.31 340 0.00 0.31
dw.p5.4.z 1390 1350 176.22 0.03 1310 153.96 0.06 1125 0.51 0.19 dm.p5.4.z 1155 820 51.32 0.29 820 47.47 0.29 770 0.07 0.33 dh.p5.4.z 420 180 1.31 0.57 180 1.35 0.57 180 0.02 0.57
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Table 4.17: Instance p6

Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy

Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev

dw.p6.2.a 0 0 0.32 0.00 0 0.31 0.00 0 0.08 0.00 dm.p6.2.a 0 0 0.22 0.00 0 0.22 0.00 0 0.01 0.00 dh.p6.2.a 0 0 0.11 0.00 0 0.10 0.00 0 0.01 0.00
dw.p6.2.b 0 0 0.25 0.00 0 0.24 0.00 0 0.02 0.00 dm.p6.2.b 0 0 0.21 0.00 0 0.23 0.00 0 0.01 0.00 dh.p6.2.b 0 0 0.23 0.00 0 0.10 0.00 0 0.00 0.00
dw.p6.2.c 0 0 0.26 0.00 0 0.27 0.00 0 0.02 0.00 dm.p6.2.c 0 0 0.27 0.00 0 0.16 0.00 0 0.00 0.00 dh.p6.2.c 0 0 0.15 0.00 0 0.10 0.00 0 0.00 0.00
dw.p6.2.d 186 156 14.07 0.16 156 11.10 0.16 156 0.17 0.16 dm.p6.2.d 174 156 3.19 0.10 156 2.77 0.10 144 0.05 0.17 dh.p6.2.d 108 54 0.40 0.50 54 0.26 0.50 54 0.01 0.50
dw.p6.2.e 348 318 39.05 0.09 306 34.08 0.12 306 0.28 0.12 dm.p6.2.e 288 216 8.92 0.25 216 7.27 0.25 210 0.04 0.27 dh.p6.2.e 108 72 0.44 0.33 72 0.34 0.33 72 0.02 0.33
dw.p6.2.f 540 474 63.03 0.12 456 64.51 0.16 384 0.29 0.29 dm.p6.2.f 378 216 4.18 0.43 216 4.35 0.43 204 0.04 0.46 dh.p6.2.f 210 108 0.42 0.49 108 0.40 0.49 108 0.01 0.49
dw.p6.2.g 606 570 71.60 0.06 552 77.67 0.09 480 0.35 0.21 dm.p6.2.g 498 384 10.45 0.23 384 10.65 0.23 378 0.04 0.24 dh.p6.2.g 114 30 0.22 0.74 30 0.22 0.74 30 0.01 0.74
dw.p6.2.h 744 666 77.68 0.10 582 73.15 0.22 516 0.16 0.31 dm.p6.2.h 492 390 13.24 0.21 378 13.31 0.23 384 0.05 0.22 dh.p6.2.h 174 102 0.38 0.41 102 0.44 0.41 102 0.02 0.41
dw.p6.2.i 852 780 111.99 0.08 780 111.31 0.08 648 0.18 0.24 dm.p6.2.i 654 636 21.12 0.03 630 20.86 0.04 480 0.06 0.27 dh.p6.2.i 216 114 0.52 0.47 114 0.51 0.47 114 0.01 0.47
dw.p6.2.j 906 828 107.64 0.09 774 106.95 0.15 684 0.19 0.25 dm.p6.2.j 672 480 15.03 0.29 432 13.14 0.36 408 0.06 0.39 dh.p6.2.j 210 120 0.66 0.43 120 0.96 0.43 114 0.01 0.46
dw.p6.2.k 996 954 151.67 0.04 918 148.55 0.08 852 0.31 0.14 dm.p6.2.k 684 432 9.14 0.37 474 7.87 0.31 504 0.07 0.26 dh.p6.2.k 324 186 0.61 0.43 186 0.68 0.43 186 0.02 0.43
dw.p6.2.l 1056 972 144.12 0.08 996 126.57 0.06 870 0.24 0.18 dm.p6.2.l 720 552 27.88 0.23 552 24.99 0.23 492 0.05 0.32 dh.p6.2.l 342 186 0.71 0.46 186 0.59 0.46 186 0.01 0.46
dw.p6.2.m 1140 1044 149.72 0.08 1020 132.32 0.11 906 0.25 0.21 dm.p6.2.m 840 618 26.28 0.26 612 29.12 0.27 564 0.07 0.33 dh.p6.2.m 246 180 0.66 0.27 180 0.80 0.27 180 0.01 0.27
dw.p6.2.n 1134 1056 163.97 0.07 1086 165.71 0.04 942 0.40 0.17 dm.p6.2.n 840 600 31.99 0.29 600 31.09 0.29 678 0.05 0.19 dh.p6.2.n 312 228 0.61 0.27 228 0.63 0.27 228 0.01 0.27
dw.p6.3.a 0 0 0.46 0.00 0 0.39 0.00 0 0.02 0.00 dm.p6.3.a 0 0 0.20 0.00 0 0.26 0.00 0 0.01 0.00 dh.p6.3.a 0 0 0.14 0.00 0 0.13 0.00 0 0.01 0.00
dw.p6.3.b 0 0 0.36 0.00 0 0.35 0.00 0 0.01 0.00 dm.p6.3.b 0 0 0.19 0.00 0 0.18 0.00 0 0.01 0.00 dh.p6.3.b 0 0 0.13 0.00 0 0.14 0.00 0 0.01 0.00
dw.p6.3.c 0 0 0.41 0.00 0 0.34 0.00 0 0.02 0.00 dm.p6.3.c 0 0 0.23 0.00 0 0.25 0.00 0 0.01 0.00 dh.p6.3.c 0 0 0.20 0.00 0 0.13 0.00 0 0.01 0.00
dw.p6.3.d 0 0 0.44 0.00 0 0.47 0.00 0 0.02 0.00 dm.p6.3.d 0 0 0.22 0.00 0 0.19 0.00 0 0.01 0.00 dh.p6.3.d 0 0 0.14 0.00 0 0.24 0.00 0 0.01 0.00
dw.p6.3.e 0 0 0.39 0.00 0 0.38 0.00 0 0.02 0.00 dm.p6.3.e 0 0 0.20 0.00 0 0.20 0.00 0 0.01 0.00 dh.p6.3.e 0 0 0.13 0.00 0 0.12 0.00 0 0.01 0.00
dw.p6.3.f 0 0 0.34 0.00 0 0.32 0.00 0 0.02 0.00 dm.p6.3.f 0 0 0.19 0.00 0 0.18 0.00 0 0.01 0.00 dh.p6.3.f 0 0 0.13 0.00 0 0.12 0.00 0 0.01 0.00
dw.p6.3.g 258 150 10.25 0.42 150 9.09 0.42 150 0.13 0.42 dm.p6.3.g 210 138 1.60 0.34 132 1.65 0.37 132 0.04 0.37 dh.p6.3.g 102 72 0.43 0.29 72 0.34 0.29 54 0.02 0.47
dw.p6.3.h 444 408 44.42 0.08 402 43.72 0.09 366 0.20 0.18 dm.p6.3.h 288 222 3.43 0.23 222 3.11 0.23 222 0.05 0.23 dh.p6.3.h 120 84 0.44 0.30 84 0.45 0.30 72 0.02 0.40
dw.p6.3.i 564 504 86.93 0.11 522 82.33 0.07 474 0.27 0.16 dm.p6.3.i 450 294 6.94 0.35 270 6.38 0.40 252 0.04 0.44 dh.p6.3.i 168 102 0.56 0.39 102 0.63 0.39 90 0.01 0.46
dw.p6.3.j 822 684 109.81 0.17 690 98.02 0.16 666 0.28 0.19 dm.p6.3.j 540 432 12.92 0.20 432 14.13 0.20 396 0.06 0.27 dh.p6.3.j 198 72 0.79 0.64 72 0.57 0.64 60 0.02 0.70
dw.p6.3.k 852 822 150.02 0.04 810 126.66 0.05 714 0.59 0.16 dm.p6.3.k 672 462 21.78 0.31 462 20.44 0.31 402 0.05 0.40 dh.p6.3.k 120 72 0.42 0.40 72 0.42 0.40 48 0.01 0.60
dw.p6.3.l 978 876 163.51 0.10 870 135.11 0.11 726 0.19 0.26 dm.p6.3.l 726 546 22.58 0.25 546 21.03 0.25 438 0.05 0.40 dh.p6.3.l 168 36 0.36 0.79 36 0.41 0.79 30 0.02 0.82
dw.p6.3.m 1050 984 160.60 0.06 972 138.13 0.07 906 0.24 0.14 dm.p6.3.m 690 486 18.31 0.30 486 18.49 0.30 420 0.05 0.39 dh.p6.3.m 210 120 0.73 0.43 120 0.80 0.43 120 0.02 0.43
dw.p6.3.n 1092 966 146.15 0.12 1008 123.31 0.08 996 0.32 0.09 dm.p6.3.n 744 480 26.53 0.35 480 24.78 0.35 480 0.07 0.35 dh.p6.3.n 252 108 0.88 0.57 108 1.04 0.57 108 0.02 0.57
dw.p6.4.a 0 0 0.40 0.00 0 0.49 0.00 0 0.02 0.00 dm.p6.4.a 0 0 0.23 0.00 0 0.31 0.00 0 0.01 0.00 dh.p6.4.a 0 0 0.16 0.00 0 0.21 0.00 0 0.01 0.00
dw.p6.4.b 0 0 0.44 0.00 0 0.43 0.00 0 0.02 0.00 dm.p6.4.b 0 0 0.23 0.00 0 0.28 0.00 0 0.01 0.00 dh.p6.4.b 0 0 0.16 0.00 0 0.15 0.00 0 0.01 0.00
dw.p6.4.c 0 0 0.64 0.00 0 0.55 0.00 0 0.03 0.00 dm.p6.4.c 0 0 0.29 0.00 0 0.22 0.00 0 0.01 0.00 dh.p6.4.c 0 0 0.16 0.00 0 0.15 0.00 0 0.01 0.00
dw.p6.4.d 0 0 0.60 0.00 0 0.79 0.00 0 0.03 0.00 dm.p6.4.d 0 0 0.23 0.00 0 0.22 0.00 0 0.01 0.00 dh.p6.4.d 0 0 0.14 0.00 0 0.14 0.00 0 0.01 0.00
dw.p6.4.e 0 0 0.37 0.00 0 0.35 0.00 0 0.02 0.00 dm.p6.4.e 0 0 0.23 0.00 0 0.22 0.00 0 0.01 0.00 dh.p6.4.e 0 0 0.14 0.00 0 0.14 0.00 0 0.01 0.00
dw.p6.4.f 0 0 0.51 0.00 0 0.40 0.00 0 0.02 0.00 dm.p6.4.f 0 0 0.26 0.00 0 0.25 0.00 0 0.02 0.00 dh.p6.4.f 0 0 0.20 0.00 0 0.20 0.00 0 0.01 0.00
dw.p6.4.g 0 0 0.38 0.00 0 0.37 0.00 0 0.02 0.00 dm.p6.4.g 0 0 0.40 0.00 0 0.25 0.00 0 0.01 0.00 dh.p6.4.g 0 0 0.28 0.00 0 0.20 0.00 0 0.01 0.00
dw.p6.4.h 0 0 0.49 0.00 0 0.45 0.00 0 0.02 0.00 dm.p6.4.h 0 0 0.23 0.00 0 0.28 0.00 0 0.01 0.00 dh.p6.4.h 0 0 0.23 0.00 0 0.21 0.00 0 0.01 0.00
dw.p6.4.i 0 0 0.44 0.00 0 0.50 0.00 0 0.02 0.00 dm.p6.4.i 0 0 0.23 0.00 0 0.23 0.00 0 0.01 0.00 dh.p6.4.i 0 0 0.15 0.00 0 0.14 0.00 0 0.01 0.00
dw.p6.4.j 294 246 27.32 0.16 264 25.97 0.10 264 0.19 0.10 dm.p6.4.j 234 138 2.72 0.41 144 2.79 0.38 144 0.08 0.38 dh.p6.4.j 102 48 0.30 0.53 48 0.24 0.53 30 0.02 0.71
dw.p6.4.k 498 348 41.56 0.30 348 40.44 0.30 276 0.15 0.45 dm.p6.4.k 318 162 4.21 0.49 162 3.63 0.49 174 0.06 0.45 dh.p6.4.k 84 54 0.48 0.36 54 0.44 0.36 54 0.02 0.36
dw.p6.4.l 672 582 113.45 0.13 588 108.91 0.13 522 0.25 0.22 dm.p6.4.l 438 264 8.37 0.40 264 8.38 0.40 264 0.05 0.40 dh.p6.4.l 96 66 0.27 0.31 66 0.27 0.31 54 0.02 0.44
dw.p6.4.m 810 756 111.56 0.07 696 110.64 0.14 702 0.16 0.13 dm.p6.4.m 552 312 7.94 0.43 312 7.99 0.43 300 0.05 0.46 dh.p6.4.m 186 54 0.33 0.71 54 0.31 0.71 54 0.02 0.71
dw.p6.4.n 1014 936 159.55 0.08 924 145.82 0.09 786 0.39 0.22 dm.p6.4.n 558 384 18.25 0.31 384 11.44 0.31 402 0.06 0.28 dh.p6.4.n 126 90 0.69 0.29 90 0.58 0.29 90 0.02 0.29
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Table 4.18: Instance p7

Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy
Problem ZCP

MPAd MPAc Greedy

Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev Z CPU %Dev

dw.p7.2.a 30 14 0.87 0.53 14 0.85 0.53 14 0.09 0.53 dm.p7.2.a 0 0 0.63 0.00 0 0.61 0.0% 0 0.00 0.00 dh.p7.2.a 0 0 0.43 0.00 0 0.41 0.00 0 0.01 0.00
dw.p7.2.b 64 29 2.31 0.55 29 2.28 0.55 29 0.14 0.55 dm.p7.2.b 30 14 0.56 0.53 14 0.54 53.3% 14 0.01 0.53 dh.p7.2.b 16 16 0.31 0.00 16 0.29 0.00 16 0.01 0.00
dw.p7.2.c 101 48 2.24 0.52 48 2.21 0.52 48 0.07 0.52 dm.p7.2.c 86 58 1.20 0.33 58 1.18 32.6% 58 0.02 0.33 dh.p7.2.c 23 0 0.31 1.00 0 0.30 1.00 0 0.01 1.00
dw.p7.2.d 190 179 23.26 0.06 152 17.04 0.20 148 0.33 0.22 dm.p7.2.d 147 104 1.95 0.29 104 1.83 29.3% 104 0.05 0.29 dh.p7.2.d 49 0 0.30 1.00 0 0.29 1.00 0 0.00 1.00
dw.p7.2.e 267 233 50.20 0.13 206 33.86 0.23 205 0.37 0.23 dm.p7.2.e 213 163 3.98 0.23 167 4.14 21.6% 197 0.06 0.08 dh.p7.2.e 90 60 0.66 0.33 60 0.63 0.33 60 0.02 0.33
dw.p7.2.f 365 299 76.18 0.18 276 67.26 0.24 220 0.51 0.40 dm.p7.2.f 254 202 8.05 0.20 202 8.04 20.5% 197 0.09 0.22 dh.p7.2.f 145 67 0.52 0.54 62 0.55 0.57 62 0.03 0.57
dw.p7.2.g 438 416 174.78 0.05 400 166.07 0.09 267 0.67 0.39 dm.p7.2.g 305 261 7.29 0.14 230 10.98 24.6% 215 0.09 0.30 dh.p7.2.g 134 96 0.63 0.28 96 0.66 0.28 96 0.02 0.28
dw.p7.2.h 505 360 124.78 0.29 451 160.73 0.11 301 0.65 0.40 dm.p7.2.h 410 321 25.41 0.22 321 16.67 21.7% 249 0.07 0.39 dh.p7.2.h 142 89 0.90 0.37 89 1.00 0.37 89 0.02 0.37
dw.p7.2.i 561 509 288.87 0.09 505 268.14 0.10 410 0.84 0.27 dm.p7.2.i 392 282 18.19 0.28 320 18.79 18.4% 242 0.14 0.38 dh.p7.2.i 180 61 0.49 0.66 61 0.50 0.66 61 0.02 0.66
dw.p7.2.j 614 531 308.79 0.14 514 285.59 0.16 391 1.01 0.36 dm.p7.2.j 471 330 27.89 0.30 304 43.70 35.5% 322 0.10 0.32 dh.p7.2.j 255 199 1.01 0.22 148 1.01 0.42 199 0.02 0.22
dw.p7.2.k 665 614 428.32 0.08 605 366.84 0.09 474 1.39 0.29 dm.p7.2.k 496 406 64.63 0.18 406 63.96 18.1% 266 0.07 0.46 dh.p7.2.k 233 108 1.22 0.54 108 1.20 0.54 108 0.03 0.54
dw.p7.2.l 657 670 432.98 -0.02 655 397.00 0.00 428 1.00 0.35 dm.p7.2.l 528 423 49.62 0.20 413 57.68 21.8% 298 0.07 0.44 dh.p7.2.l 260 153 1.43 0.41 153 1.37 0.41 144 0.02 0.45
dw.p7.2.m 758 719 463.42 0.05 642 438.52 0.15 538 0.74 0.29 dm.p7.2.m 570 449 73.80 0.21 459 54.37 19.5% 424 0.11 0.26 dh.p7.2.m 297 137 0.89 0.54 115 0.84 0.61 121 0.01 0.59
dw.p7.2.n 782 793 837.31 -0.01 773 722.51 0.01 593 2.60 0.24 dm.p7.2.n 600 545 147.13 0.09 538 160.06 10.3% 385 0.13 0.36 dh.p7.2.n 349 227 1.21 0.35 227 1.51 0.35 243 0.02 0.30
dw.p7.2.o 831 807 752.90 0.03 807 699.67 0.03 575 1.63 0.31 dm.p7.2.o 699 597 122.74 0.15 590 126.69 15.6% 414 0.13 0.41 dh.p7.2.o 382 204 4.22 0.47 204 4.63 0.47 204 0.02 0.47
dw.p7.2.p 926 805 755.51 0.13 845 756.02 0.09 630 1.83 0.32 dm.p7.2.p 665 566 128.70 0.15 556 136.18 16.4% 451 0.09 0.32 dh.p7.2.p 401 187 1.23 0.53 176 0.78 0.56 152 0.02 0.62
dw.p7.2.q 867 832 704.67 0.04 832 680.28 0.04 622 0.28 0.28 dm.p7.2.q 752 608 129.56 0.19 606 137.35 19.4% 503 0.09 0.33 dh.p7.2.q 390 307 6.03 0.21 307 4.61 0.21 234 0.02 0.40
dw.p7.2.r 1038 939 969.79 0.10 911 802.09 0.12 645 2.50 0.38 dm.p7.2.r 798 641 129.74 0.20 635 129.79 20.4% 493 0.09 0.38 dh.p7.2.r 413 278 1.35 0.33 278 2.26 0.33 283 0.02 0.31
dw.p7.2.s 995 967 1125.58 0.03 976 1015.04 0.02 750 0.85 0.25 dm.p7.2.s 723 614 174.97 0.15 629 133.21 13.0% 552 0.11 0.24 dh.p7.2.s 372 206 2.96 0.45 206 4.96 0.45 158 0.03 0.58
dw.p7.2.t 1065 940 888.16 0.12 984 766.78 0.08 753 0.97 0.29 dm.p7.2.t 778 720 175.32 0.07 711 145.92 8.6% 603 0.12 0.22 dh.p7.2.t 349 215 1.39 0.38 215 1.47 0.38 239 0.02 0.32
dw.p7.3.a 0 0 0.89 0.00 0 0.91 0.00 0 0.02 0.00 dm.p7.3.a 0 0 0.67 0.00 0 0.70 0.0% 0 0.02 0.00 dh.p7.3.a 0 0 0.30 0.00 0 0.29 0.00 0 0.01 0.00
dw.p7.3.b 30 0 0.92 1.00 0 1.05 1.00 0 0.03 1.00 dm.p7.3.b 30 0 0.60 1.00 0 0.67 100.0% 0 0.01 1.00 dh.p7.3.b 16 16 0.61 0.00 16 0.60 0.00 16 0.02 0.00
dw.p7.3.c 79 46 4.10 0.42 46 4.34 0.42 46 0.12 0.42 dm.p7.3.c 32 0 0.59 1.00 0 0.65 100.0% 0 0.01 1.00 dh.p7.3.c 16 16 0.62 0.00 16 0.62 0.00 16 0.02 0.00
dw.p7.3.d 114 64 3.51 0.44 64 3.76 0.44 64 0.07 0.44 dm.p7.3.d 75 27 1.37 0.64 27 1.54 64.0% 27 0.03 0.64 dh.p7.3.d 34 0 0.40 1.00 0 0.40 1.00 0 0.01 1.00
dw.p7.3.e 175 124 8.27 0.29 124 8.55 0.29 112 0.22 0.36 dm.p7.3.e 111 48 1.83 0.57 48 2.19 56.8% 48 0.02 0.57 dh.p7.3.e 15 15 0.32 0.00 15 0.32 0.00 15 0.01 0.00
dw.p7.3.f 237 145 18.81 0.39 135 15.35 0.43 136 0.29 0.43 dm.p7.3.f 209 93 3.35 0.56 105 3.71 49.8% 93 0.07 0.56 dh.p7.3.f 47 44 1.77 0.06 44 1.43 0.06 44 0.03 0.06
dw.p7.3.g 335 276 73.33 0.18 256 68.80 0.24 224 0.29 0.33 dm.p7.3.g 183 136 4.83 0.26 136 4.93 25.7% 131 0.08 0.28 dh.p7.3.g 96 55 0.57 0.43 55 0.59 0.43 55 0.02 0.43
dw.p7.3.h 415 331 107.64 0.20 341 104.80 0.18 255 0.45 0.39 dm.p7.3.h 291 208 14.10 0.29 218 19.48 25.1% 197 0.07 0.32 dh.p7.3.h 143 87 0.66 0.39 87 0.66 0.39 87 0.03 0.39
dw.p7.3.i 468 377 133.73 0.19 382 124.58 0.18 233 0.38 0.50 dm.p7.3.i 362 295 12.07 0.19 295 12.63 18.5% 243 0.12 0.33 dh.p7.3.i 237 156 1.51 0.34 156 1.48 0.34 156 0.03 0.34
dw.p7.3.j 504 443 191.75 0.12 439 186.85 0.13 372 0.46 0.26 dm.p7.3.j 438 309 39.50 0.29 283 44.32 35.4% 285 0.10 0.35 dh.p7.3.j 208 132 1.20 0.37 132 1.21 0.37 132 0.03 0.37
dw.p7.3.k 582 523 326.56 0.10 495 329.57 0.15 442 1.01 0.24 dm.p7.3.k 425 320 25.21 0.25 320 22.59 24.7% 265 0.07 0.38 dh.p7.3.k 182 122 1.56 0.33 122 1.78 0.33 103 0.02 0.43
dw.p7.3.l 645 587 398.66 0.09 588 347.17 0.09 466 1.14 0.28 dm.p7.3.l 465 379 57.49 0.18 381 43.40 18.1% 352 0.08 0.24 dh.p7.3.l 241 130 1.61 0.46 148 1.37 0.39 117 0.02 0.51
dw.p7.3.m 694 657 436.90 0.05 637 383.28 0.08 508 0.81 0.27 dm.p7.3.m 559 481 74.06 0.14 496 82.47 11.3% 412 0.08 0.26 dh.p7.3.m 353 223 1.78 0.37 197 1.98 0.44 195 0.02 0.45
dw.p7.3.n 747 696 555.04 0.07 689 538.16 0.08 475 1.44 0.36 dm.p7.3.n 529 354 19.55 0.33 358 25.46 32.3% 344 0.08 0.35 dh.p7.3.n 271 131 2.48 0.52 131 2.44 0.52 131 0.04 0.52
dw.p7.3.o 791 715 556.85 0.10 709 504.35 0.10 523 1.39 0.34 dm.p7.3.o 608 495 84.37 0.19 495 82.74 18.6% 363 0.07 0.40 dh.p7.3.o 252 136 1.07 0.46 136 1.42 0.46 136 0.04 0.46
dw.p7.3.p 808 748 503.24 0.07 758 470.58 0.06 490 0.86 0.39 dm.p7.3.p 686 509 79.61 0.26 529 65.84 22.9% 414 0.08 0.40 dh.p7.3.p 312 149 1.13 0.52 149 1.18 0.52 149 0.02 0.52
dw.p7.3.q 884 840 750.74 0.05 816 705.08 0.08 601 1.11 0.32 dm.p7.3.q 718 618 124.08 0.14 630 115.96 12.3% 506 0.11 0.30 dh.p7.3.q 399 205 1.54 0.49 205 1.68 0.49 145 0.04 0.64
dw.p7.3.r 964 899 822.12 0.07 891 775.41 0.08 667 0.81 0.31 dm.p7.3.r 635 522 79.42 0.18 517 71.93 18.6% 426 0.09 0.33 dh.p7.3.r 276 138 2.29 0.50 138 2.51 0.50 138 0.02 0.50
dw.p7.3.s 899 899 809.24 0.00 899 737.81 0.00 636 1.13 0.29 dm.p7.3.s 764 677 107.92 0.11 687 106.29 10.1% 632 0.12 0.17 dh.p7.3.s 423 295 1.33 0.30 295 1.42 0.30 278 0.03 0.34
dw.p7.3.t 1032 960 995.95 0.07 987 942.81 0.04 633 1.17 0.39 dm.p7.3.t 781 654 150.89 0.16 603 143.82 22.8% 522 0.10 0.33 dh.p7.3.t 465 230 2.63 0.51 240 2.13 0.48 230 0.02 0.51
dw.p7.4.a 0 0 1.08 0.00 0 1.13 0.00 0 0.03 0.00 dm.p7.4.a 0 0 0.72 0.00 0 0.77 0.0% 0 0.02 0.00 dh.p7.4.a 0 0 0.36 0.00 0 0.34 0.00 0 0.01 0.00
dw.p7.4.b 14 14 0.97 0.00 14 1.02 0.00 14 0.02 0.00 dm.p7.4.b 14 0 0.72 1.00 0 0.74 100.0% 0 0.02 1.00 dh.p7.4.b 0 0 0.39 0.00 0 0.41 0.00 0 0.01 0.00
dw.p7.4.c 46 30 1.04 0.35 30 1.11 0.35 30 0.03 0.35 dm.p7.4.c 30 0 0.79 1.00 0 0.81 100.0% 0 0.02 1.00 dh.p7.4.c 0 0 0.46 0.00 0 0.38 0.00 0 0.01 0.00
dw.p7.4.d 79 64 6.31 0.19 64 7.00 0.19 46 0.12 0.42 dm.p7.4.d 47 15 0.80 0.68 15 0.83 68.1% 15 0.01 0.68 dh.p7.4.d 14 0 0.44 1.00 0 0.45 1.00 0 0.01 1.00
dw.p7.4.e 123 86 5.98 0.30 86 6.58 0.30 86 0.16 0.30 dm.p7.4.e 114 73 2.15 0.36 73 2.38 36.0% 73 0.03 0.36 dh.p7.4.e 16 16 0.41 0.00 16 0.43 0.00 16 0.01 0.00
dw.p7.4.f 139 102 6.17 0.27 102 6.75 0.27 102 0.18 0.27 dm.p7.4.f 131 60 2.73 0.54 60 3.09 54.2% 60 0.06 0.54 dh.p7.4.f 16 0 0.45 1.00 0 0.47 1.00 0 0.01 1.00
dw.p7.4.g 217 168 22.47 0.23 168 23.84 0.23 189 0.29 0.13 dm.p7.4.g 157 73 3.75 0.54 73 4.21 53.5% 73 0.07 0.54 dh.p7.4.g 70 0 0.43 1.00 0 0.44 1.00 0 0.00 1.00
dw.p7.4.h 285 236 39.63 0.17 198 42.53 0.31 198 0.41 0.31 dm.p7.4.h 188 100 4.08 0.47 100 4.62 46.8% 100 0.07 0.47 dh.p7.4.h 93 28 0.75 0.70 28 0.78 0.70 28 0.02 0.70
dw.p7.4.i 353 294 76.71 0.17 278 78.85 0.21 251 0.32 0.29 dm.p7.4.i 221 180 9.47 0.19 180 9.62 18.6% 180 0.07 0.19 dh.p7.4.i 87 46 2.18 0.47 46 2.07 0.47 30 0.02 0.66
dw.p7.4.j 438 385 194.02 0.12 371 211.40 0.15 332 0.61 0.24 dm.p7.4.j 347 284 20.84 0.18 265 16.32 23.6% 284 0.09 0.18 dh.p7.4.j 176 114 2.30 0.35 114 2.19 0.35 114 0.02 0.35
dw.p7.4.k 510 431 144.37 0.15 383 132.43 0.25 268 0.49 0.47 dm.p7.4.k 365 257 19.19 0.30 244 14.23 33.2% 236 0.10 0.35 dh.p7.4.k 116 75 0.81 0.35 75 0.79 0.35 75 0.02 0.35
dw.p7.4.l 558 500 286.29 0.10 500 307.61 0.10 411 0.74 0.26 dm.p7.4.l 454 353 42.41 0.22 353 44.09 22.2% 306 0.11 0.33 dh.p7.4.l 127 57 2.69 0.55 57 2.53 0.55 57 0.05 0.55
dw.p7.4.m 627 531 401.14 0.15 527 410.50 0.16 398 1.44 0.37 dm.p7.4.m 440 272 21.54 0.38 272 18.98 38.2% 238 0.11 0.46 dh.p7.4.m 196 126 1.20 0.36 126 1.21 0.36 126 0.02 0.36
dw.p7.4.n 677 640 494.80 0.05 640 463.26 0.05 524 1.82 0.23 dm.p7.4.n 489 332 25.91 0.32 314 20.82 35.8% 281 0.11 0.43 dh.p7.4.n 261 163 2.68 0.38 163 2.67 0.38 163 0.02 0.38
dw.p7.4.o 722 629 437.39 0.13 649 484.78 0.10 456 0.48 0.37 dm.p7.4.o 611 478 64.68 0.22 476 60.86 22.1% 408 0.07 0.33 dh.p7.4.o 200 117 1.30 0.42 117 1.27 0.42 117 0.03 0.42
dw.p7.4.p 814 753 542.08 0.07 744 520.20 0.09 541 1.51 0.34 dm.p7.4.p 573 493 52.28 0.14 495 46.65 13.6% 383 0.10 0.33 dh.p7.4.p 306 119 3.09 0.61 119 3.10 0.61 119 0.02 0.61
dw.p7.4.q 829 793 666.47 0.04 743 697.32 0.10 647 1.96 0.22 dm.p7.4.q 642 479 89.57 0.25 469 94.97 26.9% 490 0.08 0.24 dh.p7.4.q 247 102 2.75 0.59 102 2.71 0.59 102 0.03 0.59
dw.p7.4.r 861 736 629.84 0.15 762 615.92 0.11 567 0.53 0.34 dm.p7.4.r 605 410 60.00 0.32 404 62.71 33.2% 420 0.08 0.31 dh.p7.4.r 296 201 1.55 0.32 201 1.39 0.32 174 0.03 0.41
dw.p7.4.s 951 873 793.85 0.08 871 786.19 0.08 633 1.65 0.33 dm.p7.4.s 747 633 101.69 0.15 596 96.69 20.2% 376 0.07 0.50 dh.p7.4.s 248 167 3.11 0.33 144 3.16 0.42 167 0.03 0.33
dw.p7.4.t 960 867 782.03 0.10 899 655.93 0.06 639 1.06 0.33 dm.p7.4.t 711 572 120.78 0.20 572 133.98 19.5% 468 0.08 0.34 dh.p7.4.t 328 162 2.59 0.51 162 2.29 0.51 162 0.02 0.51
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4.6 Conclusions

In this paper, we introduce a new dynamic routing problem, namely the Dynamic Team

Orienteering Problem (DTOP) in which some customers are known a priori while others

are dynamic, each associated with a profit. The goal is to maximize the sum of collected

profits by visiting a set of customer locations within a time limit. This problem arises in sev-

eral practical applications such as disaster relief, technician, tourist and school bus routing

problems. We adapt a Multiple Plan Approach (MPA) to solve the proposed problem and

consider both a consensus function method (MPAc) and demand served method (MPAd) for

selecting a distinguished plan from the pool of alternative solutions. To evaluate the quality

of MPAd and MPAc, a sophisticated greedy algorithm is employed for solving the DTOP

and a reference offline algorithm is employed for solving the static variant. A total of 1161

new DTOP benchmark instances are introduced, adapted from TOP benchmark instances

by generating customer disclosure times and varying the effective degree of dynamism. Al-

gorithms are compared on the basis of average percent deviation from the offline solutions.

The average deviation for MPAd, MPAc, and Greedy are 29.8%, 30.1%, and 35.0%, respec-

tively, while Greedy has a lower runtime. A lower percent of deviation indicates a better

performance, and thus, MPAd outperforms MPAc and Greedy. These results indicate that it

is beneficial to use maximizing profit for choosing the distinguished plan instead of consensus

function. In addition, the greedy algorithm yields high-quality results in less computational

time.

The results presented in this paper rely on several limitations. First, we assume that a

vehicle can only wait at its current location until a new customer becomes available to visit.

However, alternative waiting strategies may produce high-quality routing plans such as de-

laying departure time as much as possible from the vehicle’s current location, or intermediate

waiting strategies instead of moving as soon as possible to its next location. Second, in this

study, MPA is implemented sequentially such that one plan is created at a time. However,
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the parallel implementation of MPA, where several plans are considered simultaneously, can

be developed for time-consuming tasks (e.g. creating multiple initial solutions) to reduce the

overall computational time of the algorithm. This implementation would differ from parallel

ALNS (pALNS) proposed by Pillac et al. ?? because MPA continuously optimizes multiple

solutions whereas pALNS produces a new single solution each time a new customer appears.

Third, ALNS is used as a local search in MPA. However, alternative heuristic algorithms (e.g.

tabu search and simulated annealing), or exact solution algorithms (e.g. constraint program-

ming) can also be employed as a local search algorithm in order to improve solution quality.

Finally, in this study, we only consider two ranking function methods (consensus function

and demand served) to choose a distinguished plan. However, alternative methods (e.g. dis-

tance traveled method) in MPA can be investigated. Additional areas for future study are

to consider a single vehicle variant of DTOP, called Dynamic Orienteering Problem (DOP),

and to consider a time window variant of DTOP, called Dynamic Team Orienteering Prob-

lem with Time Windows (DTOPTW). A set of new benchmark instances and alternative

solution methods may be introduced for the computational study of those problems.
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4.7 Appendix. Average percentage deviations

Table 4.19: Average deviation from optimal offline solutions

Problem Set
Weakly Dynamic Moderately Dynamic Highly Dynamic

MPAd MPAc Greedy MPAd MPAc Greedy MPAd MPAc Greedy

p1 17.5% 18.0% 22.8% 40.6% 40.8% 43.5% 39.2% 39.2% 39.5%
p2 15.0% 15.8% 20.9% 45.4% 45.5% 46.1% 51.2% 51.2% 51.2%
p3 17.8% 18.0% 26.8% 39.8% 39.1% 41.7% 46.6% 46.6% 47.2%
p4 23.4% 23.8% 30.9% 27.7% 27.8% 32.8% 48.8% 48.5% 50.6%
p5 18.7% 18.9% 21.3% 37.1% 37.6% 41.6% 47.1% 46.9% 47.6%
p6 5.3% 5.4% 6.9% 16.8% 17.1% 18.9% 25.7% 25.7% 28.0%
p7 27.8% 30.3% 33.8% 39.8% 39.9% 42.4% 41.0% 41.6% 42.8%

Average 17.9% 18.6% 23.3% 35.3% 35.4% 38.1% 42.8% 42.8% 43.8%

Table 4.20: Average deviation from non-optimal offline solutions

Problem Set
Weakly Dynamic Moderately Dynamic Highly Dynamic

MPAd MPAc Greedy MPAd MPAc Greedy MPAd MPAc Greedy

p1 - - - - - - - - -
p2 - - - - - - - - -
p3 - - - - - - - - -
p4 6.6% 7.0% 28.0% 17.9% 18.2% 32.2% - - -
p5 10.0% 11.5% 22.8% 24.9% 25.5% 34.7% - - -
p6 8.7% 10.1% 19.2% - - - - - -
p7 8.7% 9.1% 32.3% 19.9% 20.5% 33.7% - - -

Average 8.5% 9.4% 25.6% 20.9% 21.4% 33.6% - - -
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Table 4.21: Average deviation of request volume from optimal offline solutions

Request Volume
Weakly Dynamic Moderately Dynamic Highly Dynamic

MPAd MPAc Greedy MPAd MPAc Greedy MPAd MPAc Greedy

Low (p1, p2 and p3) 16.8% 17.3% 23.5% 41.9% 41.8% 43.8% 45.7% 45.7% 46.0%
Medium (p5 and p6) 12.0% 12.2% 14.1% 27.0% 27.3% 30.3% 36.4% 36.3% 37.8%

High (p4 and p7) 25.6% 27.1% 32.4% 33.7% 33.9% 37.6% 44.9% 45.1% 46.7%

Table 4.22: Average deviation of request volume from non-optimal offline solutions

Request Volume
Weakly Dynamic Moderately Dynamic Highly Dynamic

MPAd MPAc Greedy MPAd MPAc Greedy MPAd MPAc Greedy

Low (p1, p2 and p3) - - - - - - - - -
Medium (p5 and p6) 9.4% 10.8% 21.0% 24.9% 25.5% 34.7% - - -

High (p4 and p7) 7.6% 8.1% 30.2% 18.9% 19.4% 33.0% - - -
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5. CONCLUSIONS

Natural disasters are unpredictable incidents that create emergency situations and cause

economic, social, and environmental damages. These extreme events leave people in need

of emergency supplies like water, food, and medical help. The rapid delivery of these basic

supplies is critical in minimizing the suffering of impacted populations. Humanitarian relief

agencies and nongovernment organizations play a key role in disaster response processes

using their logistics activities. Those processes often involve complex logistics problems with

a high degree of uncertainty, and the use of scarce resources needs to be optimized to save

lives after a disaster. The focus of this dissertation is to introduce a new class of

decision support models for disaster response logistics planning.

Possessing an understanding of the disaster situation at hand in order to inform better

decisions is critical in planning disaster logistics activities. Traditionally, assessment teams

collect information regarding the impacted population by visiting the disaster area, but some

in the disaster response community are exploring ways to utilize social media to collect more

situational awareness information in a shorter amount of time. However, the trustworthiness

and reliability of social data are significant concerns for the emergency response community

because a large portion of this information is initially not verified, and some of it may be

inaccurate. Therefore, this dissertation investigates whether considering and acting on social

data prior to its absolute verification improves the efficacy of response plans.

The models and case studies presented in this dissertation are intended to provide insight

into the impact of considering social data in tour planning. In Chapter 2, a new problem

framework that describes a formal method for assessing the impact of incorporating unverified

social data in disaster relief planning is introduced. This framework is demonstrated in the

context of the traveling salesman problem. Two alternative decision strategies (one that

considers social data and one that does not) are compared across a wide variety of demand

scenarios in order to explore the benefits associated with incorporating social data in disaster

relief tour planning. The computational results demonstrate that in general, the decision
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strategy that includes social data outperforms one that does not. Chapter 3 extends the

framework introduced in the second chapter by considering practical model elements such

as multiple vehicles, location specific demand magnitude, and service time. Additionally,

a new objective, maximizing amount of demand served, is considered. The problem under

consideration is a Team Orienteering Problem variant with a single depot. Similar to Chapter

2, two social data logistics strategies are presented: one strategy acts on social data while

the other strategy does not until it is verified. However, only extreme “all or nothing”

types of decision strategies are considered in the second chapter. In addition to these two

approaches, three new strategies that an emergency manager could adapt in practice, are

constructed. These strategies consider and act on social data in some capacity: one that

specifies acting on social data if all verified request have been visited, one that specifies acting

social data but higher priority is given to verified requests, and one that specifies acting on

a social data location if it is located close to a verified location. A case study motivated

by the 2010 Haiti earthquake is used to test the developed models. The results show that

blending social data with traditional data in disaster response is promising. In Chapter 4,

a new orienteering problem variant, called Dynamic Team Orienteering Problem (DTOP) is

introduced in order to extend the static decision framework studied in Chapters 2 and 3 to

a dynamic decision framework in the future. The dynamic TOP differs from the static TOP

in that demand locations are revealed over time instead of being known a priori. The goal

is to maximize the sum of collected demand by visiting a set of request locations within a

time limit. We employ a Multiple Plan Approach (MPA) to solve DTOP. A total of 1161

new DTOP benchmark instances are introduced, adapted from TOP benchmark instances

by generating customer disclosure times and varying the effective degree of dynamism. The

average percentage deviation for the developed algorithms is computed using an optimal

offline algorithm.

As future work, the modeling and framework introduced in Chapters 2 and 3 can be

extended by considering the dynamic nature of social and traditional data available to emer-
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gency response planners. The decision process can be performed considering two input

streams: (i) unverified social data describing demand that is not known with certainty,

obtained by social media platforms and (ii) verified data describing demand known with

certainty, obtained by trusted traditional sources. Additionally, information describing the

degree of belief in the accuracy of social data elements, which will be available from the

verification process, can be also considered. These streams (traditional data, social data,

and information from the verification process) will be continuously updated and changed

throughout the planning period as needs are received and discovered. The focus of this

future study will be to develop decision support models considering these input streams

when developing real-time disaster response planning. This complex planning problem is

different from the classical dynamic and stochastic VRP models in the literature because,

unlike traditional assumptions of having a homeostatic probability distribution to model ran-

dom variables, a heterostatic probability distribution from verification efforts will be used

to describe uncertain demands. Results of this research will be addressing concerns over the

usefulness of social data in emergency response decision-making by quantifying the value of

considering the information in real time.
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