
On the Bayesian optimization and robustness of event
detection methods in NILM

Leen De Baets, Joeri Ruyssinck, Chris Develder, Tom Dhaene and Dirk
Deschrijver

Department of Information Technology, Ghent University - imec
Technologiepark-Zwijnaarde 15, 9052 Ghent

leen.debaets@intec.ugent.be

Abstract

A basic but crucial step to increase efficiency and save energy in residential

settings, is to have an accurate view of energy consumption. To monitor resi-

dential energy consumption cost-effectively, i.e., without relying on per-device

monitoring equipment, non-intrusive load monitoring (NILM) provides an ele-

gant solution. The aim of NILM is to disaggregate the total power consump-

tion (as measured, e.g., by smart meters at the grid connection point of the

household) into individual devices’ power consumption, using machine learning

techniques. An essential building block of NILM is event detection: detecting

when appliances are switched on or off. Current state-of-the-art methods face

two open issues. First, they are typically not robust to differences in base load

power consumption and secondly, they require extensive parameter optimiza-

tion. In this paper, both problems are addressed. First two novel and robust

algorithms are proposed: a modified version of the chi-squared goodness-of-fit

(χ2 GOF) test and an event detection method based on cepstrum smoothing.

Then, a workflow using surrogate-based optimization (SBO) to efficiently tune

these methods is introduced. Benchmarking on the BLUED dataset shows that

both suggested algorithms outperform the standard χ2 GOF test for traces with

a higher base load and that they can be optimized efficiently using SBO.
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1. Introduction

In October 2014, EU leaders agreed upon three key targets for the year 2030

[1]: 1) at least 40% cuts in greenhouse gas emissions, 2) at least 27% share

for renewable energy, and 3) at least 27% improvement in energy efficiency.

Energy monitoring proves an useful aid for reaching these targets by providing5

an accurate, detailed view of energy consumption. It helps because: 1) if this

information is given to households, studies have shown that they could save up

to 12% of electrical energy and thereby reduce the emissions [2] (also useful

for non-residential buildings [3]), 2) this information allows us to assess and

exploit flexibility of power consumption, which in turn is important for demand10

response systems that are responsible for an increased penetration of distributed

renewable energy sources, 3) energy monitoring is one major prerequisite for

energy efficiency measures [4].

In order to achieve the required energy monitoring cost-effectively, i.e., with-

out relying on per-device monitoring equipment, non-intrusive load monitoring15

(NILM) provides an elegant solution. NILM concerns the analysis of the aggre-

gate power consumption of electric loads in order to identify the existence and

consumption profile of each individual appliance. In 1992, Hart was the first

to describe an event-based workflow for NILM [5]. It starts with the detection

of state transitions (events) and then matches these with unique signatures of20

appliances using clustering and classification.

This paper focuses on the development of event detection methods. An im-

portant property of these methods is their robustness towards differences in the

base load (i.e., the background consumption of devices already consuming power

when the event to be detected occurs): it is unwanted that the performance de-25

cays if high power consuming devices are on. To the best of our knowledge, this

property has not yet been thoroughly investigated. This paper shows that the

state-of-the-art event detection method, chi-squared goodness-of-fit (χ2 GOF),

lacks this robustness. Two alternative methods robust to changes in the base

load are proposed. The first method is an adapted version of the standard χ2
30
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GOF method [6], which is extended with a voting mechanism [7]. The second

robust method is a new method that uses smoothed frequency components to

detect events.

A second contribution of our paper concerns parameter optimization of event

detection methods. A standard but slow approach is a brute-force exhaustive35

search that tries out all the possible parameter configurations and selects the

best one. In this paper, this process is optimized by introducing Surrogate-

Based Optimization (SBO) [8].

The remainder of the paper is structured as follows: in Section 2 a brief

overview of related work is introduced, in Section 3 the preprocessing of the40

input is described. Section 4 describes the state-of-the art NILM event detec-

tion method, discusses its lack of robustness towards base load power differences

and proposes a robust adaptation, the voting χ2 GOF method. Section 5 dis-

cusses the newly proposed robust event detection method. In Section 6, a SBO

algorithm is proposed to identify optimal model parameter configurations for45

the statistical tests and in Section 7, the performance of the newly presented

methods is benchmarked. A conclusion is given in Section 8.

2. Related work

Event detection methods. In 1992, together with the first event-based work-flow

for NILM, Hart described an event detection method that relied on monitoring50

changes in active and reactive power [5]. A better method to detect events in

the active power is the Generalized Likelihood Ratio Test (GLRT) [7, 9], which

tests if two neighboring windows representing consecutive time frames share a

common distribution. The possible presence of an event in two neighboring

windows is determined by calculating a decision statistic from the natural log of55

a ratio of probability density functions in those neighbouring windows. Another

method is the χ2 GOF test. It detects events by assuming, like the GLRT, that

two neighbouring windows share a common distribution. A χ2 test statistic

is applied on two neighbouring windows and an event is assumed if the null
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hypothesis is rejected [6]. This χ2 GOF test is widely used [6, 9, 10, 11] and60

reasons to adopt this method are its simplicity and improved performance as

reported in other studies [6, 10, 11, 12]. In addition to these heuristics, more

computationally expensive machine learning algorithms are available. Hidden

Markov Models (HMMs) [15] formulate the problem of detecting events as find-

ing an ideal set of non-overlapping intervals in which the observations are as65

heterogeneous as possible. These unknown intervals are the hidden states of

the HMM. A disadvantage is that the number of states needs be given or must

be predicted. Support vector machines (SVMs) [16] fit models on short seg-

ments of the signal, all learned simultaneously using a coupling term that forces

neighbouring models to be similar. Bayesian methods [17] work by estimating70

the run length at every data point. The run length represents the time since

the last event. The run length can be inferred given 1) an underlying predic-

tive model whose parameters change when an event occurs, and 2) a hazard

function which describes how likely an event is, given an observed run length.

This hazard function needs to be given, but the model can be created if it is as-75

sumed that the data in each segment is independent and identically distributed

(i.i.d.) with respect to some distribution. It must be noted that for HMMs and

SVMs, the event detection is a side effect of the approach, and not a separate

module in the algorithm itself.

This paper focuses on the χ2 GOF method as event detection method as it80

is widely used, simple and has good performance [6, 9, 10, 11, 12].

Benchmark dataset. The most commonly used benchmark for event detection

is the BLUED dataset consisting of the aggregated active power signal from a

family residence in the United States for a whole week [21]. In this dataset the

steady-state power consumption never exceeds 500W for phase A and 1500W for85

phase B. However, it is likely that much higher power values occur in households,

e.g., when electrical heaters (easily consuming 1500W) are used. This paper

will show that the performance of the χ2 GOF method decreases rapidly if a

base load is added to the power consumption, while the performance of the
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proposed voting χ2 GOF and cepstrum method remains the same under similar90

conditions.

Parameter optimisation. The χ2 GOF method, the proposed voting χ2 GOF

method and the cepstrum method are parametric and require an optimization

step to tune the parameters in order to minimize misdetection rates. This

tuning can be done in a supervised way provided that enough data is available.95

Tuning can also be done in an unsupervised manner requiring a cost function

such that the algorithm with the optimal model parameters has the lowest cost

[18]. Either way, all model parameter configurations need to be checked (brute

force approach) and the amount of possibilities grows with the amount of model

parameters and the size of their ranges. A computationally efficient procedure100

will be introduced in Section 6 to optimize the model parameters in a reduced

amount of time compared to the traditional brute force approach.

3. Denoising power signals using median filter

As input for the χ2 GOF method, the power signal of a household is taken.

This section explains the preprocessing needed before for this signal can be105

used by the event detection method. This preprocessing will also be done for

the proposed voting χ2 GOF and cepstrum method.

Definition of the power signal. A power signal measures the amount of energy

consumed per unit time. Thus if an appliance is turned on or off (i.e., an event

occurs), the power signal will either increase or decrease. In the Americas and110

parts of Asia, the maximal power frequency is set to 60 Hz and in the rest of the

world it is set to 50 Hz. Note that event detection can also be applied on other

signals characterising the events defined by the turning on and off an appliance,

e.g., the voltage/current measurements.

Denoising. In [19] it is reported that noise or spikes in the power signal can

trigger false detection of transitions, which can significantly hamper the perfor-

mance of the event detection and thus successful load disambiguation of individ-
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(a) (b)

Figure 1: An example power trace [21] with noise is given in (a). The noise is falsely detected

as an event. Figure (b) shows the power trace after applying the median filter with m = 30

samples.

ual appliances. Therefore, it is important to remove the noise by preprocessing

the data. In digital image processing, a similar preprocessing step is also needed

and quite often this is done by the median filter, as it can remove impulsive noise

while preserving sharpness of the edges [20]. Each sample in the power signal

pi is replaced by the median of its m neighbours:

pi = median(pi−m/2 + pi−m/2+1 + ...+ pi+m/2−1 + xi+m/2) (1)

As an example, Figure 1 shows that the standard χ2 GOF event detection115

method identifies noise as an event if the signal is not filtered. It is found that

the effectiveness of the median filter depends on the choice of its window size m.

Therefore, this model parameter must be optimized (preferable in an efficient

manner), as discussed further in Section 6.

4. Voting χ2 GOF Method120

The standard χ2 GOF method [6] detects events by relying on the fact

that the distribution of power values before/after the occurrence of an event

are different. To assess this difference, a probabilistic χ2 test can be used.

Assume two consecutive non-overlapping windows q = (q1, q2, · · · , qn) and p =

(p1, p2, · · · , pn), each containing n data samples from the power signal. Then,

an event occurs at the end of window q with a confidence level of 100(1− α)%
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and n− 1 degrees of freedom, if

lGOF =

n∑
i=1

(qi − pi)2

pi
> χ2

α,n−1. (2)

The values of the χ2
α,n−1 distribution can be looked up in a table1 .

Base line robustness. Although this χ2 GOF method has been shown to be

effective, it is not robust against base load changes. Figures 2 illustrates this.

When the power base level is around 600W and an appliance using 50W is

switched on (as in Figure 2a), the event is correctly detected (see Figure 2c).125

However, the event would have been missed if a base load of 1500W is added (see

Figure 2b)and 2d). It is seen from equation (2) that events are characterized as

a change in power (qi − pi) relative to the power signal itself (pi). Therefore,

the method is prone to miss smaller events when the base load of the signal is

high. This can lead to poor results, as shown in Figure 2b. As a solution, a130

voting mechanism (based on the idea presented in [7]) is proposed in this paper

to solve the problem.

Improved method. In the voting χ2 GOF method, the GOF is calculated for

each sample in the power signal as given by equation (2). A voting window of

length w slides over the resulting time-series of GOF-values and a sample gets135

a vote if its GOF-value is the highest among all points in the voting window.

This results in a maximum of w votes. Each sample receiving at least vthr votes

is flagged as an event. As illustrated in the example of Figure 2e and 2f, the

voting χ2 GOF method is able to improve the detection ratios compared to the

standard approach. The results section (Section 7) shows the robustness of the140

voting method against changes in base load in more detail.

Parameter configurations. Both the normal and voting χ2 GOF method are

sensitive to model parameter configurations, i.e., the confidence level α, the

window size n, and extra for the voting method: the voting window size w and

1http://sites.stat.psu.edu/~mga/401/tables/Chi-square-table.pdf
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2: (a) A sample power trace from [21] and its detected events using the standard χ2

GOF method with n = 40. (c) The corresponding lgof values. (e) The detected events using

the voting χ2 GOF method with w = 30 and vthr = 25. (g) The corresponding votes. Figures

(b), (d), (f) and (h) show the same information for cases where a base load of 1500W is added.

8



(a) (b)

Figure 3: A sample power trace from the BLUED dataset [21], after applying a median filter

with m = 30, with events detected by χ2 GOF with α = 90% for different window sizes: (a)

n = 20, (b) n = 40. In the first case, only two events are detected, while three events are

detected when n = 40 .

voting threshold vthr. In [6] a suggestion is given for determining the window145

size n. However, small changes in the model parameter configurations can lead

to missed events. Figure 3 shows an example for the normal χ2 GOF method

where three events are detected when the window size n = 40, but only two

events are detected when the window size n = 20. It is thus beneficial to

optimize the model parameters in an efficient way, which can be done using150

surrogate based optimization, see Section 6.

5. Cepstrum method

The previous sections investigated the power signal in the time domain.

Alternatively, an analysis can be performed in the frequency domain using,

e.g., cepstrum analysis. Cepstrum analysis was first introduced in 1963 to ana-155

lyze the echoes within seismic signals produced by earthquakes [22]. Since then,

it has proven to be a potent technique in several domains. One application

is passive sonar, which involves listening to the environment without sending

signals in order to detect objects [23]. Another application is speech recog-

nition [24], where cepstrum analysis has been successfully applied to increase160

the robustness of various algorithms. In the context of NILM, recent work has

demonstrated the usefulness of cepstrum analysis for appliance recognition [25],
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Figure 4: A schematic overview of the transformation from a time signal to spectral smoothed

dB-scaled frequency components.

especially when multiple devices are (de)activated simultaneously. Here, cep-

strum analysis is used for event detection, rather than for appliance recognition.

Robust Cepstrum Method. When using the cepstrum method, events are de-

tected in the frequency domain where smoothing occurs in the quefrency do-

main, rather than the time domain. The different steps are outlined in Figure

4. Consider a window x of length n from a power signal p,

x = (pi, pi+1, ..., pi+n) (3)

where events need to be detected. First, this window will be converted from the

time to the frequency domain, by using the Fourier transform:

X[k] =

n∑
j=1

x[j] e−2πikj/n , 0 ≤ k < n. (4)

Then, the inverse Fourier transform is applied to the logarithm of |X|, leading

to the cepstrum components in the so-called quefrency domain:

c[n] =
1

N

N−1∑
k=0

log10( |X[k]| )e2πink/N , 0 ≤ n < N. (5)

These cepstrum components are smoothed by means of a filter z, after which

they are transformed back to frequency components by applying the Fourier

transformation:

X̂[k] =

n∑
j=1

z[j] c[j] e−2πikj/n , 0 ≤ k < n. (6)

The filter z is defined as one minus the Hann window, with a response as visu-

alised in Figure 5:

z[j] = 1− 0.5 (1− cos(2πj/n)) , 0 ≤ j ≤ n. (7)
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Figure 5: The response of the filter z.

Because the relative difference in values of the components is more informa-

tive than the absolute difference, the frequency components are converted to a

decibel (dB) scale:

X̂dB [k] = 20 log10(X̂[k]). (8)

These components are an informative indicator for the absence or presence of

events in the time window. This is illustrated in Figure 6: if an event is present,

all the cepstrum smoothed dB scaled frequency components have higher values

(see Figure 6b) than when no event is present (see Figure 6d). Finally, it is

checked whether all frequency components exceed a chosen threshold τ , and

declare an event if the following condition holds:

min
0≤k<N

(X̂dB [k]) > τ (9)

Note that the threshold τ needs to be optimized in order to achieve high event165

detection ratios. The efficient optimization of this parameter τ (and others

indicated previously) is discussed next, in Section 6. The result section (Section

7) shows that this method, just like the voting χ2 GOF method, is robust against

changes in the base load.

6. Efficient surrogate-based model parameter optimization170

All the methods described in the previous sections have parameters that

need to be optimized in order to achieve high event detection ratios. The total

number of model parameter configurations that must be evaluated is very high,

see Section 7 for the specific numbers. Rather than reducing the granularity of
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(a) (b)

(c) (d)

Figure 6: Example of a window with size n = 40 of a power trace and the corresponding

smoothed frequency components X̂ of an event, respectively (a) and (b), and a non-event,

respectively (c) and (d).

the model parameter ranges, surrogate-based optimization is proposed, which175

can significantly speed up the process. It is chosen to adopt Surrogate-Based

Optimization (SBO) [8], which assumes that smooth changes in the model pa-

rameter configurations will lead to smooth changes in detection ratios. Under

that condition, an exhaustive search of the overall model parameter space is not

required to find the optimum solution. Rather than computing the results for180

all possible model parameters, a surrogate model of the optimization objective

function (the utility function) is generated that is locally accurate in the regions

of interest (the optimum). SBO makes use of one of the most popular sequential

sampling concepts, namely, the Expected Improvement (EI) measure for opti-

mization with locally accurate surrogate models [8]. The EI measure aims to185

maximize the utility function by guiding the sequential selection of appropriate

model parameter configurations into the direction where the optimum solution

is most likely to be found, using Bayesian methods. Once the algorithm discov-
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Figure 7: A flow chart explaining SBO.

ers a configuration that is sufficiently close to the optimum, the optimization

terminates and the final solution is returned. As a result, only part of all model190

parameter configurations need to be tested to obtain the optimal solution. SBO

has already been applied successfully in other research areas, like e.g., wireless

communication [26], electromagnetics [8], and microwave filter design [27].

The different steps of the algorithm are summarized in Figure 7. SBO re-

quires a unified utility function that needs to be maximized (i.e., the F-measure195

as explained further). First, a limited set of calculations are performed on this

utility function such that the model parameter space is well sampled to create

the initial design. Then, a Kriging surrogate model is built that is sequentially

updated with additional configurations as suggested by the EI infill criterion.

The EI infill criterion effectively balances between enhancing the global accu-200

racy of the surrogate model (exploration) and improving its accuracy near the

optimal solution found so far (exploitation). As the algorithm proceeds, the

search is guided towards the optimal solution while limiting the amount of pos-

sible configurations for the model parameters. As soon as a satisfactory result

is found, the optimization is terminated and the best solution is returned.205

Definition of the utility function. To quantify the performance of event detec-

tion methods, the harmonic mean of precision and recall (also known as the
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F-measure) is used as suggested in [28]. If the considered model parameters are

g, it is defined as:

F (g) = 2 · precision(g) · recall(g)

precision(g) + recall(g)
(10)

precision(g) =
TP(g)

TP(g) + FP(g)
(11)

recall(g) =
TP(g)

TP (g) + FN(g)
(12)

where precision is the fraction of detected events that are true and recall is the

fraction of true events that are detected, TP are the true-positives (correctly

predicted events), FP are the false-positives (incorrectly predicted events), FN

are the false-negatives (undetected events). The goal of the optimization proce-

dure is to choose the model parameters g in such a way that the utility function210

is maximized.

Evaluation of the initial configurations for model parameters. First, a limited

number of configurations for model parameter g are evaluated using Equation

(11) and (12) to determine corresponding values of precision and recall. To

this end, an optimized Latin Hypercube Design (LHD) was used because of its

space-filling properties [29]. Next, the corresponding F measures are calculated.

This leads to the configurations:

S = {(gk, F (gk)), k = 1 . . .K}. (13)

Generation of a Kriging surrogate model. With the calculated F -measures, a

Kriging model is built. Kriging models are part of a broader class of approxima-

tion methods, called Gaussian Processes (GP), and have a particular importance

in SBO. While traditional approximation methods predict only a single function215

value, GP methods can predict the uncertainty of a function value as the real-

ization of a normally distributed random variable Y (g) ∼ N(µ(g), σ(g)) where

µ(g) denotes the predicted value (µ(g) ∼ F (g) ) and σ(g) denotes the predic-

tion variance. This property is exploited by the EI infill criterion to guide the

sequential sampling, as shown in the next section. More details about Kriging220

can be found in literature, e.g., [30].
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Expected Improvement infill criteria. Once a Kriging model is built, the EI

measure determines the optimum location of the next infill point g that con-

tains the parameter configurations used to configure the event detection method.

First, the EI quantifies the Probability of Improvement (PoI), the amount of

improvement that is expected to occur when a certain configuration is explored

as compared to the optimal value found so far. The EI is calculated by consid-

ering every possible improvement over the current best value Fmax, multiplied

with the associated likelihood. If φ(.) denotes the probability density function

of a random variable, then the EI can be written in integral form as follows [31]:

E[I(g)] =

∫ ∞
Fmax

I(g) · φ(Y (g)) dY, (14)

where the improvement I(g) of Y (g) over Fmax is defined as

I(g) = max(Y (g− Fmax), 0). (15)

A graphical illustration of the EI concept is given in Figure 8 where one model

parameter is optimized. Note that the EI function (14) corresponds to the first

moment of the shaded area in Figure 8. Once a configuration of g is found for

which the E[I(g)] is maximal, its corresponding F -measure is calculated and225

added as a new data sample to the set S. Based on the additional information,

the Kriging model is rebuilt and the process is repeated until a satisfactory

solution is found, i.e., until the maximum is reached (in our case F = 1), or

when the maximum number of iterations is exceeded.

An implementation of the SBO routine is available in the Surrogate Mod-230

elling (SUMO) Toolbox [32, 33] (available online2).

7. Results and discussion

Dataset. In this section the robustness against different baseload levels of the

proposed methods is tested on the BLUED dataset [21]. The aggregated power

2http://sumo.intec.ugent.be
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Figure 8: A graphical illustration of expected improvement: a surrogate model (dashed line) is

constructed based on some data points (circles) of an unknown function F (g). For each point

the surrogate model predicts a Gaussian probability density function (PDF). An example of

such a PDF is drawn at g = 0.5.

signal sampled at 60Hz from a family residence in the United States for a whole235

week is considered. Every state transition of each appliance is manually labeled,

providing the ground truth. The considered house has a two-phase power con-

sumption, where 904 transitions are recorded in phase A and 1578 in phase B.

Each phase has its own properties, e.g., phase B is more noisy than phase A.

For that reason, phase A and B are optimized and tested separately. For each240

method, the data is passed through a median filter, as explained in Section 3.

Cross validation. Performance is evaluated on 20% of the data, whereas the

remaining 80% is used for training. Performance is reported averaged over 10

runs (each with a random 20% test split). For training, 5-fold cross validation is

used on the other 80% to set the optimal parameter values. The overall set-up245

is summarized in Figure 9. Note that for the division, the trace of an entire day

is taken as a whole unit.

Trained model parameters. The model parameters and the ranges under con-

sideration are listed in Tables 1, 2 and 3 for the standard χ2 GOF method, the

voting χ2 GOF method and the cepstrum method. As the power frequency is250

60 Hz, this means there is a sample every 0.02 seconds. Consequently, when the

16



Figure 9: Schematic overview of the optimization procedure.

window size n varies from 1 to 100, it covers a time window from 0.02 seconds to

2 seconds. The total number of model parameter configurations to be evaluated

is very high: the choices listed in Table 1-3 amount to 50000 (= 100 ∗ 100 ∗ 5),

10000000 (= 100 ∗ 100 ∗ 100 ∗ 10) and 500000 (= 100 ∗ 100 ∗ 50) for the standard255

χ2 GOF method, the voting χ2 GOF method, and the cepstrum method respec-

tively. Since the approximate running time of the algorithms is 214, 1.635 and

529 seconds, this results in an overall optimization time of 124, 189.236, and

3.061 days respectively on a modern dual core machine. This makes a brute-

force optimization of the model parameters practically infeasible. Therefore,260

training is done using SBO, as explained in Section 6. To begin with, K = 10

configurations for the model parameters are evaluated and used to build the

Kriging model. Based on this model, one new configuration for the parameters

is proposed and evaluated with the F -measure. The result is used to update the

Kriging model. This is done 90 times, resulting in 100 evaluated configurations.265

Adding more iterations did not prove to be useful in practice, as the F-measure

did not significantly improve and the suggested parameter configurations were

all in the same neighbourhood. A good (but possibly local) optimum is thus

found.

Test use cases. To find out if each method is robust against changes in the base270

load of the power signal, the three methods are applied in three different use

cases. In all cases, the data is preprocessed with a median filter, and a base

load of respectively 0W, 1500W and 3000W is added to the power signal. In

practice, such high base load conditions arise when multiple high-power devices

17



standard χ2 GOF

name range optimization time / configurations

window median filter m [1, 100] brute force 124 days / 50000

window event detection n [1, 100] SBO 5.9 hours / 100

confidence level α {90, 95, 97.5,

99, 99.9}

Table 1: On the left side are the present model parameters g and range for the standard χ2

GOF event detection. On the right side are the optimization time for the model parameters

and the amount of parameter configurations needed to be checked.

voting χ2 GOF

name range optimization time / configurations

window median filter m [1, 100] brute force 189.2 days / 10000000

window event detection n [1, 100] SBO 45 hours / 100

window voting system w [1, 100]

voting threshold vthr w ∗ [0.1, 1]

Table 2: On the left side are the present model parameters g and range for the voting χ2

GOF event detection. On the right side are the optimization time for the model parameters

and the amount of parameter configurations needed to be checked.

are operating in the background, such as electrical heaters (that can easily275

consume 1500W). Considering the results of these use cases, a conclusion can

be made about each method’s robustness.

Robustness of standard χ2 GOF method. The results of the standard χ2 GOF

method when applied on the first three use cases are given in Figure 10, showing

the spread of the F-measure caused by running the 5-fold cross validation ten280

times. When no offset is added, the performance for phase A is almost perfect

(F ≈ 0.98) and for phase B the performance is F ≈ 0.80. However, this changes

when the base load is increased by adding an offset to the signal. The F-measure

keeps dropping as the offset increases, indicating that the method is not robust

18



cepstrum

name range optimization time / configurations

window median filter m [1, 100] brute force 3.1 days / 500000

window event detection n [1, 100] SBO 14 hours / 100

threshold τ [1, 50]

Table 3: On the left side are the present model parameters g with their respective abbreviation

and range for the cepstrum method. On the right side are the optimization time for the model

parameters and the amount of parameter configurations needed to be checked.

against higher base loads.285

Robustness of voting χ2 GOF method. The results of the voting χ2 GOF method

when applied on the first three use cases are given in Figure 10. As can be seen,

the voting χ2 GOF method gives comparable results to the standard χ2 GOF

method for phase A and B when no offset is added. When offsets are added

to the signal, the F-measure remains the same, indicating the robustness of the290

voting χ2 GOF method. This in contrast to the standard χ2 GOF method.

Robustness of cepstrum method. The results of the cepstrum method when ap-

plied on the first three use cases can be found in Figure 10. The F-measure for

phase A when no offset is added to the base load, is the same as the previous

methods (F ≈ 0.98). For phase B, it is F ≈ 0.81, which is a bit higher than295

the previous methods. When an offset is added to the base load, the F-measure

remains the same (F ≈ 0.81), just like the voting χ2 GOF method, indicating

the robustness of the cepstrum method.

Timing improvement due to SBO. Comparing the running time of SBO and the

brute-force approach, it is found that for the standard χ2 GOF method it is re-300

duced from approximately 124 days to 5.9 hours, for the voting χ2 GOF method

from 189.2 days to 45 hours, and for the cepstrum method from 3.1 days to 14

hours, resulting in a speed up factor of approximately 500, 100000 and 5000

respectively. This is caused by the fact that the amount of evaluated parameter
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Figure 10: The F -measure when detecting events with the standard χ2 GOF, voting χ2 GOF

and cepstrum method.

configurations is reduced from 5000, 10000000 and 500000 (for the standard χ2
305

GOF method, the voting χ2 GOF method, and the cepstrum method respec-

tively) to 100 for all methods while maintaining a good F -measure.

8. Conclusion

Two event detection methods have been proposed, namely (1) the voting χ2

GOF method, and (2) the cepstrum method. Each method is robust against310

base load differences compared to the standard χ2 GOF method. For example,

when a base load of 3000W (which corresponds to the power consumption of

two typical electrical heaters) is added to the power signal, compared to the

standard χ2 GOF method, the voting χ2 GOF method leads to a performance

increase of 7 − 12% in terms of F -measure, while Cepstrum reaches 7 − 15%315

larger F -measure values.

In order to obtain optimal parameter configurations of these methods, a

workflow using surrogate-based optimization is proposed. Timing results con-

firm that the parameter optimization process can be sped up: in our experiments

there is a speed up with a factor up to 100000 between the standard brute force320

and the surrogate-based optimization.
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