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Abstract

The increasing application of energy monitoring and smart metering systems leads
to an increasing availability of long-term measurements of the actual energy usein
occupied residential buildings. By use of data-driven modelling techniques, the
actual energy use of buildings can be modelled for different purposes, such as
normalisation to the outdoor climate, forecasting, parameter identification or
decomposition. Heating degree day and energy signature methods are widely
applied data-driven energy models, that are typically used when occasional
measurements are available over long periods of time. However with the availability
of high frequency energy monitoring data, the applicability of these classical
methods is questioned from statistical point of view. On the other hand, more
accurate models and more extensive information retrieval are expected from the
analysis of these data.

In this paper various data-driven modelling techniques are applied on a data-set
that includes hourly gas and weather monitoring data of 25 dwellings. Starting from
linear regression models on weekly and daily energy use data during a heating
season, the time step and length of the data-set are gradually reduced and the use of
linear input-output models and time series decomposition methods are explored and
illustrated. It is found that auto-regressive models with exogenous inputs are useful
alternatives to the linear regression models when the time step of measurements is
reduced to daily and 2-hourly data. Furthermore, time series decomposition enable
the separation of deterministic diurnal patterns from long-term data trends in 2-
hourly datasets.

Keywords — energy monitoring; smart meter; residi@hbuildings; normalisation

1. Introduction

The growing interest in the energy performance oifdings brings
along questions about the real energy performahaecaupied buildings.
While building simulations are useful to estimate building performance
during the design phase, these theoretically estinanergy use figures
often differ significantly from the real energy usethe occupied building.



Reasons for this can be, for example, assumptised in the simulation

tools, building construction deficiencies, the attoperation and control of
the building services, occupant behavioural aspecid the interaction

between the building, the services and the occsdahtOn the other hand,
the increasing application of energy monitoring anwart metering systems,
leads to an increasing availability of frequent &ordy-term measurements of
the actual energy use in occupied buildings. Byafs#ata-driven modelling

techniques the energy use of buildings can be rremljedtarting from actual

energy use figures, measurements of weather vesiatd possibly other
energy-related parameters (e.g. indoor temperaf@ieDependent on the

application in view (e.g. energy feedback, ideadifion of energy savings),
the models can be used to normalise the data weitpect to weather
conditions, to decompose different types of energgy in the data, to predict
future energy use or to estimate energy use cleaistats.

Heating Degree Day and Energy Signature modelsvately applied
data-driven energy models, that are typically useden occasional
measurements are available over long periods of.tidowever with the
availability of energy monitoring data that are mofrequent (e.g.
measurement time steps between 15 minutes andr}, twaiapplicability of
these classical methods is questioned from statigpioint of view [3], and
on the other hand more accurate results and mdaensixe information
retrieval are expected from the analysis of theda.dn this paper different
data-driven modelling techniques are applied onata-det that includes
hourly gas and weather monitoring data for 25 Belglwellings that use gas
only for space heating. The models are compareterims of statistical
quality, model fit and one-step-ahead predictiocuaacy for different levels
of aggregation and length of the data-set.

The next section of this paper presents the casly-stata. In section 3
the data is aggregated to daily values and modelath linear regression
models (LR) and auto-regressive models with exogemoputs (ARX). The
length of the measurements is reduced from aneeh#ating season to 1
month and the impact of the weather variables ennteded data length is
discussed. In section 4, the time-step of the paiats is reduced to 2 hours
and the use of auto-regressive models with exogemquts (ARX), and
time series decomposition methods (TSD) are exglarel illustrated.

2. Case study data

The case-study data includes hourly gas and weatbeitoring data for
25 Belgian dwellings that use gas only for spacatihg (not for other
energy use functions) and use only gas for spaatnige(no other energy
carriers). The data-set reaches from February 201April 2012. The
dwellings are located in the same village, but they different in typology,
age, building constructions and services and usgme. dwelling (n° 3) is
irregularly occupied and often unoccupied durirgyiteasurement period.



3. Daily aggregated data

A.  Weekly to daily aggregated data

Heating degree day and energy signature methodknase regression
methods to fit an energy balance equation (1),hicwvE is the energy (gas)
use of the buildingls is the global horizontal solar irradiation afglis the
ambient temperature measured at a national west#igon.c;, c;andcs are
the model coefficients andis the error term. Both heating degree days or
outdoor temperature can be used as an input, leutuse of equivalent
temperatures typically leads to better model fitscAthe use of solar
irradiation as an input yields an equal and oftettedo model fit for all of the
studied houses (see Fig. 1 (right)).

E=c +c, XxHDDeq+c3 XIs+¢ (¢Y)
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Fig. 1: R2adjusted for Linear Regression model2®dwellings:
(left) using weekly vs. daily time steps, (rightithws. without solar radiation &s an input

The model described in (1) is applied on data fooa heating season of
the case-study dwelling, and the use of weekly dailly data points is
compared in Fig. 1 (left). For all 25 case studydes, the coefficient of
determination Rg; is clearly lower for daily data then for weeklytalaA
reason for this is that in the daily aggregatedh,dtte data points are not
independent. They are correlated in time becausghgs$ical phenomena
such as the thermal inertia and behavioural pattéeny. week days vs.
week-end days) with periods bigger than one dag {he use of equivalent
temperatures is resolving this issue only parfjallp weekly aggregated
data, these phenomena are actually averaged othiessubsequent data
points are independent. An auto-regressive modti ekogenous inputs



(ARX) is now applied to the daily aggregated dagta k this kind of model,
historical values of the outpit and eventually of the input34; andls;) are
added as extra inputs in the model. The most siexdenple is theslorder
ARX model in equation (2), where the energy uséhefprevious daf:.; is
an input. Like linear regression models, ARX modeis also be fitted using
the ordinary least squares estimation. As can ke #§e Fig. 2 (left), the
ARX(1) model already leads to better model fitaihof the houses except
for house 3, which is a house with very irregulacupation. The use of
higher order models ARX(+) leads to a small improeets on the ARX(1)
model in many of the case-study houses (Fig. P)lef

E.=ci+cy;XTa; +c3 XIsp +c, XE,_1+¢ (2)

— Heatingseason Oct-Nov-Dec

Nov-Dec-Jan

Dec-Jan-Feb
——LR ——ARX(1) ——ARX(+)

Jan-Feb-Mar

Feb-Mar-Apr

Fig 2 R2adjusted for 25 dwellings: (left) LR an&X models during 1 heating season
(right) ARX(+) models during 1 heating season @ndonth data subsets

B. Length of the data-set and data selection

The ARX(+) model is now fitted to sub-datasets lt# heating season
with a length of 3 months, and with a length of ementh. In Fig. 2 (right)
the R%qg values obtained with a data length of 3 monthscampared to
those obtained with the entire heating season sktéor all 25 dwellings. It
is found that for some time periods (e.g. Januagpriary+March and
February+March+April), the model fit is always eftmor better than when
the entire heating season is used, and this isthis@ase for the RMSE,
MAE and standard errors (Table 1). For other momehthe heating season
(e.g. November+December+January) the model fitearly worse, or the



findings are different for different houses. Whée data length is further
reduced to one month, similar conclusions can bdema

| R2ad St. Error RMSE MAE
Heating season| 0,83 0,97 186 7,8 182 7,8 142 5,0
Jan-Feb-Mar 09 098 181 89 173 84 138 56

Table 1 Statistics fdrinear Model and ARX(1) model

Whether the model is intended for use to estinfegeniodel coefficients
or to normalise or predict the space heating enasgy it is important that
the dataset that is used for fitting the modeludek the variety of weather
conditions that can be expected. When taking a &idke plots of ambient
temperature and solar irradiation in Fig. 3, itlisar that for the considered
heating season, the ambient temperatures are weitsrsfrom November to
end of January, and during this period the soladiation is rather low.
Therefore a model fitted on the data-set Novembeceihber+January will
be less suitable to distinguish the effects of amibtemperature from those
of solar radiation, or to predict space heatingrgneise in a periods with
more sun. On the other hand, the period Januarytiegb-March covers a
large variety in both temperatures and solar iathol, and moreover the
cross-correlation between these two weather inputgher low.
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Fig. 3 Daily Solar Irradiation and Ambient Temgera for each month in winter 2011-2012
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Fig. 5 Time series of observed dittbd valueswith 95% confidence bounder case-study
house 15 for January+February+March, by use gf) it and (bottom) ARX(1) models

From observations of the daily Belgian data fofedént years empirical
criteria for the weather variation are roughly msiied (remark that these
criteria are indicative, they should be furtheridated in future work):

(1) Taymin< ca. 3°CATa> 15°C,
(2) ls,max> 120 W/m2 andAls > 70W/m?2 and
(3) Cross-Correlation iF Is < 0,50.

It is concluded that the length of the datasetlmneduced to relatively
short periods between 1 and 3 months, while maiimgia good model fit
and one-step ahead predictions, on the conditianttie above criteria for
the weather inputs are met. Fig. 4 shows the obdewalues and the in-
sample one-step ahead predictions with 95% cordeléntervals for the
linear regression model and the ARX(1)-model fodada length of three
months from beginning of January to end of March220



4. 2-hourly data

Smart metering systems typically record the enengter readings with
time steps between 15 minutes and 1 hour. In thidion, the data are
aggregated to 2-hourly values and possibilitiesnfiodelling these data are
explored, using a one month dataset (January 2ifx2jse dwelling 15.

A. ARX models

When the time-step of the data is smaller than dag, diurnal
variations in weather inputs and the energy usa, dhe due to the heating
system control and occupant behaviour, are notiegaee Fig. 7). As can
be expected from the findings in section 3, ordidarear regression models
(LR) are not suitable to model this kind of dathe tstatistical model
assumptions are not fulfilled, the model fit is band the one-step ahead
predictions cannot follow the fluctuations in tregal (Fig. 7 and Table 2).

January | R2ad St. Error RMSE MAE
LR 0,01 20,2 10,2 6,5
ARX 0,99 2,4 1,2 0,9
TSD - - 1,4 1,1

Table 2 Statistics for models on 2 hourly data

Again ARX models can be fitted to the data. Becaofs¢he diurnal
variation in the data, it is now necessary not a@alinclude the energy use of
the previous time step, but also of 12 time step24 hours ago, as an
important input in the model described in equaf®)n

E,=ci+cy; XTa, +c3 XIs; +cy XE_1+csXE_1p++¢ (3)

This input proved to be common for the data-setslofost all of the 25

dwellings that were modelled. Then, dependent ensiecificities of the

data-set, extra inputs can be added to take intmumt the remaining

correlations in the data: typical inputs are terapges or solar radiation of
the previous hours or days, or the energy use @s& &go (in case a weekly
pattern in the data occurs). Statistical indicatdrthe common model for the
exemplary dwelling are given in Table 2, and intéca good model quality.

Also the plots of the one-step-ahead prediction&iq 7 present a much
better fit.
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Fig. 6 Time series of ambient temperature andrsohdiation for January 2012
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Fig. 7 Time series of observed diitkd valueswith 95% confidence bounds
for case-study house 15 for January, by use gf) (R and (bottom) ARX models

B. Time series decomposition

When observing the time series plots of the enaiggy (Fig. 6), two
patterns are easily recognised, that is a pattetated to the diurnal
variation, and a pattern related to the long-teghaviour of the series (e.g.
due to weather influences). While the ARX-modeig (F (bottom)) are able
to capture the combined effect of these pattetmsy tlo not characterise
them in a deterministic way.



Therefore another approach to deal with the 2-lyoddta-set is to
decompose the time series of the energy use ietalitirnal and the long-
term pattern, while irregularities remain in theoercomponent. In the field
of time series analysis, the diurnal pattern i tfata-set would be called a
‘seasonal component’, that is a component thahfisenced by seasonal
factors (in casu: the time of the day) and hasxedfiperiod (in casu: 24
hours). The long-term variation in the data is thealled the ‘trend
component’. Various approaches exist to estimate thme series
components. In this work a classical additive deposition is applied: by
use of moving averages, the trend component isatd, and after the data
is de-trended, the seasonal component is calculateaveraging the data
over all the periods. Finally the error term isccddted by subtracting the
trend and seasonal terms from the observed data.
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Fig. 8: Time series decomposition of the energydata of a dwelling. Plot of the outdoor
temperature, observed energy use data, trend c@npaeasonal component and the residuals

The time series decomposition (TSD) is applied he tase-study
dwelling and presented in Fig. 8. The seasonal covapt is a pattern with a
fixed shape which, in this case, is clearly relatethe control of the heating
system: at night a set-back is applied and theirgeatirns off, while the
restart of the heating in the morning causes a peajas use. The trend
represents the slowly increasing and decreasingygnese over the course
of the days and weeks, and, when comparing pld&ging, for this house, it
is clearly related to the variations in ambient penature. However, remark
that ambient temperature itself was not an inputrwlstimating the trend,



and, in cases where other long-term phenomenaeimfki the energy use of
the house, these will also be influencing the tr&iterefore the analysis of
the different components of the energy use timeseasould be useful to

identify properties of or changes in energy uséepas (e.g. due to changes
in the heating system or occupancy profile) as wslllong-term changes
(e.g. due to energy-efficiency measures or behsai@hange).

In Fig. 8 also the predicted values are plottedtiier TSD method and
the accuracy statistics are calculated (Table @h the RMSE and MAE for
this model are in the same order of magnitude ashé& ARX-model
presented in section 4A, indicating that for thesample predictions, both
models are more or less as accurate.

5. Conclusion & Perspectives

In this paper data-driven modelling techniques applied on datasets
containing 2-hourly and daily aggregated natursd gad weather smart
metering data of 25 dwellings. It is found thatdgse of auto-correlation in
the data, the goodness-of-fit of classic linearegsgion models are lower
when the time step of the data is reduced from Wyetekdaily or 2-hourly
values. Then auto-regressive models with exogenqugs are a straight-
forward alternative. Regarding the needed lengththef dataset, it is
concluded that data lengths of one up to three nsocen result in the same
model quality as when an entire heating seasosdd,wn the condition that
the input weather data provide sufficient variatiarthermore it is found
that time series decomposition methods can prasiidédar accuracy in one-
step-ahead predictions as the ARX-models, but thep enable the
separation of deterministic diurnal patterns framg-term data trends in the
2-hourly datasets. From this exploration, it isfduhat ARX-models can be
useful when the objective is to describe the eneisp/and estimate model
coefficients, while both ARX and TSD models canused to make energy
use predictions with a short prediction horizonwdaer for the application
of long-term predictions or normalisation of thetajathe applicability of
these models should be further investigated.
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