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Abstract

In this paper, modeling and the Lyapunov-designed control approach are studied for the Wind Energy Conversion Systems
(WECS). The objective of this study is to ensure the maximum energy production of a WECS while reducing the mechanical
stress on the shafts (turbine and generator). Furthermore, the proposed control strategy aims to optimize the wind energy
captured by the wind turbine operating under rating wind speed, using an Adaptive Gain Sliding Mode Control (AG-SMC). The
adaptation for the sliding gain and the torque estimation are carried out using the sliding surface as an improved solution that
handles the conventional sliding mode control. Furthermore, the resultant WECS control policy is relatively simple, meaning
the online computational cost and time are considerably reduced. Time-domain simulation studies are performed to discuss
the effectiveness of the proposed control strategy.
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1. Introduction

The use of fossil fuels in conventional power plants raises en-
vironmental concerns, leading investors to turn to renewable
resources of energy. In recent years wind power generation
has become the most extensively utilized new power gener-
ation source in the world [1].

Governments are attracted by Wind Energy Conversion
Systems (WECS) because of their sustainability, simple
structure, easy maintenance and management. Wind energy
is playing a main role in the effort to increase the share of re-
newable energy sources in the world energy system, helping
to meet global energy demand, offering the best opportu-
nity to unlock a new era of environmental protection [2, 3].
The international market of wind energy is expanding, with
an average global annual growth rate of 24% for the period
2002-2006, thereby driving technological competition in this
area [4, 5].

Wind turbines based on variable-speed operation have
been used for many reasons. Among currently available
WECS, variable-speed wind turbines are steadily growing
their market share, since changes in wind speed are followed
by controlling the shaft speed, which allows the turbine to
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function at its maximum power coefficient over a wide range
of wind speeds [6–9]. If the controllers in WECS perform
poorly, the quality and volume of the generated power can
be affected. Some [10, 11] propose fuzzy logic control to
enhance the performance of WECS in terms of reference
tracking and sensitivity to variations. In [12], a comparative
study is done between polynomial RST and linear quadratic
Gaussian theories with varied wind turbine system parame-
ters. Hybrid fuzzy sliding mode control is performed in [13].
In [9] the drawbacks of conventional wind generator control
based on PID controllers are overcome by using model refer-
ence adaptive and neuro-fuzzy controllers. One of the most
important problems involved in developing WECS is related
to the insertion of new robust control strategies, based on low
computational time and cost algorithms capable of optimiz-
ing the efficiency of the system while decreasing structural
loading. Sliding mode control has great significance and has
witnessed rapid evolution in industrial applications, proving
their agility in many aspects.

This paper can be seen as a continuation of the above-
mentioned works. First a detailed model for representation of
WECS dynamics simulations is described. Then, this study
focuses attention on improving a method to allow better per-
formances of the whole system in question, using Lyapunov
theory. The control objective is to follow the variable speed
characteristics, which makes it possible to search for max-
imum power conversion operation of the turbine below the
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rated wind speed. Instead of the conventional classical PI
controller [10, 11], a sliding mode controller based on adap-
tive gain is used in this work, as an effective solution for
power conversion optimization while reducing mechanical fa-
tigue and output chattering on the drive train. The main con-
tribution of this study is the application of the adaptive sliding
mode control technique to the maximization of power with
two different wind speed models.

This paper is organized as follows: at first, the wind speed
profile is modeled. Then, entire system model under study
is presented. The control structure based on MPPT control
strategy with the proposed design of Adaptive SMC is ap-
plied to the WECS. Finally, some results of simulations are
done with a view to comparing the two controllers: PI and
adaptive SMC in MPPT responses. A short conclusion then
follows.

2. Wind Speed Modeling

Wind speed generally has complex random variations,
both deterministic effects (mean wind, tower shadow) and
stochastic fluctuations over time due to turbulence. In this
paper, the deterministic and stochastic components are su-
perimposed to form the following wind speed model [14]:

V(t) = V0 +

n∑
i=1

Ai sin(ωit + ϕi) (1)

where: V0, Ai, ωi and ϕi are, respectively, the mean com-
ponent, magnitude, pulsation and initial phase of each turbu-
lence.

As part of this paper, we are interested only in very lo-
calized wind: The wind on the area swept by the rotor for
a few seconds. In addition, to take into account the turbulent
nature of wind, stochastic models are also used. The turbu-
lence spectrum endorsed the distribution of turbulent fluctu-
ations energy, whose integral is determined by the intensity
of the turbulence. Turbulence intensity is the following report:

I = σ
V0

with the variance σ2 = 1
T

´ T
0 V (t) dt

A Gaussian process can generate a turbulent wind dis-
tribution. Therefore, the spectrum of Von Karman and one
spectrum of Kaimal are the two models used, respecting the
standards set by the International Electrotechnical Commis-
sion (IEC / IEC) [15].

Von Karman spectrum: φ (ω) = K

(1+(Tω)2)
5
6

Kaimal spectrum: φ (ω) = K

|1+Tω|
5
3

where: K is a parameter related to the variance T , which
determines the bandwidth of turbulence. FAST simulator of
the American Laboratory NREL considers these issues and
is described in [16]. Indeed, this concept will be used in the
modeling equations of the turbine, which will be determined
later in this paper. These equations allow us to calculate the
average torque actually produced by the turbine. The Danish

Figure 1: FAST Simulink implementation of wind speed model

Riso National Laboratory developed the wind model based
Kaimal filter. This model is implemented in Matlab/Simulink,
as shown in Fig. 1.

3. Wind Turbine Modeling

The wind turbine extracts the available energy from the
wind and converts it into aerodynamic power. The aerody-
namic power is produced from the wind power by a Cp factor
called power coefficient or Betz’s factor, as [14]:

Paer =
1
2

Cp(λ, β) ρ S V3 (2)

whereρ is the air density, S is the surface where the aero-
dynamic power can be obtained and V is the wind velocity.

Based on the modeling turbine characteristics, the power
coefficient Cp can be represented by the following expres-
sion [3]:

Cp(λ, β) = c1

(
c2

λi
− c3 β − c4

)
e

c5
λi + c6λ (3)

where 1
λi

= 1
λ+0.08 β −

0.035
β3+1

The power coefficient Cp depends on the ratio λ and the
pitch angle β. This ratio is between linear speed at the tip of
the blades and the wind speed:

λ =
Ωt R

V
(4)

where Ωt is the turbine shaft speed.
Fig. 2 shows the relation between Cp, β and λ. As can be

seen from this figure, the pitch angle β = −2◦ normally cap-
tures more power with higher Cp, but it has greater difficulty
with starting and may be noisier with more peaked power
coefficient.

Likewise, the blade angle can resonate and become un-
stable. To optimize the generated power, it is therefore ap-
propriate for the generator to have power or torque charac-
teristics that follow the maximum Cp max line with the pitch an-
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Figure 2: Power coefficient variation against tip speed ratio and pitch angle

gle β = 0◦. The turbine torque is the ratio of the aerodynamic
power to the turbine shaft speed:

Taer =
Paer

Ωt
(5)

The derivation of the mathematical two-mass model from
a three-mass model is presented in [17] and a more detailed
demonstration in [15]. In [18] a two-mass drive train model is
used, which is significant for short-term voltage stability stud-
ies. Considering the assumption of this model, the torque
and shaft speed of generator are given by:{

Tg = Taer
G

Ωg = G Ωt
(6)

where Ωg, Tg and G are, respectively, the generator shaft
speed, the generator torque and the gear ratio. Using (6),
the resulting mechanical equation of the generator shaft is
given as follows [19]:

dΩg

dt
=

1
J

(
Tg − Tem − fv Ωg

)
(7)

where Tem is the electromagnetic torque, J is the total mo-
ment of inertia and fv is the coefficient of viscous friction.

Rearranging (2), the aerodynamic power can be described
as:

Paer = kt (β) Ω3
t (8)

where: kt (β) =
1
2 Cp(β) ρ S R3

λ3

An expression for the turbine torque Taer is obtained from
the ratio Paer/Ωt. The turbine torque versus the turbine shaft
speed characteristics at different wind speeds is presented
in Fig. 3; the geometric locus corresponding to the maximum
power points is also depicted in this figure in red bold line.

4. Wind Turbine Control

Many approaches of Maximum Power Point Tracking
(MPPT) have been discussed in the literature [15, 19]. Con-
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Figure 3: The turbine torque versus the generator shaft speed characteristic
at different wind speed

trol of the torque (thus power) aims to extract the maximum
available power from the wind by adapting the generator
shaft speed. To realize this objective, the turbine tip speed
ratio should be kept at its optimum value (λ = λopt) despite
wind variations, where the turbine captures the maximum en-
ergy from the wind [9]. In [20], the MPPT based on wind
speed estimation may provide uncertain values in the case
of aerodynamic deviations, such as air density (ρ) discrep-
ancies.

4.1. Sliding Mode Control of the Wind Turbine

Sliding Mode Control (SMC) is a Variable Structure Con-
trol (VSC) based on Lyapunov theory. This proposed theory
has been described in the works reported in [20, 21].

Supposing the wind turbine model is controllable and ob-
servable, the SMC consists of the following three main steps:

1. Selection of the sliding surface.
2. Study of the existence of the reaching condition.
3. Determination of control law.

From (4), the optimal turbine shaft speed is defined as:

Ωt,opt =
λopt V

R
(9)

According to the gearbox model, the reference generator
shaft speed is:

Ω∗g = G Ωt,opt (10)

Then, the first order tracking error dynamics of the pro-
posed sliding surface is equal to the error between the actual
and the reference speed:

S (Ωg) = e(Ωg) = Ωg −Ω∗g (11)

From (7), the derivative of sliding surface given in (11) is:

Ṡ (Ωg) =
1
J

(
Tg − Tem − fv Ωg

)
− Ω̇∗g (12)

The expression of sliding surface derivative (12) is rewrit-
ten as:
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Ṡ (Ωg) = F + D Tem (13)

where F = 1
J

(
Tg − fv Ωg

)
− Ω̇∗gand D = − 1

J
In order to ensure system stability, Lyapunov function is

considered [21]:

V =
1
2

S (Ωg)2 (14)

The control law is designed in order to satisfy the condition
of the reachability and existence of the sliding mode:

V̇ = S
(
Ωg

)
Ṡ

(
Ωg

)
< 0 (15)

The torque control law must ensure the stability condition
and the convergence of the system trajectories toward the
sliding surface S (Ωg) = 0, since:

If S
(
Ωg

)
< 0 and Ṡ

(
Ωg

)
> 0, therefore S

(
Ωg

)
will increase

to zero.
If S

(
Ωg

)
> 0 and Ṡ

(
Ωg

)
< 0, therefore S

(
Ωg

)
will de-

crease to zero.
The third step is to determine the control law. The equiv-

alent control is required to guarantee control of the nominal
plant model and the switching part of the control is added to
keep the desired performance despite variations in parame-
ters.

The equivalent control is found by letting Ṡ (Ωg) = 0, from
(13) the following expression is obtained:

Tem,eq = Tg − fv Ωg − J Ω̇∗g (16)

By introducing the switching control, the control law be-
comes:

T ∗em = Tg − fv Ωg − J Ω̇∗g + J KΩg sign(S (Ωg)) (17)

where KΩgis sliding gain, the function sign
(
S

(
Ωg

))
is de-

fined as follows:

sign
(
S

(
Ωg

))
=


1 i f S

(
Ωg

)
> 0

0 i f S
(
Ωg

)
= 0

−1 i f S
(
Ωg

)
< 0

(18)

Substituting the control law (17) into the resulting mechan-
ical equation of the generator shaft (7), the dynamics of the
closed-loop system are settled as follows:

Ṡ (Ωg) = −KΩg sign
(
S

(
Ωg

))
(19)

4.2. Adaptive Gain Sliding Mode Control

The adaptation of the time sliding gain KΩg (t) is used in
order to enhance the system’s response. Then, the control
law becomes:

Tem (t) = Tg (t) − fv Ωg (t) − J Ω̇∗g (t) + J KΩg (t) sign
(
S

(
Ωg

))
(20)

According to [22], the rate of change of the time sliding
gain KΩg (t) is based on sliding surface S Ωg and the rate of
change of this surface, with respect to the sliding gain, which

is determined as follows:

K̇Ωg (t) = −α S
(
Ωg

) ∂

∂KΩg
Ṡ (Ωg) (21)

where αis the positive scalar.
Substituting the derivative of the sliding surface from (19),

with respect to the sliding gain, into (21), the derivative of the
sliding gain becomes:

K̇Ωg (t) = α S
(
Ωg

)
sign

(
S

(
Ωg

))
(22)

The adaptation of the sliding gain is expressed as follows:

KΩg (t) =

ˆ
α S

(
Ωg

)
sign

(
S

(
Ωg

))
dt (23)

Generator Torque Estimation. In this subsection, the control
strategy is based on generator torque estimation, which is
considered as unknown by the controller.

The control law (21) has the following expression:

T ∗em (t) = T̂g (t) − fv Ωg (t) − J Ω̇∗g (t) + J KΩg (t) sign
(
S

(
Ωg

))
(24)

where T̂g is an estimate of the generator torque.
The dynamics of the closed-loop system are established

as follows:

Ṡ Ωg = −KΩg sign
(
S

(
Ωg

))
+

1
J

T̃g (25)

where T̃g = T̂g − Tg is the generator torque error.
Using the adaptive torque estimator T̂g, the closed loop

dynamics (25) are similar to (19). The first-order dynamics
of the generator torque error are imposed as:

˙̃Tg + a0T̃g = 0, a0 > 0 (26)

The variation of the dynamics of the electric generator is
very fast compared to the generator torque Ṫg = 0. This as-
sumption of the neglected generator torque variation will not
affect the estimation performance. Using the expression of
Tg from (7) and the previous assumption Ṫg = 0, the equation
(27) is rearranged as:

˙̂Tg = a0
(
Tg − T̂g

)
= a0

(
fv Ωg + J Ω̇∗g + Tem

)
− a0 T̂g (27)

Substituting the control law from (20) into (27), the esti-
mated torque becomes:

T̂g (t) = a0 J S
(
Ωg

)
− a0 J

ˆ
KΩg (t) sign

(
S

(
Ωg

))
dt (28)

The generation system operated well and achieved the
MPPT curve during variation of generator shaft speed. The
electromagnetic will be an input for the control loop described
in section IV. It should be stated that the present work fo-
cuses on MPPT. Accordingly, the AG SMC of the wind tur-
bine is shown in Fig. 4 (second select mode).

This control block also proposes a select mode to choose
the operating mode; the first select mode for the MPPT is
based on wind speed measurement with a simple anemome-
ter and speed control with a classical PI controller.
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Figure 4: Wind turbine model and control structure

5. Simulation Results and Discussion

In practice, the parameters are never determined accord-
ing to inequalities. Therefore, the appropriate technique is
to adapt the controller parameters during computer simula-
tions. The parameters of the WECS are reported in the Ap-
pendix.

All the simulations were elaborated with a fixed-step size
of 0.1 m s with a view to digital implementation in future
works.

The first wind speed profile used in this simulation based
on equation (1) is shown in Fig. 5. Although it is not typically
the case in reality, this shape is very frequently used in sim-
ulations, as it is simple to use and shows the worst case. In
addition, the second wind speed profile based on the FAST
model is shown in Fig. 6. The MPPT control is then applied
by the conditions given from Fig. 2, the maximum values of
power coefficient Cp,max and the optimum speed ratio λopt for
the curve associated to the fixed pitch angle β = 0◦. The
pitch angle is maintained at its fixed value, without power
limitation below the rated wind speed. The following simu-
lation results are performed to compare the two controllers,
namely, the classical PI controller and the proposed Adaptive
Gain Sliding Mode Control (AG-SMC) algorithm (see Fig. 4).
In order to demonstrate the robustness of the proposed con-
troller, the friction coefficient is varied about 25%, uncertain-
ties in the system are under the influence of a white noise
added to the turbine torque. These types of noise can in-
clude unmodeled quantities.

Fig. 7 and Fig. 8 show the aerodynamic power obtained
by using two different models.

In Fig. 9 and Fig. 10, a zoom about the adaptation of time
sliding gain KΩg (t) is shown, where its value achieves the
optimum rapidly and because of the speed error, a small vari-
ation occurs.

It is noticed from Fig. 11 and Fig. 12, that the estimated
generator torque tracks closely the real torque for both wind

speed profiles. This estimation yields to the amelioration of
the speed tracking performance, where the steady state error
is reduced in the speed tracking due to the integral action in
the structure of the torque estimator.

Fig. 13, Fig. 14, Fig. 15, Fig. 16, Fig. 17 and Fig. 18 show
the convergence of the generator shaft speed to its reference
speed, which is proportional to the curve of the wind speed
profile. It can be seen from these figures that the classical PI
controller has important ripples in the tracking speed error.
In contrast, the AG-SMC performs very well in terms of the
tracking speed error, as shown in Fig. 19 and Fig. 20. There-
fore, the proposed control algorithm is able to actively follow
the generator shaft speed in quick dynamic changes under
system uncertainties; the proposed method is effective for
real-time electromagnetic torque control under severe ran-
domly varying wind speed and disturbance rejection.

It can be seen from Fig. 21 and Fig. 22 that the MPPT
technique ensures the tracking of the optimum power points,
by maintaining the power coefficient around its maximum
value Cp,max ≈ 0.479.

It is also shown from Fig. 23 and Fig. 24 that the tip speed
ratio is around its optimum value λopt ≈ 8. Consequently,
from these figures, the smoothness of the proposed AG-
SMC is proved, and this is responsible for enhanced me-
chanical behavior. Taking a a comparative approach, it can
be deduced from these simulation results that the oscilla-
tions in power coefficient and TSR are responsible for the
mechanical stresses under the classical PI controller.

6. Conclusions

In this paper, the modeling and control strategy of a Wind
Energy Conversion System (WECS) is presented. The ran-
domly varying wind speeds and modeling uncertainties can
affect the WECS’ efficiency and lead to drive train mechani-
cal stresses. Hence, the control strategy of the wind turbine
is required to guarantee robustness against this impact. Lya-
punov designed Sliding Mode Control (SMC) is well adapted,
using information from the sliding surface. In addition, the
effects of external disturbances, unmodelled quantities and
parametric inaccuracies have been tackled by the estimation
and injection of generator torque, considered as unknown
disturbance, into the control law to compensate these ef-
fects. This approach was compared with the classical PI
controller and validated by simulation. For some results of
simulation, the proposed AG-SMC shows itself to be an im-
provement on the classical PI controller, demonstrating high
robustness, accuracy of tracking the maximum conversion
efficiency and ability to reduce mechanical stresses. There-
fore, the mechanical working life is extended without signifi-
cantly increasing the complexity of the control.

Future works are oriented at experimental validation, in-
cluding discrete time version and sliding mode speed ob-
server.
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Figure 5: Wind speed profile using equation (1).
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Figure 7: Model based on wind speed using equation (1): (a) Aerodynamic power with PI, (b) Aerodynamic power with AG SMC.
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Figure 16: Model based on wind speed using FAST model: (a) Generator shaft speed with PI, (b) Generator shaft speed with AG-SMC.

— 132 —



Journal of Power Technologies 96 (2) (2016) 124–136
G

en
er

at
or

 s
ha

ft
 s

pe
ed

 (
rp

m
) 

5 5.2 5.4 5.6 5.8 6
1580

1590

1600

1610

1620

1630

5 5.2 5.4 5.6 5.8 6
1620

1630

1640

1650

1660

(a) Time (s) (b) Time (s)

Figure 17: Model based on wind speed using FAST model: (a) Zoom of generator shaft speed with PI, (b) Generator shaft speed with AG-SMC.
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Figure 18: Model based on wind speed using FAST model: (a) Generator shaft speed with PI, (b) Generator shaft speed with AG-SMC.
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Figure 19: Model based on wind speed using equation (1): (a) Generator shaft speed error with PI, (b) Generator shaft speed with AG-SMC.
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Figure 20: Model based on wind speed using FAST model: (a) Generator shaft speed error with PI, (b) Generator shaft speed with AG-SMC.
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Figure 21: Model based on wind speed using equation (1): (a) Power coefficient with PI, (b) Power coefficient with AG-SMC
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Figure 22: Model based on wind speed using FAST model: (a) Power coefficient with PI, (b) Power coefficient with AG-SMC.
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Figure 23: Model based on wind speed using equation (1): (a) Tip speed ratio with PI, (b) Tip speed ratio with AG-SMC.
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Figure 24: Model based on wind speed using FAST model: (a) Tip speed ratio with PI, (b) Tip speed ratio with AG-SMC.

— 135 —



Journal of Power Technologies 96 (2) (2016) 124–136

Acknowledgements

The authors would like to acknowledge the financial sup-
port of Algeria’s Ministry of Higher Education and Scientific
Research, under CNEPRU project: J02036 2014 0003.

Appendix

In this part, simulations are investigated with a 1.5 MW
generator wind turbine [23]. The parameters of the turbine
are presented below:

Parameters values

Turbine radius, m 35.25
Gear box ratio 90
Inertia, kg.m2 1000
Friction factor, kg.m/s 0.0024

The turbine characteristics are:

c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 = 21, c6 = 0.0068.
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