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Preface 

This dissertation is the result of an intense and instructive period. The writing of this thesis was a solo 

mission and is now finished, but it could never have been accomplished without the valuable help 
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die je mij liet meemaken. Nele, bedankt om me te willen introduceren in de wereld van het 

modelleren - waar ik tot voor de start van dit doctoraat niet mee bekend was - bedankt om met veel 

geduld mijn vragen over datzelfde modelleren te willen beantwoorden en steeds met heel kritische 

zin mijn werk te lezen.  

Gedurende dit doctoraat had ik de kans om zowel in Zwijnaarde (UGent), als MTM (KU Leuven) en 

Umicore R&D Olen aan de slag te gaan. Omdat ik op al deze werkplekken op heel veel hulp kon 

rekenen, wil ik graag al deze mensen bedanken. 

In KU Leuven bedank ik graag prof. Bart Blanpain omdat ik de CSLM-apparatuur kon gebruiken voor 

enkele experimenten. Joris Van Dyck, bedankt voor de praktische hulp met diezelfde CSLM-

opstelling. Lennart Scheunis, Lieven Pandelaers and Jingjing Liu, thank you for introducing me to 

Chemapp and its wide range of possibilities. Nico Vervliet en prof. Lieven Delathauwer, bedankt voor 

het geduld en de interessante discussies bij het uitwerken van een tensorenontbinding eenmaal 

bleek dat de thermodynamische data van een slak zich niet in een enkele vergelijking laten gieten. 

Onder de noemer “vroeger KU Leuven en nu Umicore”: Jeroen Heulens. Jouw model was schitterend 

om van te kunnen starten. Je angst voor het vinden van fouten was ongegrond. Ik heb een immense 

bewondering voor jouw werk en die bewondering is enkel gegroeid eenmaal ik zelf zaken begon aan 

te passen aan de implementatie van het model. Het zit schitterend in elkaar. 

In Umicore R&D Olen heb ik enkele smelt experimenten kunnen uitvoeren, waarvoor ik Maurits Van 

Camp uitdrukkelijk dank. Daarnaast hebben Saskia Bodvin en Danny Leysen me steeds met raad en 

daad bijgestaan en zorgde de rest van het team voor een ongelooflijk goede sfeer. 

Luc Coeck van Umicore R&D wil ik expliciet bedanken, samen met prof. Marc Verhaege om me tijdens 

mijn opleiding te laten inzien dat het niet erg is als je thermodynamica leuk vindt. Jullie zijn de reden 

dat ik voor materiaalkunde heb gekozen en ik heb er nog geen moment spijt van gehad (behalve af 

en toe tijdens de examenperiodes, maar dat sloeg eigenlijk meer op het studeren zelf). 

Evelien De Wilde, je was eerst mijn stagebegeleidster, dan mijn thesisbegeleidster, uiteindelijk mijn 

collega en nu mijn Umicore-contactpersoon. Ik ben heel blij jou een goede vriendin te mogen 

noemen. Evelien, super bedankt om me zo veel en zo goed te begeleiden, bedankt om me als collega 

(en nadien ook nog) vertrouwen te geven als ik het nodig had en nu om voor de nodige afleiding te 

zorgen op momenten dat dat welkom is. Ik hoop dat we nog lang kunnen blijven samenwerken en 
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Tijl Crivits wil ik bedanken voor de frisse ideeën die hij lijkt te putten uit een bodemloos vat. De 

investering van die paar taartjes zoveel jaar geleden heeft zichzelf al tienduizend keer terugbetaald. 

Je gaf me vaak een andere invalshoek als ik ergens vast zat of begon zelfs mee te redeneren (ook al 

was het bijna bedtijd in Australië) en ook al wist je de details van het probleem niet. 

Tijdens mijn doctoraat heb ik de kans gehad om enkele studenten te begeleiden tijdens hun bachelor- 

of thesiswerk: Jorn Vande Sande, Vincent Cnockaert, Nick Van Bossche en Gerben De Cleene. 
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Verder wens ik ook mijn collega’s en ex-collega’s van de vakgroep te bedanken voor leuke momenten 

en goede sfeer in Zwijnaarde. Linsey, Babs, Elien, Line, Tom, Emilie, Aurélie, Vincent, Lisa, Tim, 

Joachim, Frederik, Stefan, Sam, Mathijs, Siebe, Ives, Mathias, Klaas, … bedankt voor de toffe babbels, 

de soms uitdagende vragen en de hulp bij mijn vragen. A special thanks to my office mates Joanna 

and Edwin for the great atmosphere and all the cookies. 

Daarnaast wil ik zeker mijn familie en vrienden bedanken voor hun onvoorwaardelijke steun en 

vertrouwen, in het bijzonder Tom & Ingeborg, Bram & Scharon & Febe, Martine & Rudy. Bedankt om 

voor de nodige afleiding te zorgen en mijn leven kleur te geven ;-).  

Tot slot, zou ik graag de drie personen die de fundamenten van mijn leven zijn extra bedanken en 

eigenlijk wil ik dit werk aan hen opdragen. Mijn ouders hebben mij steeds alle kansen gegeven en 
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dat ik jullie trots kan maken.  

Mama, zonder twijfel de persoon die me de belangrijkste lessen van mijn leven heeft geleerd en die 
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gestructureerd omschrijven, kan ik volledig aan jou toedichten. 
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als ik dat nodig had, ook al was ‘de oplossing van mijn doctoraat’ volgens jou batterijzuur. De ‘kick-
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doorbraak in mijn doctoraat gezorgd. Ik kan niet in woorden uitdrukken wat je voor mij betekent. 
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Summary 

At present, a higher demand on a lot of metals exists, but the quantity and purity of the ores 

decreases. The amount of scrap, on the other hand, increases and thus, recycling becomes more 

important. Besides recycling, there is a continuous drive to improve and optimize existing processes 

in extractive and recycling metallurgy from a sustainability point of view. One of the main difficulties 

of the overall-plant yield are metal losses in slags, in both primary and secondary metal production. 

In general, an increased understanding of the fundamental mechanisms governing these losses could 

help to further improve production efficiencies.  

At this moment, it is generally accepted that two types of metal losses exist: chemical losses and 

mechanical losses. Chemical losses refer to the dissolution of metal in the slag and are 

thermodynamically determined. Mechanical losses are entrained metal droplets which do not settle 

and are not collected in the underlying metal phase. In general, there are four main reasons for 

mechanical entrainment of metals in slag: 

I. entrainment due to furnace charging or slag tapping  

II. precipitation of metal from the slag due to temperature fluctuations or chemical reactions  

III. gas-producing reactions dispersing the metal into the slag phase when bubbles cross the slag-

metal interface  

IV. attachment of metal droplets to solid particles in the slag phase which hinders their 

sedimentation 

The first three reasons have been studied extensively in literature. The fourth reason, however, has 

only been studied recently in a systematic way to obtain knowledge regarding the mechanisms 

responsible for the interaction. In order to further increase the knowledge on this interaction, this 

doctoral work investigates the phenomenon further from a fundamental point of view with a 

combined modelling – experimental approach. At first, a binary model was used to investigate the 

growth, the wetting behaviour and attachment of the metal droplets. Then, two types of experiments 

were conducted in limited-component copper-containing systems, illustrating the combined origin 

of the attachment. Finally, as the experiments showed that the solid spinel particles grew aside metal 

droplets, the growth of spinel particles in a quaternary oxide system was investigated with a 

multicomponent phase field model which was coupled to a thermodynamic database. The following 

paragraphs illustrate the various results and observations from these simulations and experiments.  

At first, a model with limited complexity was implemented. The model describes a solid-liquid 

hypothetical O-M binary system to simulate the metal droplet formation and growth in slags with 

non-reacting solid particles. This model captures the important features of the droplet formation and 

growth, but with reasonable simulation and computational requirements. The model was used to 

investigate the influence of the interfacial energies, the initial supersaturation of the oxidic liquid, 

the particle morphology, the initialization, the movement of the particle and the speed of this 

movement of the particle. 

The simulations showed that the attached droplets do not have preferred positions, as various places 

with several configurations and variations in time were encountered. Depending on the interfacial 

energies, four regimes were observed: no wettability of the metal on the particle, low wettability, 

high wettability and full wetting. The use of a higher initial supersaturation generally resulted in a 
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higher metal fraction in the system, but the effect of the initial supersaturation on the fraction of 

attached metal was not fully conclusive and also varied with time.  

As the fraction of solid particles in the system decreased, a lower metal fraction was attached to the 

solids. In the case of low wettability, the amount of attached metal did not increase with an increasing 

perimeter per area solid particle, even though the number of available positions for the metal 

increased. For high wettability, on the contrary, the amount of attached metal increased for an 

increasing perimeter per area.  

The model was also extended to consider realistic microstructures based on actual micrographs of 

the solid particles. Moreover, the origin of the attachment was investigated by comparing two 

initialization methods for the metal droplets: by spinodal decomposition of a supersaturated liquid 

and a method with random positioning of the droplets. Previous work by De Wilde et al. [1–3] 

resulted in the hypothesis of two possible origins for the attachment: a reactive and a non-reactive 

origin. The spinodal initialization corresponded to a practical situation where the droplets are formed 

by a reaction nearby (and possibly together with) the spinel particles, whereas the random 

initialization corresponded to the situation where the droplets and particles are formed separately 

and then mixed randomly in the slag. Both initialization methods were considered for two wettability 

regimes: no and low wettability. In the non-wetting case, the spinodal initialization gave 

microstructures with the best correspondence with the experiments, but in the low wettability case, 

the simulation results of both initialization methods corresponded well with the experimental 

system. 

An initial drawback of the model was the absence of any convection or movement of the particles 

with respect to the fluids in the system, as the latter is clearly present in the real system. Therefore, 

the existing phase field model was extended to consider rigid body motion of the solid particles in 

the liquid slag. For this, the Navier-Stokes equation for fluid flow were not solved, but an equation 

was used to move the phase field profiles in space, resulting in the displacement of the particle with 

respect to the slag. The influence of this rigid body motion on the wetting regimes as well as on the 

resulting microstructures was investigated. 

Regarding the amount of attached metal, no actual trends could be observed for a relatively slow 

movement of the solid. At no wettability, the microstructures showed that the rigid body motion 

could either ‘pick up’ droplets, hereby increasing the amount of attached metal, or it could lose an 

already attached metal droplet. The low wettability case was similar, but the loss of an already 

attached droplet was not observed. At higher wetting regimes and full wetting, the influence of the 

rigid body motion seemed to be smaller, as the attachment was more determined by the interfacial 

energies and the metallic phase ‘followed’ the solid particle when it moved. The apparent contact 

angle of the metal was larger when rigid body motion was present, which corresponds to a lower 

wettability. Thus, due to the motion of one phase with respect to the others, it is possible that 

actually, i.e. based on only the interface energies, a higher wetting regime is present in the system 

than based on the observed contact angle. 

Afterwards, the speed of movement of the solid particles was varied. This study showed that there 

was a trade-off between the speed of the movement of the liquid metal, which depends on the 

attraction of the metal towards the solid particle and is determined by the interfacial energies, and 

the speed of the movement of the solid particle, which we varied. In the low and high wettability 

regimes, for slow solid motion, the interfacial energies had the upper hand, but for faster movement, 
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the metal could not keep up with the solid. Thus, the amount of metal decreased for faster 

movement. For the non-wetting case, metal droplets coincidentally present on the path of the solid 

particle got attached, but the solid particle movement could similarly decrease the amount of the 

attached metal by moving away from the metal droplet. For the full wetting case, on the contrary, 

the interfacial energy attraction of the metal to the solid was so large that even the largest velocity 

did not decrease the amount of attached metal. 

Moreover, the two abovementioned initialization methods for the liquid metal droplets were 

considered in microstructures based on real experimental spinel microstructures which also moved 

with respect to the liquid phases. For the real-micrograph-based simulations, the simulations in the 

absence or presence of rigid body motion for the spinodal initialization corresponded better to the 

experimentally observed micrographs than the ones with the random initialization. 

To be able to compare the simulations to experimental observations, we also performed two types 

of experiments, based on the methodology developed by De Wilde et al. [4], to investigate the 

possible origin of the attachment. Previous experiments with synthetic slags provided insights into 

this interaction and resulted in two possible mechanisms behind this interaction:  

 separately formed droplets and spinel particles get attached to each other due to agitation 
of the slag and metal phases 

 the spinel particles form by a chemical reaction together with a new droplet or alongside a 
droplet that was already present in the system 

One of the experiments inspiring these theories, was an adapted sessile drop experiment 

investigating the three phases involved (slag and copper on top of a spinel substrate) [3]. During the 

experiment, the slag phase positioned itself between the metal droplet and the solid spinel substrate. 

For this to take place, the slag and metal phase seemed to ‘coalesce’. Afterwards, small metal 

droplets attached to small solid particles within the large slag droplet were observed. However, it is 

possible that these small metal droplets attached to small solid particles within the slag were formed 

during the ‘coalescence’ of slag and metal in this experiment. 

To verify in more detail whether the small entrained metal droplets were formed due to a reaction 

or due to this coalescence, an inert tracer element (Ag) was added to the metallic phase in similar 

experiments during this doctoral study. The small entrained metal droplets within the slag droplet 

contained Ag, but in very low amounts with respect to the added amount of Ag in the Cu-Ag alloy.  

Moreover, a smelting experiment was executed in a system with as few elements as possible, to be 

comparable to the simulations. The FeO-Fe2O3-SiO2-Al2O3-Cu2O slag was first subjected to an 

oxidative atmosphere and then to a reductive atmosphere. During the first stage, the metallic copper 

in the system dissolved into the slag and very few attached metal droplets could be observed. During 

the reductive stage, however, the concurrent formation of metal droplets and spinel particles, which 

were attached to one another, was clearly observed. Moreover, as the reductive stage continued, 

both the spinel particles and the metal droplets grew and remained attached to each other. 

The results of both experiments indicate that the entrained metal droplets were formed due to a 

sequential combination of the two origins: first, very small metal droplets were dispersed in the slag 

phase, due to the emulsification process or the mixing stage. Then, these metal droplets acted as 

nucleation sites for the Cu-spinel reactive formation. 



Summary 

vi 

The experiments confirmed that a chemical reaction might lay at the origin of the attachment. But 

the binary model assumed non-reactive solid particles. Therefore, the phase field model used by 

Heulens [5], considering the isothermal solidification of slags, was extended to consider 

multicomponent systems to investigate the facetted growth of spinel solids in a quaternary oxide 

system. It was observed that the growth of the solid spinel phase was influenced to a large extent by 

the presence of an open boundary in contact with an atmosphere at a specific pO2.  

In conclusion, this doctoral work investigated metal droplet entrainment by solid particles in slags 

with a combination of two experimental set-ups and two phase field models. The binary model with 

limited complexity already clarified our view of the interaction between metal droplets and non-

reacting solid particles to a great extent. For example, the fact that the movement of one phase with 

respect to the others influenced the apparent wetting regime is very interesting for the interpretation 

of experimentally obtained results. Moreover, the two different types of experiments confirmed that 

a chemical reaction might lay at the origin of the attachment, but that it requires nucleation sites in 

the form of metal droplets before it takes place. However, the first phase field model assumed non-

reactive solid particles. Thus, a model concerning the growth of the solid phase in a realistic 

quaternary oxide system was also considered. Future work needs to consider the interaction of 

reacting metal droplets with reacting solid particles in a realistic liquid slag. 
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Samenvatting 

De vraag naar de meeste metalen blijft toenemen, maar de hoeveelheid en zuiverheid van de 

beschikbare ertsen verminderen echter. Er blijft ook een grote hoeveelheid schroot beschikbaar en 

dus wordt recycleren steeds belangrijker. Naast recycleren is er ook een continue drijfveer om 

bestaande processen in de extractieve en recyclage metallurgie te verbeteren en te optimaliseren 

vanuit een duurzaamheidsstandpunt. Eén van de grootste problemen in de globale opbrengst van 

een pyrometallurgische installatie zijn metaalverliezen in slakken, zowel in primaire als secundaire 

metaalproductie. Over het algemeen kan een beter begrip van de fundamentele mechanismen die 

deze verliezen bepalen, helpen om de productie-efficiëntie te verbeteren.  

Het wordt algemeen aanvaard dat er twee types metaalverliezen bestaan in slakken: chemische 

verliezen en mechanische verliezen. Met chemische verliezen wordt de oplossing van metaal in de 

slakfase bedoeld en deze verliezen worden thermodynamisch bepaald. De mechanische verliezen 

zijn metaaldruppels die worden vastgehouden in de slak, en dus niet zinken en verzamelen in de 

onderliggende metaalfase. Er worden vier redenen gegeven voor de mechanische obstructie van 

metaaldruppels in slakken:  

I. het laden van de reactor of het tappen van de slak 

II. metaalprecipitatie uit de slak door fluctuaties in de temperatuur of door chemische reacties 

die plaatsvinden 

III. gas producerende reacties die metaal verspreiden in de slak wanneer gasbellen het  

slak/metaal grensvlak passeren 

IV. de aanhechting van metaaldruppels aan vaste deeltjes in de slak  

De eerste drie opties zijn reeds uitgebreid besproken in de literatuur. De vierde optie werd echter 

pas recent in een systematische manier bestudeerd om kennis te vergaren over het mechanisme dat 

verantwoordelijk is voor de interactie. Om de kennis over deze interactie uit te breiden, zal dit 

doctoraat het fenomeen verder onderzoeken vanuit een fundamenteel standpunt, met behulp van 

een gecombineerde modelleer – experimentele aanpak.  

Eerst werd een binair model gebruikt om de groei, bevochtiging en aanhechting van metaaldruppels 

te onderzoeken. Nadien werden twee types experimenten uitgevoerd in koperbevattende systemen 

met zo weinig mogelijk componenten. De resultaten toonden aan dat de oorsprong van de 

aanhechting van gecombineerde aard was en dat de vaste spineldeeltjes aan de rand van de 

metaaldruppels groeiden. Daarom werd uiteindelijk de groei van de spineldeeltjes in een quaternair 

oxidesysteem onderzocht met behulp van een multicomponenten faseveldmodel, dat werd 

gekoppeld met een thermodynamische database. De volgende paragrafen geven een overzicht van 

de verschillende resultaten en observaties van deze simulaties en experimenten.  

Initieel werd een model met gelimiteerde complexiteit geïmplementeerd. Dit model beschrijft een 

vast-vloeibaar hypothetisch O-M binair systeem om de vorming en groei van metaaldruppels te 

simuleren in slakken met niet-reagerende vaste deeltjes. Dit model omvat de belangrijke kenmerken 

van de druppelvorming en -groei, maar met redelijke simulatie- en berekeningsvereisten. Het model 

werd gebruikt om de invloed te onderzoeken van de grensvlakenergieën, de initiële oververzadiging 

van de oxidevloeistof, de deeltjesmorfologie, de initialisatiemethode, de beweging van het deeltje 

en de snelheid ervan.  
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De simulaties toonden dat de aangehechte druppels geen voorkeursposities hebben, aangezien ze 

op diverse plaatsen met verschillende configuraties en variaties in de tijd werden aangetroffen. 

Afhankelijk van de grensvlakenergieën werden er vier types van bevochtiging van het metaal op het 

deeltje waargenomen: geen bevochtiging, beperkte bevochtiging, hoge bevochtiging en volledige 

bevochtiging. Het gebruik van een hogere initiële oververzadiging gaf aanleiding tot een hogere 

metaalfractie in het systeem, maar het effect van de initiële oververzadiging op de fractie van het 

aangehechte metaal was niet geheel sluitend en varieerde ook in functie van de tijd. 

Wanneer de fractie vaste deeltjes in het systeem verminderde, bleef een lagere metaalfractie 

vastgehecht aan de vaste deeltjes. Bij lage bevochtiging nam de hoeveelheid aangehecht metaal niet 

toe naarmate de beschikbare hoeveelheid oppervlakte aan de vaste deeltjes toenam. Bij hoge 

bevochtiging daarentegen, steeg de hoeveelheid vastgehecht metaal in dit geval duidelijk wel. 

Het model werd ook uitgebreid om microstructuren van vaste deeltjes te simuleren die in werkelijke 

microscopische opnames werden waargenomen. Bovendien werd de oorsprong van de interactie 

onderzocht door twee initialisatiemethoden voor de metalen druppels te vergelijken: enerzijds door 

spinodale ontmenging van een oververzadigde vloeistof en anderzijds door een methode met 

willekeurige plaatsing van de druppels in het systeem. Eerder werk van De Wilde et al. [1–3] leidde 

tot twee mogelijke hypothesen voor de vasthechting: een reactieve en een niet-reactieve verklaring. 

De spinodale initialisatie komt overeen met de reële situatie waarin de druppels dicht bij (en 

eventueel samen met) de spineldeeltjes worden gevormd door een reactie. De willekeurige 

initialisatie komt overeen met de situatie waarin de druppels en deeltjes afzonderlijk worden 

gevormd en vervolgens in de slak worden gemengd en zich niet-reactief aan elkaar hechten. Beide 

initialisatiemethoden werden onderzocht bij twee bevochtigingsregimes: geen en beperkte 

bevochtiging. Zonder bevochtiging resulteerde de spinodale initialisatie in microstructuren die het 

beste overeenkwamen met de experimenten, maar in het lage bevochtigingsregime kwamen de 

simulatieresultaten van beide initialisatiemethoden goed overeen met de experimenten. 

Een initieel nadeel van het model was het ontbreken van convectie of beweging van de deeltjes ten 

opzichte van de vloeistoffen in het systeem. Deze beweging is wel aanwezig in het reële systeem. 

Daarom werd het bestaande faseveldmodel uitgebreid met starre lichaamsbeweging van de vaste 

deeltjes ten opzichte van de vloeibare slak. Hiervoor werden niet de Navier-Stokes vergelijkingen 

voor fluïdumstroming gebruikt, maar werd een vergelijking gebruikt om de faseveld profielen in de 

ruimte te bewegen, waardoor de deeltjes ten opzichte van de slak werden verplaatst. De invloed van 

deze starre lichaamsbeweging op de bevochtigingstypes en op de verkregen microstructuren werd 

onderzocht. 

Er kon geen trend worden geobserveerd voor de hoeveelheid aangehecht metaal voor een relatief 

trage beweging van het vaste deeltje. Bij geen bevochtiging, bleek dat de starre lichaamsbeweging 

zowel reeds aangehechte druppels kan verliezen als nieuwe druppels kan meenemen, waardoor de 

hoeveelheid aangehecht metaal toeneemt. Bij beperkte bevochtiging werden vergelijkbare 

resultaten waargenomen, maar het verlies van een reeds aangehechte druppel werd niet 

waargenomen. Bij hoge en volledige bevochtiging, leek de invloed van de starre lichaamsbeweging 

kleiner, aangezien de aanhechting werd bepaald door de grensvlakenergieën waardoor de 

metallische fase het vaste deeltje ‘volgde’ wanneer het bewoog. De schijnbare contacthoek van het 

metaal was groter wanneer starre lichaamsbeweging aanwezig was, hetgeen overeenkomt met een 

lagere bevochtiging. Dus door de beweging van één fase ten opzichte van de anderen, is het mogelijk 
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dat een hogere bevochtiging, d.w.z. op basis van alleen de grensvlakenergieën, aanwezig is in het 

systeem dan gebaseerd op de geobserveerde contacthoek. 

Vervolgens werd de bewegingssnelheid van het vaste deeltje gevarieerd. Deze studie toonde aan dat 

er een afweging bestaat tussen de snelheid van de beweging van het vloeibare metaal, die afhangt 

van de aantrekking van het metaal tot het vaste deeltje en die wordt bepaald door 

grensvlakenergieën, en de snelheid van de beweging van het vaste deeltje, die we varieerden. In de 

beperkte en hoge bevochtigingsregimes, bij een trage beweging van het vaste deeltje, hadden de 

grensvlakenergieën de grootste invloed, maar voor een snellere beweging, bleef de metaalfase niet 

vastgehecht aan het vaste deeltje. Waardoor de hoeveelheid aangehecht metaal bij een snellere 

beweging van het vaste deeltje daalde. Bij niet-bevochtiging werden metaaldruppels die toevallig 

aanwezig waren op het pad van het vaste deeltje aangehecht, maar de beweging van de vaste 

deeltjes kon eveneens de hoeveelheid van aangehecht metaal verlagen door van een druppel weg te 

bewegen. In het geval van volledige bevochtiging, daarentegen, was de aantrekking van het metaal 

tot het vaste deeltje door de grensvlakenergieën zo groot dat zelfs de grootste snelheid de 

hoeveelheid aangehecht metaal niet verminderde. 

Daarnaast werden de twee initialisatiemethoden voor de metaaldruppels beschouwd voor 

microstructuren van vaste deeltjes gebaseerd op werkelijke experimenteel bepaalde microscopische 

opnames van de spinelfase. Deze fase bewoog ook ten opzichte van de vloeibare fasen. Voor de 

simulaties met de aan- of afwezigheid van starre lichaamsbeweging kwamen de simulaties met de 

spinodale initialisatie beter overeen met de experimenteel waargenomen microstructuren dan de 

simulaties met de willekeurige initialisatie. 

Daarnaast werden er tijdens dit doctoraat twee soorten experimenten verricht, op basis van de 

methodologie van De Wilde et al. [4], om de mogelijke oorsprong van de aanhechting te onderzoeken 

en om de simulaties mee te vergelijken. Eerdere experimenten met synthetische slakken verschaften 

inzicht in deze interactie en resulteerden in twee mogelijke mechanismen achter de metaal-spinel 

interactie: 

 afzonderlijk gevormde druppels en spineldeeltjes hechten aan elkaar als gevolg van 

beweging van de slak en metaalfasen 

 de spineldeeltjes vormen door een chemische reactie naast een druppel die reeds in het 

systeem aanwezig is of met de slak om een nieuwe aangehechte druppel te vormen 

Eén van de experimenten die tot deze hypothese leidde, was een aangepast ‘sessile drop’ experiment 

(slak en koper op een spinelsubstraat) waarin de drie desbetreffende fasen aanwezig waren [3]. 

Tijdens het experiment positioneerde de slakfase zich tussen de metalen druppel en het vaste 

spinelsubstraat. Om dit te laten plaatsvinden, leken de slak en metaalfase tijdelijk samen te vloeien 

of coalesceren. Daarna werden kleine metalen druppels binnenin de grote slakdruppel waargenomen 

die gehecht waren aan kleine vaste spineldeeltjes. Het is echter mogelijk dat deze metalen 

druppeltjes die vasthingen aan kleine vaste deeltjes binnenin de slak, een gevolg zijn van het 

coalesceren van slak en metaal in dit experiment. 

Om te bepalen of de aangehechte kleine metalen druppeltjes werden gevormd door reactie of door 

deze coalescentie, werd een inert tracerelement (Ag) aan de metallische fase toegevoegd tijdens 

soortgelijke experimenten in dit doctoraat. De kleine aangehechte metaaldruppels in de slak 
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bevatten inderdaad Ag; echter in zeer kleine hoeveelheden in vergelijking met de toegevoegde 

hoeveelheid Ag in de Cu-Ag-legering. 

Verder werd een smeltexperiment uitgevoerd in een systeem met zo weinig mogelijk elementen om 

nadien te kunnen vergelijken met de simulaties. De FeO-Fe2O3-SiO2-Al2O3-Cu2O slak werd eerst 

onderworpen aan een oxidatieve atmosfeer en nadien aan een reducerende atmosfeer. Tijdens de 

eerste (oxidatieve) fase, werd het metallisch koper in het systeem opgelost in de slak en werden zeer 

weinig aangehechte metalen druppels waargenomen. Tijdens de tweede (reductieve) fase werd de 

gelijktijdige vorming van metaaldruppels en spineldeeltjes, die aan elkaar hingen, waargenomen. 

Daarenboven bleek dat naarmate de reductieve fase vorderde, zowel de spineldeeltjes als de 

metalen druppels groeiden en ze aan elkaar bleven vasthangen. 

De resultaten van beide experimenten geven aan dat de aangehechte metalen druppels worden 

gevormd door een sequentiële combinatie van de twee mogelijke methoden: eerst worden zeer 

kleine druppeltjes metaal gedispergeerd in de slak fase, tijdens de coalescentie of het mengen en 

vervolgens dienen deze metalen druppels als nucleatieplaatsen voor de reactieve vorming van koper-

spinel entiteiten. 

De experimenten bevestigden dat een chemische reactie aan de oorsprong zou kunnen liggen van de 

aanhechting. Maar het binaire model beschouwde niet-reactieve vaste deeltjes. Daarom werd het 

faseveldmodel van Heulens [5], dat de isotherme stolling van slakken beschouwt, uitgebreid tot 

systemen met meerdere componenten om de gefacetteerde groei van spineldeeltjes in een 

quaternaire oxidesysteem te onderzoeken. Er werd waargenomen dat de groei van de vaste 

spinelfase sterk wordt beïnvloed door de aanwezigheid van een open systeemgrens in contact met 

een atmosfeer bij een specifieke pO2. 

In conclusie, dit doctoraat onderzocht de aanhechting van metaaldruppels aan vaste deeltjes in 

slakken aan de hand van een combinatie van twee experimentele opstellingen en twee 

faseveldmodellen. Het binaire model met beperkte complexiteit verduidelijkte reeds het inzicht op 

de interactie tussen metaaldruppels en een niet-reagerend vast deeltje. Zo is bijvoorbeeld het feit 

dat de beweging van één fase ten opzichte van een andere de schijnbare bevochtiging beïnvloedt 

zeer interessant voor de interpretatie van experimenteel verkregen resultaten. Bovendien 

bevestigden de twee verschillende types experimenten dat een chemische reactie aan de basis van 

de aanhechting kan liggen, maar dat er nucleatieplaatsen vereist zijn in de vorm van metaaldruppels 

alvorens de reactie plaatsvindt. Het eerste model beschouwde echter niet-reactieve vaste deeltjes. 

Daarom werd een model voor de groei van de vaste fase in een realistisch quaternair oxide systeem 

beschouwd. Toekomstig werk moet de wisselwerking van reagerende metaaldruppels met 

reagerende vaste deeltjes in een realistische vloeibare slak onderzoeken. 
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1. General introduction 

The present research concerns the modelling and observation of the attachment of metal droplets 

to solid particles in liquid slags. The problem statement and the research objectives are introduced 

in this first chapter. Section 1.1 explains the industrial problem statement, section 1.2 addresses the 

objectives of the doctoral work and finally section 1.3 gives the outline of this dissertation.  

1.1. Industrial problem statement 

The domain dealing with extraction or refinement of materials/metals at high temperatures is called 

pyrometallurgy. Within pyrometallurgical processes, the liquid metal phase is usually present 

alongside other phases, such as slag (mixture of metal oxides), matte (mixture of metal sulphides), 

etc. The slag mainly contains the gangue ores, from which the metal is extracted, and is mostly used 

to remove certain impurities. Moreover, it is also used as an isolation layer and prevents re-oxidation 

of the molten metal, because, in a typical pyrometallurgical process, the slag floats on top of the 

molten metal, due to differences in density. Most pyrometallurgical processes consist of several 

steps, as illustrated in Figure 1.1: first the feed material is charged in the reactor, then this feed 

material is converted to produce a liquid metal phase and in the end, the separate phases are tapped 

from the furnace. [1] Before tapping, sedimentation allows for the separation of slag and metal. 

Unfortunately, this separation is not perfect and industrial Cu smelters [2], Pb reduction smelting 

furnaces [3,4], ferrochrome smelters [5], etc. suffer from metal rich droplet losses in slags due to 

insufficient phase separation after sedimentation. 

 

Figure 1.1 Illustration of general steps in a pyrometallurgical process 

In terms of sustainability, recycling becomes more important, but, it is also necessary to improve and 

optimize existing processes in extractive and recycling metallurgy. One of the main difficulties of the 

overall-plant recovery are the abovementioned metal losses in slags, in both primary and secondary 

metal production. Generally, these metal losses in slags can be subdivided in two types: chemical 

losses and physical losses. The amount of chemical losses is thermodynamically determined. The 

physical losses have several causes, one of them being the attachment of metal droplets to solid 

particles present in the slag phase which hinder their settling. In general, an increased understanding 

of the fundamental mechanisms governing these losses could help further improve production 

efficiencies. In the following paragraphs, the need for a thorough knowledge and modelling expertise 

of the interaction between solid oxide particles and liquid metal droplets in liquid slags is shown.  
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1.2. Research objectives 

The goal of this doctoral work is to develop a fundamental understanding of the system in which the 

attachment of metal droplets to solid particles in liquid slags is observed. For this, a combined 

experimental – phase field modelling approach was chosen, which is illustrated in Figure 1.2.  

 

Figure 1.2 Illustration of fundamental combined experimental - phase field modelling approach in this dissertation 

The experimental methodology was developed by De Wilde [6] and consists of two complementary 

experimental set-ups. On the one hand, the interaction between the copper droplets and spinel 

particles was investigated separately with sessile drop experiments between a spinel substrate and 

copper and/or slag phases. On the other hand, a method was developed to study the attachment of 

the droplets in the presence of a surrounding slag system with the use of an industrially relevant 

synthetic slag system. The latter type of experiments gives the opportunity to obtain a better insight 

on parameters like sedimentation time or slag height and to verify the observations obtained with 

the first method. 

Experimental investigation of this interaction, however, remains very challenging. Moreover, many 

experiments are needed to investigate the influence of all parameters and, even though the 

microstructure and composition can be investigated microscopically, it is very difficult to study the 

effect of one parameter because it is virtually impossible to keep the others constant. Thus, it can be 

inconvenient to reveal the underlying chemical and physical phenomena. Modelling can provide a 

solution for this. [7] Modelling can help to understand the complex phenomena causing changes in 

the microstructure. However, it should be noted that experiments are still required to validate the 

model results and thus, modelling cannot replace experiments. Moreover, the experiments can also 

provide some of the input parameters required for quantitative simulations. Therefore, modelling 

and experiments can be regarded as complementary methods and can create a synergy that can be 

very productive. [8] 

The phase field method already proved to be a very powerful, flexible and versatile modelling 

technique for microstructural evolution, e.g. the numerous models for solidification [1,9,10], solid-

state phase transformations [11], solid-state sintering [12], grain growth [13], dislocation dynamics 

Fundamental approach 

Experimental 

Melting 

experiments 

Phase field 

Modelling 

Sessile drop 

experiments 

Multi-

component 

phase field 

model 

Binary two-

phase field 

model 
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[14], crack propagation [15,16], electromigration [17], etc. The phase field method is also eye-

catching because it produces remarkable visual outputs, particularly of morphology, capturing 

features which are often realistic in appearance. [8,18] 

In a first step to investigate the phenomenon, a model with limited complexity was implemented. 

The model describes a solid-liquid O-M binary system to simulate the metal droplet formation and 

growth in slags with non-reacting solid particles. This model captures the important features of the 

droplet formation and growth, but for which the simulation and computational requirements are 

reasonable. This model with limited complexity already clarified our view on the interaction between 

metal droplets and solid particles to a great extent, but assumed non-reactive solid particles. The 

experiments in copper-containing systems, however, confirmed that a chemical reaction might lay at 

the origin of the attachment. Therefore, the phase field model used by Heulens [1], considering the 

isothermal solidification of slags, was extended to consider multicomponent systems to investigate 

the growth of solid spinel particles in a quaternary oxide system.  

1.3. Outline of the text 

This dissertation is written as a collection of parts of review and research papers. The text is divided 

in five parts:  

A. Part A is an introductory part, containing 3 chapters. The present chapter (Chapter 1) gives a 

general introduction in the subject of the dissertation and the research objectives. Chapter 

2 illustrates the context of the problem, i.e. the metal droplet losses in slags. The 

experimental methods used in this dissertation are also mentioned in this chapter. Chapter 

3 gives an overview of the phase field method in general and some of the developments 

towards multi-phase field models.  

B. Part B describes a first attempt to describe the system with a binary phase field model. In a 

first chapter, the model is described and in a second chapter, the simulation set-up is 

discussed. With this simple model, the influences of the interfacial energies, initial 

supersaturation and particle morphology were investigated. Moreover, realistic 

microstructures for the solid particles were also considered. These results are shown and 

discussed in the third chapter. As the real system encounters a lot of movement of the 

different phases with respect to each other, the movement of the solid particles with respect 

to the liquid phases was also investigated in a fourth chapter. The conclusions for the binary 

model are summarized in the fifth chapter. 

C. Part C shows the results of the experiments with two set-ups. In the first chapter, the results 

of a high-temperature sessile drop experiment are shown. The second chapter reports the 

results of a smelting experiment to induce the reactive origin. Both types of experiments 

show that redox reactions between the metal, the slag and the solid particles play an 

important role in the interaction under investigation. 

D. Part D starts with an overview of the existing phase field model considering oxide systems. 

Then, the development of the multicomponent phase field model coupled to a 

thermodynamic database is reported. A big challenge in modelling realistic systems is the 

choice of input parameters, to which the third chapter of this part will be dedicated. In a 

fourth part, the simulation results are shown and discussed. Part D ends with general 

conclusions of the multicomponent model and possible future work considering this model 

in particular.  
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E. Part E summarizes the main conclusions of this doctoral work. Moreover, an outlook for 

future research directions from both an experimental and modelling point of view is given. 
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2. Metal losses in pyrometallurgical operations - a review 1 

One of the main difficulties of the overall-plant recovery in extractive and recycling metallurgy are 

metal losses in slags, in both primary and secondary metal production. This review aims to summarize 

and evaluate the current scientific knowledge concerning metal losses and pinpoints the knowledge 

gaps. First, the industrial importance and impact of metal losses in slags will be illustrated by several 

examples from both ferrous and non-ferrous industries. Throughout the remainder of this review, 

the main focus will be put on the particular issues in copper industry. In a second section, the 

different types of metal losses in slags will be discussed. Generally, metal losses in slags can be 

subdivided into two types: chemical losses and physical losses. The fundamental insights concerning 

the responsible mechanisms will be discussed for each type. Subsequently, an overview of the most 

frequently used techniques for research investigations of the losses will be given. In a fourth section, 

a more detailed overview will be given on the post-processing treatment of metal-containing slags, 

i.e. performing slag cleaning operations. The most frequently applied methods will be discussed. 

2.1. Introduction 

The domain dealing with extraction or refinement of materials/metals at high temperatures is called 

pyrometallurgy. The raw materials for metal production (mined ores) contain less and less of the 

desired metal, thus increasing the ratio of produced slag to produced metal. The slag used to be 

considered as a waste stream, but is now considered as a secondary resource, e.g. in road building 

applications or dike fortifications. [1] Due to the recent higher demand on a lot of metals, the 

decrease in the quantity and purity of the corresponding ores and the increase in the amount of 

scrap, recycling becomes more important. Besides recycling, it is also necessary to improve and 

optimize existing processes in extractive and recycling metallurgy to deal with the scarcity of natural 

resources. [2] 

In a pyrometallurgical process, several phases can be present besides the liquid metal: slag (mixture 

of metal oxides), matte (mixture of metal sulphides), etc. The slag mainly contains the gangue ores, 

from which the metal is extracted, and is mostly used to remove certain impurities. Moreover, it is 

also used as an isothermal isolation layer and prevents re-oxidation of the molten metal, because in 

a typical pyrometallurgical process, the slag floats on top of the molten metal, due to differences in 

density. In most pyrometallurgical processes, the slag will finally be tapped from the furnace. [1] 

Sedimentation is frequently one of the last steps (before tapping) in many pyrometallurgical 

processes, allowing separation of slag and matte/metal. However, industrial Cu smelters [3], Pb 

reduction melting furnaces [4,5], ferrochrome smelters [6], etc. still suffer from metal rich droplet 

losses in slags due to insufficient phase separation. These losses remain an important issue in metal 

extraction and recycling industries and can be reduced by optimizing the phase separation. 

 

 

 

                                                           
1 This chapter is based on the following publication: I. Bellemans, E. De Wilde, N. Moelans, K. Verbeken, Metal 

losses in pyrometallurgical operations - a review, Advances in Colloid and Interface Science. Submitted 
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2.2. Metal production 

2.2.1. Lead smelting 

The conventional primary lead production process consists of four steps: sintering, smelting, drossing 

and refining. Feedstock mainly made up of lead concentrate is fed into a sintering machine together 

with other raw materials like silica, coke and limestone flux. This sinter is in turn fed into a blast 

furnace for reduction with carbon, which also acts as fuel. Four layers form in the furnace: ‘speiss’ 

(the lightest material, basically arsenic and antimony), matte (copper sulphide and other metal 

sulphides), blast furnace slag (primarily silicates) and lead bullion. Subsequently, all layers are drained 

off. The speiss and matte are sold for recovery of copper and precious metals to copper smelters. 

The blast furnace slag, which contains iron, zinc, silica and lime, is stored in piles and is partially 

recycled. The rough lead bullion from the blast furnace usually requires preliminary treatment before 

undergoing refining operations. Then, the bullion is agitated in a drossing kettle and cooled just 

above its solidification point, 370°C - 425°C. A dross composed of lead oxide, along with copper, 

antimony and other elements floats on the top and solidifies above the molten lead. The dross is 

removed and is fed into a dross furnace for recovery of non-lead metals. The lead bullion is further 

refined to remove any remaining non-lead materials in a cast-iron kettle in five stages, leading to lead 

with a purity of 99.9 – 99.99 %. Secondary production of lead uses old lead-containing scrap as feed. 

The main source for recycling is old scrap from lead-acid batteries. [7] 

2.2.2. Nickel production 

Nickel can be extracted from sulphide ores, where pentlandite ((Ni,Fe)9S8), chalcopyrite (CuFeS2), and 

pyrrhotite (Fe7S8) are the major minerals. Mined sulphide ores contain typically about 1 % Ni, and are 

concentrated to 7 to 20 wt% Ni by various mineral processing methods. The concentrate is 

subsequently dried for further handling. Molten matte from the smelting furnace is transferred into 

a converter for the removal of the final FeS to form a matte with about 0.5 to 2 wt% Fe. This is 

achieved by blowing air or oxygen enriched air into the matte. It is during this stage with high oxygen 

pressures that the most valuable metal losses to the slag phase occur, as stated by Toscano and 

Utigard [8]. 

2.2.3. Steel production 

During the production of pig iron in a blast furnace, oxygen and other impurities are removed from 

the iron oxide ores by pyrometallurgical processes with reducing reagents and fluxes. Most of the 

impurities and fluxing agents combine to form a liquid silicate melt called blast furnace slag. This slag 

is tapped from the blast furnace separately from the iron. The pig iron is then transferred to a steel 

furnace, where the residual carbon content of about 4 wt% is reduced and other impurities are 

removed. This process involves the use of lime and silicate fluxes and the formation of steel slag. 

Steel furnaces, particularly electric arc furnaces (EAF), also may be fed with scrap iron and steel, but 

again the impurities are removed by fluxing agents which form a slag. Apart from the original furnace 

feedstock impurities, slags (especially steel slags) also may contain significant amounts of entrained 

free metals. [9] 
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 Ferrochrome production  

In the production of stainless steel, ferrochrome is the major chromium source. The chromite ores 

are melted using suitable carbonaceous reductants such as coke, char, etc. During the smelting 

process, slag is formed and metallic ferrochrome coalesces into droplets, which separate from the 

slag by settling through the slag to the bottom of the furnace. Ferrochrome slag consists mainly of 

SiO2, Al2O3 and MgO in different proportions, but also smaller amounts of CaO, chromium and iron 

oxides, with significant quantities of chromium in the form of partially altered chromite and entrained 

alloy. [6] 

 Ferrovandium production 

Ferrovanadium alloys are produced commercially by the reduction of vanadium ore, slag or technical 

grade vanadium oxide with ferrosilicon, aluminium and to a lesser extent by carbon. A charge 

consisting of vanadium oxide, reductant, fluxing agents, etc. is fed to an electric arc furnace that is 

maintained at temperatures of about 1600°C. The nature of the vanadium oxide used as input 

materials governs the choice of the production route. The use of V2O5 as raw material leads to the 

exothermic reduction, allowing that both iron and the alloy can melt, which results in an effective 

separation of the alloy and the high alumina slag. Therefore, an aluminothermic reactor can be used. 

When V2O3 and V2O4 are used as raw materials, addition of external energy is required to sustain the 

less exothermic reactions. A high temperature for tapping (1840 °C) is required because of the high 

melting point of ferrovanadium and this also favours the settling of entrained metal droplets from 

the slag after tapping. [10,11]  

2.2.4. Copper smelting 

Copper ores commonly consist of a low concentration (0.5-2 wt% Cu) of copper-iron-sulphide or 

copper-sulphide minerals (e.g. chalcopyrite CuFeS2 or chalcocite Cu2S) in combination with a large 

amount of gangue material (Al2O3, SiO2, …). Pure copper metal is produced from these ores by 

concentration, smelting and refining. [12] The ores are concentrated by e.g. froth flotation, after 

which they are smelted in a large hot (± 1250°C) furnace. Under oxidizing conditions, Cu tends to 

form metallic Cu as well as Cu oxide, as explained extensively by Yazawa [13]: the addition of oxygen 

to Cu2S yields Cu instead of Cu2O. When the latter happens, the Cu2O dissolves in the slag generated 

during copper making. The large amount of iron in most copper concentrates creates a large amount 

of slag, which could allow for more Cu to be lost in it. As a result, it is better to eliminate some of the 

iron from the concentrate before final copper making. This is why the Cu ores are smelted first to 

produce a Cu-rich matte (45-75 wt% Cu) and a slag (with the smallest possible amount of Cu), after 

which this Cu-matte is converted to form impure molten copper (99 wt% Cu) in a separate step. To 

keep the amount of Cu in the smelting slag as low as possible, it is possible to add a SiO2 flux to 

promote slag-matte immiscibility or to keep the furnace hot enough to liquefy the slag. [12]  

The converting step of the matte takes place in two sequential stages: the elimination of Fe and other 

remaining impurities in the ‘slagging blow’ and the ‘copper making blow’, which converts the ‘white 

metal’ (Cu2S) to metallic Cu. The copper is then refined in further steps. Because conditions in the 

converter are strongly oxidizing, converter slag inevitably contains 4-8 wt% Cu. The slag can be 

treated to recover the remaining Cu and is then sold or discarded. Another possibility is the reuse of 

the converter slag as a starting bath for the next batch. [12] But this may also affect the final slag 

loss, because the oxygen potential of the melt is changed and this influences the composition of the 
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matte and the slag. [14] The secondary production of copper uses scrap as a source of copper. High-

purity copper scrap can be found in e.g. electronic wires and electronic waste. [12] It should be noted 

that the general aspects of primary copper production and scrap recycling are similar. A major 

difference in the case of scrap recycling is the use of copper as a collector metal2 for the noble metals, 

whereas in ore-based production, the primary aim is to produce the pure metal. The yields of the 

recycling of noble metals could be improved by higher collection rates of e.g. e-scrap and maximizing 

eco-efficiency. 

2.3. Metal losses in slags 

Large bubbles are produced during the gas-blowing stages in smelting and converting in several metal 

production processes. After each stage of gas blowing through the melt, a sedimentation step is 

necessary before phases can be tapped. The settling time of this step needs to be long enough to 

allow the different phases to separate, but this time also implies a loss of production time and, 

consequently, insufficient separations are often encountered in practice. E.g. some metal or matte 

droplets are often observed as a suspension in the slag. Several industries encounter such losses: 

 Lead smelting 

One of the factors impeding the total recovery of the lead contained in the sinter is the retention of 

metal by slag. It is generally accepted that when these losses exceed 2-3 %, the economics of the 

process are strongly affected. Excessive losses of lead frequently occur in the slag of lead blast 

furnaces which represents a sizeable economic loss for large scale production furnaces. [4,5] 

 Nickel production 

According to Solar [16], about two thirds of the total loss occurs in the electric furnace slag, as both 

dissolved nickel oxide and entrained metal droplets. These chemical and mechanical losses are 

reported equally. The amount of mechanical losses can vary between different nickel production 

plants. [16] Furthermore, cobalt, selenium and tellurium are valuable by-products in nickel sulphide 

smelting and are economically very important. The distribution of these minor elements, however, 

also affects the quality of the final product and the revenues gained from the by-product. For 

example, there are cobalt losses to the slag phase during the smelting and converting processes, 

leading to a conversion of only 30 to 60 % of recovery for the matte phase. [17] 

 Steel production 

Gudim [18] studied the metal losses during steelmaking in arc furnaces. Metal enters the furnace slag 

in the form of a film on CO-bubbles, originating from carbon oxidation and in the form of droplets 

during oxygen blowing. The entrained metal content in the slag can be at least 10 % of the metal 

mass during oxygen blowing of the bath. Gravity lets the metal droplets settle down from the slag in 

the metal phase. As the slag goes down in the furnace, its temperature decreases, its viscosity sharply 

increases, and the conditions for droplet settling deteriorate drastically. Therefore, metal droplets 

                                                           
2 The copper generated during non-ferrous metal recycling of e-scrap and other precious metal rich materials 

only has a purity of about 95% because the metallic copper phase acts as the collector of precious metals (Cu, 

Ag, Au, Pt, Pd, Rh, Ru, Ir) present in the feed mixture. Similarly, lead and nickel are used to collect base metals 

(Pb, Bi, Sb, Sn, As) and special metals (In, Se, Te). [15] 
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smaller than 3 mm are usually retained in the slag. The average content of iron in oxidizing steel 

melting slags is believed to be slightly lower than 20-25%, including 10-15% metallic iron. [18] 

o  Ferrochrome production 

Losses of metal to slag are observed with a significant amount of alloy droplets with a size of 30 µm 

up to 2000 µm. Some entrained droplets (>1 mm) can be recovered back in the metallic phase, but 

the remainder stays entrained in the slag. Metal losses to slag can occur throughout the reduction 

process in the furnace, as well as during the tapping. Both mechanical and chemical losses occur. The 

slag is further treated to recover some of the entrained metal. The dissolved chrome can be 

controlled through improved redox-basicity control, while the amount of entrained chrome can be 

controlled through the control of the slag viscosity. [6]  

o Ferrovanadium production 

As stated by Vermaak [10], the vanadium recovery in the electro-aluminothermic process is mainly 

controlled by vanadium losses in the slag, which include metal droplet entrainments and unreduced 

vanadium oxides in the slag.  

 Copper smelting 

Last century, the subject of copper losses in slags was already reviewed by Aksoy [19] and 

Yannopoulos [3]. Yannopoulos [3] depicted the monetary significance of the copper losses by 

comparing the losses with other important smelting operational costs, as represented in Figure 2.1. 

 

Figure 2.1 Copper losses and their economic impact during smelting in seven plants as summarized by Yannopoulos [3] 

The amount of losses depends on the industrial processes used, i.e. which type of furnace. The newer 

processes produce higher grades of matte, which results in slags with higher copper content. Sridhar 

et al. [20] estimated that for the annual worldwide primary copper production of 9 billion tons, 181 

million tons of copper are discarded via the slag, which represented 400 million dollar at that time. 
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Smelting furnace slag contains roughly 1-2 % Cu, which rises as the matte grade increases according 

to Davenport et al. [12] Converter slag contains roughly 4-8 % Cu [12] and smelting slags from the 

Teniente converter contain up to 8 wt%, according to Warczok et al. [21]. Based on compositions of 

several industrial slags, Shen [22] noted that the copper content varied between 0.5 and 3.7 wt%. 

Taking into account the mass of each produced slag, a significant amount of copper is present in this 

slag. [12,23] Tan [24] described the amount of losses of the Xstrata Copper Smelter process at Mount 

Isa and concluded that the copper lost to rotary holding furnaces is the single largest loss in the 

copper smelter. As stated by Degel et al. [25], metal losses in the copper industry are one of the main 

factors determining the overall plant recovery.  

In order to make the pyrometallurgical processes more efficient and minimize metal losses, more 

knowledge is required on the form and origin of these losses. A small amount of literature can be 

found on the influencing factors for the decantation of metals in slags. Nevertheless, it is generally 

accepted [3,14,20,26,27] that the metallic losses in slags have two causes: the chemical dissolution 

of metals and the mechanical entrainment of metallic droplets. The chemical dissolution of metals is 

inherent in pyrometallurgical processes and governed by the system’s thermodynamic equilibrium. 

The amount of dissolved metal is correlated with the thermodynamic state of the furnace. [14,27] 

The difference between the actual amount of copper present and the amount that can be attributed 

to its dissolution, is usually assigned to the formation of a mechanical dispersion of matte/copper in 

the slag. [28] Figure 2.2 shows the copper losses in slags as a function of the matte grade in the 

Tamano flash smelter as indicated by the shaded frame. Maruyama et al. [29] simulated the chemical 

copper losses within this industrial set-up, using HSC chemistry. The difference between the 

simulations and the actual industrial data were assumed to be attributed to mechanical losses 

(indicated by suspension loss).  

 

Figure 2.2 Simulation of copper losses in slag at the Flash Smelting Furnace operation at Tamano smelter. The oxide and 

sulphide losses were calculated using HSC chemistry, the shaded part shows the operation data. The difference between 

both is attributed to mechanical losses (referred to as suspension loss) [29,30]  

Apart from the economic losses associated with these droplets, the process becomes more difficult 

to handle when Cu droplets are present. The process aspires to an optimal quantity of Cu-oxide in 

the slag: the amount of copper in the slag is determined by analyses and this sets the oxygen quantity. 

There is, however, no way to notice the difference between metallic Cu (in the droplets) and the 

oxidized form (dissolved in the slag) in the short time span available during processing, because the 

analyses to discover the difference take too long. This indicates that the process control is not 



A. Introduction 

13 

optimal. The copper smelting processes at this moment are usually controlled based on experience, 

but a better separation can probably be obtained when a more fundamental knowledge of the 

interactions and phenomena in the formation of droplets and sedimentation is constructed. The 

different types of losses will be discussed in more detail in the following sections.  

2.3.1. Dissolved metal 

Chemical dissolution of metals in slags has already been investigated thoroughly in literature [13,31–

33]. Initially, copper (and other metals) was assumed to be dissolved in slags as oxides, called the 

‘oxidic’ dissolution. The Cu2O amount in a slag is related with the thermodynamic state of the furnace 

and it can be minimized by controlling the furnace according to well-studied metal-matte-slag-gas 

relationships. [27] The oxidic copper solubility increases with increasing pO2 and decreasing 

temperature. [14,33] The effect of the temperature can be observed in Figure 2.3 and the influence 

of pO2 in Figure 2.4.  

 

Figure 2.3 Effect of the temperature, at constant pO2, on the solubility of copper in slag [33] 

 

Figure 2.4 Relation between amount of Cu in the slag and the activity of Cu in the alloy as a function of pO2, at constant 

temperature [33] 
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Increasing the matte grade also results in a higher copper content in the slag. [3] The silica content 

can also influence the Cu losses. It was found that the minimum loss of copper due to mechanical 

entrainment is found at approximately 35% SiO2. This decrease up to 35% is accounted for by the 

predominance of the interfacial tension of slag and matte over the viscosity of the melt. SiO2 addition 

increases the viscosity and decreases the surface tension. The silica content also has an influence on 

the magnetite formation (the ratio SiO2/FeO is important). [3] Other slag constituents also influence 

the amount of copper lost: increasing FeO decreases the viscosity, increases the density and 

enhances the reduction of magnetite which in turn enhances the solubility of copper in slag (by 

forming SO2 bubbles). The solubility of the matte in the slag is reduced with increasing CaO content, 

because it reduces the specific gravity and lowers the melting point and the viscosity. CaO also 

increases the surface and interfacial tension. Al2O3 increases the viscosity of the slag, it should, 

however, be noted that the effect on the copper losses depends on which other slag constituent the 

alumina replaces. MgO acts in the same way as CaO if it is added in small amounts. [3] CaO is the 

most effective in decreasing the copper solubility, followed by MgO and Al2O3, this order corresponds 

to that of the basicity of these additives. The results can be explained by the acid-base theory of the 

slags: the ions of the additives (Ca2+, Mg2+ and Al3+) replace some of the copper ions and occupy sites 

in the silica structure. [34] 

Richardson and Billington [35] concluded for sulphur-free slags that copper can only be dissolved 

after being oxidized and no solubility of atomic copper is present. When the slag coexists with a 

sulphidic matte phase, the iron silicate slag can dissolve additional copper. Thanks to the ionic theory, 

the concept of ‘oxidic’ and ‘sulphidic’ dissolutions of copper was developed to explain this 

phenomenon. [14] Sehnalek and Imris [36] and Nagamori [37] were the first to recognize the 

sulphidic dissolution of copper. Nagamori found the copper solubility in his experiments to be far 

greater than that attributed to oxidic loss according to previous work (which was performed on 

sulphur-free slags). The solubility was related to the presence of sulphur in the slag and the concept 

of sulphidic dissolution was developed. The molecular or ionic theory of a slag states that a sulphur 

ion may dissolve in the slag as if it replaces a free oxygen ion, which was originally associated with an 

iron ion. The sulphur ion may in turn tend to replace some of its coordinating iron ions with copper 

in accordance with the activity of copper in the matte. 

The total dissolved copper in the slag is the sum of the oxidic and sulphidic dissolution. The fractions 

of both kinds of dissolved copper depend on the composition of the slag. The sulphidic dissolution is 

in general important for matte grades up to approximately 60% Cu, while oxidic dissolution is the 

significant mechanism otherwise [14], as illustrated by Figure 2.5 [38]. To decrease the dissolved 

copper loss in slag, it is effective to raise the Fe/SiO2 ratio to decrease the oxidic loss. In order to 

decrease the sulphidic loss, this ratio should be lowered. [29] 
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Figure 2.5 Schematic diagram of calculated oxidic, sulphidic and total dissolved copper in commercial reverberatory slag 

[38]  

An increase in Al2O3, MgO, CaO or SiO2 decreases the mutual dissolution between matte and slag, 

thus the dissolved sulphide content in the slag and the dissolved oxide content in the matte decrease. 

[13] Apart from the decrease in copper solubility, the Fe3+/Fe2+ ratio was also lowered due to the 

additions of CaO, MgO and Al2O3. This effect, however, was smaller at lower oxygen potentials. [34]  

Even though it was universally agreed that dissolved copper in slag occurs as both copper sulphide 

and copper oxide, [26] this idea has been rejected by Gaskell et al. [39] and Sridhar et al. [20]. It was 

observed that the original data of Nagamori [37] show that the copper content in slags decreases as 

the sulphur content increases and Sridhar et al. [20] also pointed out that normal investigations use 

a gas-matte equilibrium to control the oxygen potential (similar as in plant practice). Nagamori used 

metallic iron in equilibrium with 0-55wt% Cu mattes to control the oxygen potential. With this 

method, the oxygen potential is lower than in copper smelting and this increases the sulphur 

solubility. For Cu grades of mattes above 55wt%, Nagamori used copper metal in contact with matte 

to fix the oxygen potential. This results in an oxygen potential close enough to that in copper 

smelting. It was observed by Nagamori that in this latter composition range the copper loss is only 

oxidic. The observations of Sridhar et al. [20] imply that the copper losses in slags can be explained 

by the oxidation of copper at different oxygen potentials present during the production of different 

matte grades. No assumption of copper sulphide species in the slag is needed to explain copper 

losses. Moreover, according to Sridhar et al. [20], it is very unlikely that copper sulphide is present, 

as the affinity of sulphur for Fe is higher than for Cu. This leads to a higher probability for sulphide 

ions to be present in the proximity of iron ions. Victorvitch [40] drew a similar conclusion in extensive 

studies on copper smelting slags. 

Although Gaskell et al. [39] and Sridhar et al. [20] made some very good arguments concerning the 

theory of sulphidic copper, no clear consensus on the dissolution of copper as sulphidic copper has 

been reached so far. However, usually chemical metal losses in fayalitic slags are assumed to have 

five different types of dissolution, as described by Mackey. [14] The ‘oxidic’ dissolution, which occurs 

when the oxide of an element in the slag is stable under the prevailing gas atmosphere and 

temperature. ‘Sulphidic’ dissolution occurs when the dissolved sulphur in the slag forms a stable 

sulphide with the element. In case both the oxide and the sulphide of the element are unstable under 
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the process conditions, the element can also dissolve in metallic or gaseous form. This is the 

‘monoatomic’ type of dissolution. An element can occur in the slag in ‘molecular’ form when the 

compounds between iron and sulphur are stable under copper smelting conditions. The last type is 

‘halidic’ dissolution, which occurs in the slag at copper smelting conditions provided that some 

halogens are present in the system.  

2.3.2. Mechanically entrained metal droplets 

The difference between the actual and thermodynamically predicted metal content in slags can be 

attributed to the mechanical dispersion of metal and matte in the slag. A significant amount of 

literature deals with chemically dissolved metal losses to slags, but a large spread on the data is 

observed. This can be explained by the amount of physically entrained matte or metal, which is 

usually not measured and which is difficult to calculate accurately. Mechanical losses in the slag can 

make up to 65-80% of the total copper loss. Mechanical losses depend on the way the furnace is 

operated, slag viscosity, fluid motion in the slag, residence time, SO2 generation in the melt, the 

presence of solid particles which can trap matte droplets, the matte-slag separation, … [14] 

The losses due to the droplets are far less controllable than the dissolved metal losses. They are 

associated with the inadequate decantation of the droplets. The mechanical losses are droplets with 

varying sizes from several mm to a few µm. [26,41] In general, sedimentation of droplets of a certain 

phase in another phase can be described by Stokes’ equation:  

𝑢 =  
2𝑟2(𝜌𝑠𝑝ℎ𝑒𝑟𝑒 − 𝜌𝑓𝑙𝑢𝑖𝑑)𝑔

9𝜇
 (2.1) 

Where u is the settling rate (m/s), sphere and fluid the density of the droplets and the surrounding 

phase respectively (kg/m³), r the radius of the droplet (m), g the gravity constant (m/s²) and µ the 

viscosity of the slag (Pa.s). This equation is valid for laminar flow conditions, which are characterized 

by a low Reynold number, for rigid spheres or drops/bubbles and approximately valid for liquid 

droplets rising or settling in an immiscible medium characterized by an immobile surface. [42,43] 

Larger copper droplets in slags in industrial processes, however, are not necessarily rigid and do not 

maintain their spherical shape. If the viscosity of the copper droplets is much lower than the viscosity 

of the slag, internal tensions are created within the droplets and Stokes’ equation should be 

corrected to the Hadamard-Rybczinski equation: [44,45] 

𝑢 =
𝑔 ∙ 𝑟2 ∙ ∆𝜌

3𝜇
 (2.2) 

It was found in early experiments that small drops with a diameter less than 0.01 cm behave like rigid 

spheres as their velocity is described by the Stokes’ equation. On the other hand, drops of a 

sufficiently large size fall within velocities described by the Hadamard-Rybczinski equation. [46] The 

Stokes and the Hadamard-Rybczynski equation emphasize the importance of the slag viscosity, the 

size of the sinking droplets and the density difference. To get a fast decantation, the following should 

be aimed for: [3] 

 the difference in density as high as possible. The density of iron silicate slags in copper 

smelting decreases with the increase in silica content, a decrease in temperature and also 

with an increase in basic oxide levels. Generally, FeO increases the slag density, while SiO2 

and CaO have the opposite effect. 
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 the size of the droplets as large as possible. Larger droplets can be achieved by coagulation 

or growth of smaller droplets. This increases the surface/volume ratio, which is related to 

the interfacial energy between the droplets and the slag. The droplets can also grow or shrink 

due to reduction or oxidation reactions.  

 the viscosity of the slag should be as low as possible. In the case of high viscosity liquids, small 

particles can remain entrapped for long periods of time. [47] It should be noted that the 

viscosity of the slag depends on the fraction solid particles, this is called the “slurry effect” 

(which is described by the Einstein-Roscoe model equation:  = 0 (1-af)-n with  the viscosity 

of the liquid melt with solid particles dispersed in it (Pa.s), 0 the viscosity of the liquid 

without solid particles (Pa.s), f the fraction of solid particles in the melt, a the inverse 

maximum fraction of solid particles and n a constant related to the geometrical particles 

shape, which is assumed to be 2.5 for spherical particles [48]). The settling rate can be 

increased by decreasing the viscosity or by using a more reducing environment, as the Fe3O4 

content of the slag will be decreased. [12] 

The settling rate has an important influence on the efficiency of the sedimentation process. 

Maruyama et al. [29] investigated the influence of the settling time on suspension losses. As 

expected, it was confirmed that the copper content in the slag layer decreases with increasing 

sedimentation time. The settling of suspended particles using the Stokes’ equation was calculated 

and is presented in Figure 2.6. [29] For the Tamano Flash smelting furnace, the average settling time 

of the slag is 4 to 5 hours. Within this time frame, particles with a size larger than 0.13 to 0.15 mm 

diameter settled. Longer decantation times only have a limited effect on the recovery of the smaller 

particles. [29]  

 

Figure 2.6 Relation between settling time and particle size by Stokes’ equation calculated by Maruyama et al. [29]  

It was generally believed that phase separations in slag-metal systems occur only due to the 

buoyancy effect (the large difference in density of the alloy and the slag). Lau et al. [49] checked this 

hypothesis, by investigating the influence of different gravity conditions on the products synthesized 

by combustion phenomena. Different systems were investigated in a variety of gravity conditions 

from 10-5G up to 1.7G (this corresponds to overload gravity and is achieved in a part of the trajectory 

during parabolic KC-135 flights). The investigation showed that mechanisms driven by surface energy 

might also play an important role in the sedimentation process. [49] Also note that some copper 

matte or metal droplets can retain on the surface of the slag due to surface forces, which was 

experimentally observed by Fagerlund [50]. Poggi et al. [47] defined the critical radius of a droplet 
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that can rest on the interface by equating the upward force due to surface tension and the weight of 

the drop: 

𝑅 =  (
2 ∙ 𝛾𝑠𝑙𝑎𝑔

4 3⁄ ∙ 𝜌𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 ∙ 𝑔
)

1
2⁄

 
(2.3) 

With R the critical radius of sphere (m),  the density (kg/m³), g the gravity constant (m/s²),  the 

surface tension (N/m). It is expected that larger drops sink through the slag/metal or matte surface 

and that smaller drops float.  

Up to this point, the phenomenon of mechanically entrained droplets was described. However, the 

question remains where and how do these droplets originate? Mechanically entrained matte or 

metal droplets in slag can originate from a variety of sources: [51,52] 

1. Entrainment due to charging of the furnace or tapping of the slag 

2. Precipitation of copper from slag due to temperature or oxygen level gradients within the furnace 

or due to chemical reactions 

3. Sulphur dioxide gas, produced in the matte phase, or other gas phases dispersing the matte into 

the slag as the gas crosses the matte-slag interface 

4. Attachment of matte/metal droplets to solid particles present in the slag phase which hinder 

their settling 

The different possibilities will be discussed in more detail in the following sections.  

2.3.2.1. Entrainment due to charging of the furnace or tapping of the slag 

Liow et al. [53] studied slag tapping operations in the settler region of a copper flash furnace and the 

influence on the entrainment of a two-layer liquid through a tap hole. Paraffin oil was used in the 

experiments to resemble the slag, which is more viscous than the heavier metal or matte phase. 

Water and salt solutions were used to simulate the matte or metal layers. It was observed that a 

simple ledge can effectively reduce entrainment, due to the formation of a meniscus by the lower 

liquid layer on that ledge which inhibits the flow. 

2.3.2.2. Precipitation of copper from slag due to temperature or oxygen level 

gradients within the furnace or due to chemical reactions 

Regarding the second possibility, it should be noted that the slag phase in industry might not be 

homogeneous, and local variations in temperature or oxygen levels are possible. The dissolution of 

copper in the slag is influenced by those parameters, cfr. section 2.3.1. Thus, certain zones in the slag 

might be characterized by a lower copper solubility, leading to the precipitation of oxidized copper 

present in the slag as metallic copper droplets. Moreover, a large part of the copper dissolved in the 

slag can precipitate as metallic copper from iron-silicate slags, even in quenching, according to 

Jalkanen et al. [28]. In quenched slags, copper is said to be evenly distributed as small size 

precipitates. The copper particles in a quenched slag are regularly surrounded by a dark sphere. The 

precipitation of copper during the quenching of the slag is said to be caused by the disproportion 

reaction of cuprous oxide with Fe2+-ions. This reaction yields metallic copper and Fe3+ and explains 

the rapid disproportion, as supported by the observations of Vehviläinen and Imris et al. [26,28] who 

suggest that copper is often surrounded by magnetite. [28]  

Cu2O + 3FeO ↔ 2Cu + Fe3O4 (2.4) 



A. Introduction 

19 

Whenever mass transfer takes place at a certain liquid-liquid interface, various transitory phenomena 

occur [54]: 

 hydrodynamic phenomena originating from interfacial tension gradients, 

 lowering of dynamic interfacial tension when mass transfer at the interface is intense, 

 spontaneous emulsification by ‘diffusion and stranding’ mechanisms. 

These effects are evidenced by the deformation of a metal drop, immersed in a slag, during intense 

mass transfer between the two phases. Gaye et al. [54] investigated the influence of mass transfer 

upon interfacial phenomena with X-ray observations at high temperature. It was shown that, when 

very high reaction rates are obtained, the tendency towards spontaneous emulsification exists and 

it was pointed out that part of the reaction takes place in the slag, at some distance from the 

interface, through a ‘diffusion and stranding’ mechanism. They also found that for various systems, 

the interfacial forces seem to disappear when the oxygen flux is larger than 0.1 g.atom/(m².s). 

Dispersion of one phase into the other may become extremely easy in this case and can occur without 

external mechanical energy. 

Afterwards, Rhamdhani et al. [55] investigated reactions between liquid iron alloy droplets and a 

liquid slag at high temperature. The observed phenomena, include droplet flattening or spreading (a 

decrease in apparent interfacial tension of the droplet), interfacial turbulence and spontaneous 

emulsification (the droplet breaks up into numerous smaller droplets). The first and the last of these 

possibilities can be observed in Figure 2.7. This figure represents the sequence of steps encountered 

by Rhamdhani et al. [55,56] during their experiments: in the early stage of the reaction, the recovered 

droplet has a nearly flat shape, but when the reaction is the most intense in the intermediate stage, 

numerous droplets, mm and µm in size, were obtained. Apart from this macroscopic emulsification, 

some microscopic emulsification was also observed in the stage prior to emulsification, some 

microdroplets can be found near the interface of the single droplet. But although many microdroplets 

can be observed, they do not change the interfacial area significantly.  

(a)  

(b)   

Figure 2.7 Droplet shape changes during high temperature reactions (a) schematic representation[55]; (b) Shape and 

droplet changes during the reaction between Fe - 4 wt % Al (2.34 g) and CaO-SiO2-Al2O3 at 1650°C [57] 

It should be noted that both metal and slag emulsification are observed. Rhamdhani et al. [55] also 

observed the initiation of emulsification: an interfacial instability causes a protrusion of slag into the 

metal phase, as the tip goes further into the metal phase it will tend to become spherical to decrease 

its interfacial area; once necking occurs, detachment of the droplet is favourable in order to decrease 

its interfacial area; an emulsified slag droplet in the metal phase is then formed. The same 

mechanism may apply for metal protrusion into the slag leading to metal emulsification in the slag. 

The first emulsified droplets are in the µm size range, further they may coalesce to form bigger 
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droplets (in the order of a few tens of µm). A perturbed interface is only observed in the first stages 

of the reaction.  

2.3.2.3. Gas phases dispersing the matte into the slag as the gas crosses the 

matte-slag interface 

The third possibility (SO2 gas bubbles crossing the interface) has been investigated thoroughly. [47] 

Any type of gas bubbles can have the same effect of taking matte or metal with it into the slag phase 

when the interface between the different phases is crossed. [58] Rising SO2-bubbles can find their 

origin in the reaction between iron sulphides and magnetite. This reaction is thought to take place 

near the furnace bottom and the charge banks. [47] Cuprous oxides dissolved in the slag can also 

react with either Cu2S (in the matte) or a combination of solid SiO2 and FeS (in the matte) to produce 

SO2 gas bubbles. [59]  

This was also illustrated by Holappa et al. [58] for steel production. When gas bubbles pass through 

the iron/slag interface, small iron droplets burst into the surrounding slag (Figure 2.8 (a)). When the 

gas bubble exits the interface to the slag phase, a jet is formed to fill the cavity with metal. This jet 

collapses and produces metal droplets into the slag phase, as illustrated in Figure 2.9 (c and d) and 

Figure 2.8 (b). It is interesting to note that they observed that with larger bubble sizes the mass of 

the entrained metal in the slag increases strongly and that smaller bubbles cause practically no 

entrainment of metal into slag. They also noted that an increase in the interfacial tension of the metal 

or in the viscosity of the slag reduced the metal entrainment.  

(a) (b)  
Figure 2.8 (a) X-ray images showing bursting and detaching of a gas bubble from the iron-slag interface (b) X-ray images 

showing the mechanism of iron droplet entrainment into slag [58] 

 

Figure 2.9 Proposed mechanisms for the formation of jet and film droplets in the slag when a gas bubble passes through 

the iron/slag interface [58] 

Thus, the ability of gas bubbles to pick up droplets from the underlying phase into the upper phase 

is governed by the surface and interfacial tension of the involved liquid phases and gas. Three 
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situations are possible, as shown in Figure 2.10, where L2 represents the underlying liquid phase and 

L1 the upper phase. [51,52,60] 

 
Figure 2.10 Interactions between a gas bubble and liquid droplets in a continuous phase: (a) a film of the underlying 

phase (L2) is formed on the gas bubble, (b) droplets of the underlying phase (L2) are scattered in the upper liquid (L1), and 

(c) attachment of the droplets of the underlying phase (L2) to the bubble through contact [60] 

It was suggested that possibility (a) (formation of a film coating on the gas bubble) will occur if the 

spreading coefficient is positive. The spreading coefficient ϕ is defined as: 

𝜙 = 𝛾𝐿1/𝑔  −  𝛾𝐿2/𝑔  −  𝛾𝐿1/𝐿2  (2.5) 

Where γL1/g is the surface energy of the lower liquid phase, γL2/g the surface energy of the upper liquid 

phase and γL1/L2 the interfacial energy between both liquids. The metal or matte coating of the bubble 

can subsequently rupture and scatter smaller droplets into the slag phase. The small droplets are 

scattered by the rupture of the film, they tend to sink to the lower liquid surface under gravity, but 

they may become entrapped as rafts of droplets, which float on the top surface of the slag due to 

surface tension forces or they can be suspended as droplets below small supporting gas bubbles or 

they may become entrapped in the slag due to the fact that they are extremely fine, hereby settling 

extremely slowly. [47] 

Situation (c) (flotation of the droplet by a gas bubble with contact) will occur if the flotation 

coefficient (defined in the following equation) is greater than zero.  

∆ = 𝛾𝐿1/𝑔  −  𝛾𝐿2/𝑔  +  𝛾𝐿1/𝐿2  (2.6) 

Situation (b) (flotation of droplets without contact with the gas bubble) will take place only if this 

flotation coefficient is less than zero. 

The flotation behaviour can alternatively be investigated by the development of a ternary interfacial 

energy diagram based on the balance between surface and interfacial tension forces acting on a 

droplet resting on a liquid-liquid interface. [51] The conclusions of this and the abovementioned 

method are identical. [52] Ip and Toguri [51] made such a ternary interfacial energy diagram for the 

matte-slag-gas, copper-slag-gas, copper-matte-gas and copper-slag-matte systems at 1473K. They 

used it to show that matte droplets with more than 32 wt% Cu will not form a film on rising gas 

bubbles when they collide in the slag phase. The matte droplets will attach themselves to the gas 

bubbles upon collision and can rise together with the gas bubbles, i.e. are floated, over the whole 

range of matte composition. Thus, matte flotation in the slag phase cannot be eliminated by altering 

the matte grade. [51] 

Spreading of metallic copper on bubbles is not possible at oxygen pressures between 10-12 and 10-8 

atm. Flotation of copper by gas bubbles is possible at oxygen pressures higher than 10-9 atm. 

Therefore, to avoid the entrainment of metallic copper, the oxygen pressure inside the furnace 

should be kept below 10-9 atm. It should be noted that the possibility exists that copper droplets 

attach themselves to matte droplets and are floated by rising gas bubbles, irrespective to the matte 

grade. [51] 
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2.3.2.4. Attachment of matte/metal droplets to solid particles present in the 

slag phase which hinder their settling 

The rather small amount of literature available on the fourth possibility (attachment to solid 

particles) mainly focusses on the observation of the phenomenon. Only recently, De Wilde et al. [61–

63] investigated the phenomenon in more detail. The phenomenon is observed in industry as the 

attachment of Cu rich droplets to spinel particles present in the slag. The processes in the Cu smelter 

take place on temperatures ranging from 1180 to 1250°C. Processing temperatures beneath 1200°C 

typically produce a subliquidus slag. Due to this subliquidus temperature, the slag contains solid 

particles, which influence the viscosity of the slag and can even cause entrainment of matte or metal 

droplets. [12] 

Observation of Cu entrainment by solid particles has shown that these solid particles often possess 

a spinel structure. Investigation of the lead losses in the slag of a reduction melting furnace by Calvo 

et al. [4] showed a relation between the amount of metal losses and the magnetite (a specific type 

of spinel mineral) content. Microscopic investigation showed that the magnetite appeared to be 

associated with the lead particles, as illustrated in Figure 2.11. The amount of magnetite present in 

the slag is determined by the reduction potential of the furnace, which can be indicated by the 

sulphur content of the slag (an adequate reduction potential increases the sulphur content).  

 

Figure 2.11 Slag with 3.8 wt% lead: (M) Magnetite , (P) metallic lead (magnification x400) [4] 

An investigation of the slag of a ferrochrome smelter [6] shows the presence of (Fe,Mg)(Cr,Al)2O4 

spinel and these microstructural elements can be linked to the entrainment of metallic droplets, as 

shown in the pictures of Appendix B of reference [6]. Two of them are shown in Figure 2.12.  

 

Figure 2.12 SEM backscattered electron images of slag containing metallic droplets [6] (the scale bar in the figure 

represents 10 m) 

The dependency of the amount of entrained Cu drops on the amount of spinel particles (and on the 

temperature) can be observed in Figure 2.13. 
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Figure 2.13 Left: slag at 1200°C contains 2% spinels (with Fe and Zn); Right: slag at 1140°C contains 10% spinels which 

entrain some Cu drops [64] 

Magnetite has different effects on the viscosity and settling of Cu droplets: [3]  

 Magnetite can be reduced by FeS which produces SO2 bubbles, which in turn promotes the 

flotation of matte or copper droplets into the slag, as described above.  

 The presence of magnetite promotes the formation of copper ferrites. 

 The presence of magnetite increases the viscosity of the slag, which reduces the settling of 

droplets, cfr. Stokes’ equation.  

 The disturbance of the phase separation between the slag and matte or alloy through the 

formation of a magnetite false bottom between the slag and the matte or alloy layers (called a 

“mushy” zone).  

Barker et al. [65] investigated the correlation between magnetite and copper amounts in slags and 

found a direct connection between the two. Afterwards other investigations delivered the same 

conclusion: Imris et al. [26] observed the correlation between magnetite content and copper losses 

in slags, as can be seen in Figure 2.14 (a) and by Barker et al. [65] in an industrial experiment as shown 

in Figure 2.14 (b).  

(a) (b)  

Figure 2.14 (a) Copper content in slag and matte versus magnetite content in slag at 1250°C [26] (b) Special 24 hour 

industrial test in la Oroya smelter [3,65] 

Due to the combination of all interacting influences of magnetite, it is difficult to define a quantitative 

relationship between magnetite and copper content in the slag. [3,59,65,66] Similar conclusions can 

be drawn for other (spinel) solids present in slags. An increase in solids in slags will increase the 

viscosity of slags and lead to slower settling of entrained droplets, which subsequently leads to higher 

mechanical losses. Furthermore the phase separation can be disturbed due to the presence of solids 

in different zones in the smelter. [3,26,67] In addition, it is believed that the phenomenon of copper 
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droplets attached to spinel particles is an important reason for spinel solids hindering the 

sedimentation process. The presence of spinel solids can be explained by the operation temperature 

that must be subliquidus.  

Nevertheless, it is not clear when or where the attached droplets originate. Are the Cu droplets 

formed together with the magnetite, according to the disproportion reaction or do the Cu droplets 

attach themselves to the already present spinel particles or a combination of both? No specific 

attention had been given to this phenomenon and no knowledge was available concerning the 

fundamental mechanisms responsible for it, until recently published work of De Wilde et al 

[62,63,68,69]. They were able to reproduce the attachment in a synthetic slag [62], as illustrated in 

Figure 2.15. 

 

Figure 2.15 Detailed microstructures (LOM) of sticking droplets (Cu-Pb) to (Fe-Zn-Al-O) spinel particles present in slag 

obtained by melting a mixture of 1.4wt% Al2O3-2wt% CaO-17.2wt% FeO-45.6wt% PbO-8.4wt% ZnO-10.1wt% Cu-15.2wt% 

SiO2 at 1200°C under a pO2 of 10-7 atm. [62] 

After which they also investigated how this attachment influences the settling time [63] with a model 

based on the Hadamard-Rybczynski formula and experiments. In the experiments, a clear decrease 

of the amount of mechanical entrained droplets was noticed in the upper slag layer as a function of 

time, together with a variation of the amount of mechanically entrained droplets as a function of slag 

height. Similar observations could be made for the spinel solids present in the slag. The settling rates 

calculated with the model were of the order of 1 mm/min, which corresponded with the 

experimentally obtained values. It was observed that the attachment hindered the complete 

sedimentation towards the underlying copper phase, because the average density of the ‘Cu-droplet 

– spinel’ entity is lower than that of the underlying copper. Additionally, the presence of attached 

spinel particles can obstruct the coagulation of smaller droplets, which also lowers the settling rate. 

The origin of the attachment was also investigated by sampling at different moments during melting 

experiments. Some of the results are shown in Figure 2.17. Moreover, a more fundamental approach 

was used to investigate the interaction: sessile-drop experiments of slag and/or metal on a spinel 

substrate at high temperatures [68,69] showed that slag exhibits a better wetting than copper on 

spinel. This is in contrast with the observation that attached droplets remain attached and settle 

down. Thus, as slag exhibits a better wetting than copper on spinel, an energy barrier should be 

overcome by the copper droplets to expel the slag layer. 
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Figure 2.16 Representative LOM pictures of the upper slag layer at 5, 10, 20, 30, 60 and 90 min after bubbling in slag 

obtained by melting a mixture of 7.3wt% Al2O3-9.8wt% CaO-19.4wt% FeO-39.3wt% PbO-6.5wt% ZnO-3.9wt% Cu-

13.8wt% SiO2 at 1200°C under a pO2 of 10-7 atm. (SL = slag, SP = Al-Fe-Zn-O spinel solids, Cu-dr = copper-lead alloy droplets) 

[63] 

From these observations, De Wilde et al. [63] proposed two different ways to explain the origin of 

the attachment. Firstly, extensive stirring can be sufficient to induce the attachment. Secondly, a 

chemical reaction taking place during the evolution towards a thermodynamically more stable state 

can be responsible for the attachment. While the first assumption seems to be less likely as sticking 

droplets are also observed in experiments without any stirring, the second option was explored in 

more detail: a slag that is initially free of any Cu droplets was prepared. After the insertion of a steel 

bar in the system, the formation of sticking droplets was observed. [70] 

A reaction scheme was proposed, including two possible pathways where the spinel solids form 

together with the copper droplets or form around the copper droplets, depending on the local 

conditions of the system. In both pathways, redox reactions involving copper (oxides) are essential 

and within the applied synthetic system, Fe and Fe-oxides play a crucial role. Within the slag system, 

two different types of spinel phases were present: an Al-rich spinel and an Fe-rich spinel. Throughout 

all experiments, it was observed that copper droplets were only attached to Fe-rich spinel solids. 

Furthermore, it was also observed some copper droplets were completely surrounded by spinel 

solids present in the slag system. Both observations, together with the fact that the attachment 

occurs even though the slag exhibits a better wetting than copper on spinel, support the explanation 

of the reactive origin of the attachment [63,69,70]. 

These observations together with the observations of Durinck et al. [71] suggest a final experiment 

to confirm the reactive origin of the attachment. The addition of a more noble metal to the copper 

phase would give the opportunity to reveal whether the droplets present in the slag originate from 

a redox reaction of the slag (typically not containing the oxide corresponding to the more noble 

metal) or from the mixing of the slag and metal phase (which results in typically larger droplets 

containing the more noble metal). Durinck et al. [71] also found that a small amount of iron oxide in 

the slag has an important effect on its ‘reactivity’, which might be linked to the fact that iron is a 

multivalent cation.  
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2.4. Experimental methodologies 

Metal losses in slags can be studied with a variety of methodologies. A first common approach is the 

use of water-based systems at room temperature. The dispersion of one liquid into another was 

studied by the use of several liquid combinations, resembling different density ratios ((heavier - 

lighter)/lighter): oil/water [72,73], oil/mercury [47], kerosene/water [53,74], mercury/ water-glycerine 

[47] and paraffin-wax/water [53] systems were already investigated in literature. This type of 

experiments is very useful to gain information regarding temperature independent processes. Poggi 

et al. [47] made qualitative high speed photographic observations of transport and entrapment 

mechanisms of argon bubbles carrying a mercury film into the water-glycerine mixture. Liow et al. 

[53] used this type of experiment to determine the conditions for the entrainment of a second liquid 

during the withdrawal of the first liquid. The drawback of this type of procedures is that only 

mechanical types of losses can be studied, and influences of or chemical reactions at high 

temperatures cannot be included.  

A second frequently used approach is to study metal losses in slags by industrial and/or lab scale 

sampling procedures using industrial and/or synthetic slags. [26,28,59,75,76] This approach allows 

to monitor the copper losses (both chemical and mechanical) within processes taking place at high 

temperature by taking samples of the slag, matte or alloy are taken at high temperature. Profound 

analyses of the samples, combined with mass balances and thermodynamic analyses have provided 

valuable insights. Note that attention should be paid to the fact that slow cooling of the samples can 

influence their microstructure, as illustrated by the observations by Jalkanen et al. [28]: even when 

the slag is quenched properly, a major part of the dissolved copper in the slag precipitates as metallic 

copper from the slag, present as finely dispersed copper droplets. Imris et al. [26] studied copper 

losses in slags of the smelting and converting process by comparing thermodynamic calculations with 

microscopic examination and industrial data. Genevski et al. [76] studied slag melts obtained from 

flash smelting furnace operations and these industrial slag samples (air and nitrogen cooled) were 

used to determine copper losses using microstructural analysis combined with material balance 

calculations. Takeda [75], on the other hand, used synthetic slag and matte, for which the matte 

grade was varied. Both phases were melted in a silica or magnesia crucible, which was positioned in 

a reaction quartz tube under a controlled atmosphere. After the required reaction times, the 

crucibles were cooled and microscopic analyses and chemical analyses were performed. This 

approach is very widely applicable and accessible and the use of both industrial and synthetic systems 

has advantages. However, dynamic phenomena will be more difficult to observe and a critical 

evaluation of the microstructure is an absolute prerequisite.  

A third method is the use of models like phase field models [77,78], computational fluid dynamics 

[24] or other numerical models [79], simulating the process. Tan [24] used computational fluid 

dynamics to gain understanding on the importance of the slag layer thickness for the entrainment 

during skimming. These data were compared with physical models. Pirker [79] applied different 

numerical models (volume of fluid simulations, super imposed Chimera grids, Lagrangian slag 

droplets) to study the slag entrainment in liquid metal during tapping processes. The use of models 

and simulations allows to model processes, in which different important parameters are variable to 

a very large extent. The combination of models with experimental insights can be a powerful tool. 

A fourth method is the use of in-situ X-ray imaging, to monitor the behaviour of slag and alloy at 

higher temperatures. Some examples of such set-ups are shown in Figure 2.17. Holappa et al. [58] 
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studied the bubble bursting at the iron-slag interface with such a set-up, as explained previously. This 

technique is very valuable, as the behaviour of the liquid phases can be monitored at high 

temperatures. It is, however, not applicable for all liquid compositions. The condition to be fulfilled 

is that one of the liquids present should not absorb the X-rays completely (mostly the slag phase, 

which will result in light grey colour on the images), while the second liquid should absorb the X-rays 

(mostly the metal phase), resulting in a black colour on the X-ray images. Therefore, not all slag-

compositions can be used. The slag, for example, can only contain limited amounts of Pb. 

Furthermore, this technique is not widely accessible.  

 (a)  (b)  

(c)  (d)  
Figure 2.17 (a) X-ray set-up by Ip and Toguri [51] for high-temperature interfacial tension measurements; (b) sample 

arrangement for interfacial tension measurements in the X-ray set-up of Ip and Toguri [51]; (c) Schematic illustration of 

X-ray set-up used by Matsushita et al. [80]; (d) Apparatus used by Rogóż et al. [81] for the measurements of the interfacial 

surface tension in the metal/slag system 

Despite the large efforts and the big variety in developed experimental techniques, no specific 

experimental methodology or set-up has been developed to study the phenomenon of the 

attachment of copper droplets to spinel solids in slags, until De Wilde et al. [44,61] developed a 

specific methodology to study this type of metal losses in slags. They approached the industrial 

problem with two complementary experimental methodologies. On the one hand, the interaction 

between the copper droplets and spinel particles was investigated separately with sessile drop 

experiments between a spinel substrate and copper and/or slag phases. On the other hand, a method 

was developed to study the attachment of the droplets in the presence of a surrounding slag system 

with the use of an industrially relevant synthetic slag system. The latter type of experiments gives 

the opportunity to obtain a better insight on factors like sedimentation time or slag height and verify 

the observations with those obtained with the first method. 
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2.5. Slag-cleaning operations 

In certain cases, metal losses can be inevitable due to furnace operations. [52] Especially if one 

considers the fact that producing higher-grade mattes in the smelter increases heat generation, 

reducing fuel costs. It also decreases the amount of S to be removed during subsequent converting, 

hereby decreasing converting requirements. The only drawback of this way of working is the fact that 

when the matte grade rises (above 60wt%), the Cu concentration in the slag increases rapidly. [12] 

Slags are usually used for construction purposes, road construction and dike fortifications. But it is 

also used as an aggregate in mortar and concrete. However, as leaching of any metals by rain would 

have serious consequences, it is necessary to use ‘clean’ slags for these construction purposes. 

Moreover, the metal value in these slags is too high to justify the common practice of discarding 

them. The main strategies for minimizing the amount of metal lost in the disposal of the slag are: [12] 

 Minimizing the mass of slag generated, which can be achieved in practice by fluxing as 

little as possible or not at all. 

 Minimizing the percentage of metal in the slag, which can be reached by: [12,34] 

o Maximizing slag fluidity (avoiding excessive solid particles and keeping the slag warm 

enough) 

o Maximizing the surface tension of the slag 

o Minimizing the density of the slag 

o Providing enough SiO2 (increasing the immiscibility between slag and matte) 

o Providing a settling zone inside the furnace 

o Avoiding tapping of the matte with slag, …  

 Processing the slag in a separate step to recover the metal as much as possible (by 

pyrometallurgical processing and settling or minerals processing of solidified slag). Some 

of the possible slag-cleaning operations will be summarized in this section. [28] 

The metal extraction from slags during slag-cleaning demands time and additional processing costs 

which should be minimized. [82] 

To encourage suspended droplets to settle, conditions such as a low viscosity slag, low turbulence, a 

long residence time and a thin slag layer are required. These conditions are often difficult to obtain 

in a smelting vessel; the necessary residence time, in particular, is hard to acquire [12]. This is why 

slag cleaning is often carried out in a separate operation. [14] The slag cleaning furnaces have two 

purposes: allowing suspended droplets to finish settling and facilitating the reduction of dissolved Cu 

oxide. After pyrometallurgical settling, the amount of Cu in the slag is reduced to 0.7-1 wt%. [12]  

Several possibilities exist for treating the slag: milling, pyrometallurgical treatment (contact the slag 

with carbonaceous reductant), electric furnace cleaning (traditional slag cleaning processes based on 

gravitational settling) [2,14], froth flotation (no recovery of dissolved valuable metals) [28], vibratory 

sedimentation of metals from the slag, centrifugation of the slags, recovery by addition of molten 

FeS or CaS, addition of cast iron rich in carbon, fuming (blowing the molten slag with a coal-air 

mixture, reducing the nonferrous elements by the CO formed and collecting the volatile elements), 

electrolysis of copper slags, hydrometallurgical treatments of slags, magnetic separation of slags [3], 

… 

The El Teniente slag cleaning furnace process for example, reduces the magnetite and copper content 

in molten slag (with 7-10 wt% Cu and 12-16 wt% Fe3O4 in it) by injection of solid, liquid or gaseous 
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reductants directly into the molten slag through specially designed tuyeres, followed by a 

sedimentation stage. The reduction of the magnetite decreases the viscosity of the slag and enhances 

the settling of the created copper enriched phase. Copper matte inclusions are formed with sizes 

varying between µm and mm. Bigger inclusions settle down, and collect smaller inclusions due to 

collisions and coalescence. However, gravitational coalescence only enables partial removal of small 

inclusions and overall metal recovery is usually not satisfactory. [25] The sedimentation of these 

inclusions is strongly influenced by the slag motion, which is mainly induced by convection due to 

temperature gradients in the molten slag. The copper amount in the slag is decreased to less than 1 

wt%, thus the slag can be discarded. [26] 

The reduction of magnetite can be performed by skimming the converter slag into a ladle containing 

coal or placing green timber on top of the skimmed slag before returning the converter slag to the 

smelting stage. [3,29] An even better alternative is the reduction with CaC2 proposed by Zander et al. 

[2]: it has a five times higher rate of reduction compared to cokes and the dissolution of CaO 

decreases the slag viscosity and improves the settling velocity of the copper containing droplets. The 

influence of additives is not significant, unless the bath is also stirred. Without the bath movement 

the reduction reactions with the slag take more time compared to adding the reductant under stirring 

conditions. [2] 

Zander et al. [2] investigated the influence of different stirring conditions on the settling behaviour 

of metallic/matte droplets. It was concluded that heating up the slag to above 1500°C (overheating 

of the slag) with moderate stirring achieves a maximum decrease of 50% of the copper content. 

Without stirring a cleaning rate of 18% Cu was obtained. Marginal stirring yields a cleaning rate of 

18% Cu compared to the feedstock. Turbulent stirring conditions lead to a cleaning of 23% Cu. Strong 

turbulence in the melt, by flushing gas injection, hinders the settling of the copper particles. In 

contrast to that, the gas injection has a positive effect on the lead cleaning, this is due to partial 

evaporation. By using CaC2 as a reducing agent under optimal stirring conditions, a maximal cleaning 

rate can be achieved. Zander et al. [2] also observed that the addition of CaO, MgO and CaF2 as fluxes 

decreased the viscosity a lot and decreased the copper content. On a larger scale, the slag stirring 

can be produced by an electromagnet on the outside of the reactor. 

The settling of mechanically entrained droplets in liquid slags can be affected by electric fields. This 

is due to electrocapillary motion phenomena and it can be used to enhance the recovery of 

suspended droplets. [45] The speed generated by electrocapillary motion is of the order of cm/s, 

which yields high processing rates compared to traditional gravitational settling. [52] The drop 

migration rate due to electrocapillary motion is proportional to the electric field strength and the 

drop radius. [45] 

Warczok and Riveros [45] found that an electric field can increase the settling rate of 5mm-diameter 

copper drops up to 3 times. It can even cause levitation of the droplets. It should be noted, however, 

that the enhanced settling due to electric field decreases with increasing drop size or increasing Cu2O 

content of the slag (because this affects the surface charge density of the drop). [45] It should also 

be noted that the migration rate of solid phase inclusions differ from those of liquid phase inclusions. 

It seems that the droplets of matte or metal follow a migration path that is not obvious. By 

determining the interfacial tension of the metals or matte droplet-electrolyte as a function of electric 

potential, it is possible to predict the direction of migration of these droplets. Drop motion is driven 

by the interaction between the interfacial tension and the electric field. The interfacial tension is a 
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function of the droplet and slag composition and of the electro-kinetics of the redox reactions on the 

surface. [52] Choo and Toguri [52] also observed that droplets can migrate to either electrode. 

Different droplets even migrated past each other across the surface of the slag. Such independent 

motions suggest the possibility of specific control of the droplet’s migration behaviour which can be 

used in slag cleaning operations. 

Another option to extract metals from copper slags is leaching. Frequently applied leachants are 

ferric chloride with or without prior reduction, sulphuric acid, hydrochloric acid, ammonia, cyanide 

and so on. At first, cyanide was the most frequently used leachant, but it was replaced by other 

leachants due to environmental issues. [22] A lot of research has been performed in order to optimize 

leaching conditions such as temperature, the concentration of sulphuric acid, the leaching time, 

particle size and so on. [83–86] In general, higher molarities of the leaching acid, higher interaction 

times and higher temperatures increase the recovery. For the recovery of copper, Basir et al. [83] 

observed a plateau at 10M (acid molarity) for hydrochloric acid. For sulphuric acid and ammonia, a 

steep increase in recovery was noted until 4M, a further increase in acidic molarity caused a much 

smaller improvement in efficiency. For hydrochloric acid and ammonia, a strong increase in the 

amount of extraction was visible for a temperature up to 90°C. [83] Banza et al. [85] observed a 

significant improvement in the leaching recovery for copper using H2SO4 when a temperature 

increase from 24°C to 60°C and a 60 minute interaction time was applied. Additional measures such 

as the addition of hydrogen peroxide (H2O2), pressure leaching or leaching in Cl2/Cl- system have 

proved to be able to significantly raise the efficiencies of leaching. [83,87,88] The addition of 

hydrogen peroxide to leachants increases the rate of copper dissolution. The decomposition reaction 

of hydrogen peroxide in water and nascent oxygen is catalysed by the metal to be dissolved. 

Subsequently, metal oxide is formed, which reacts with the acid or ammonia. [83] Herreros et al. [87] 

proved that chlorine leaching (Cl2/Cl- from reaction of NaOCl and HCl) of copper from slags containing 

metallic copper, copper sulphide minerals and complex sulphides with very small sizes was 

successful.  

Roasting is also applied to clean industrial copper slags. Roasting is used to convert the metals in 

copper slag into a desired form which can be separated from the slag. A possibility is the reduction 

of metals in the slags into free metals. This is combined with flotation or leaching for separation of 

the metals from the slag. Another more effective method is sulphating roasting, in which copper in 

various forms is converted into soluble sulphates through a series of chemical reactions at 200-600°C 

by addition of sulphide or sulphate agents. The soluble sulphates are dissolved in water and 

separated from the slag. Altundogan et al. [89] yielded a high copper recovery of 93% due to roasting 

of a converter slag with ferric sulphate and subsequently leaching the water. 

It is also possible to remove Cu from convertor slags by slowly solidifying, crushing and grinding it 

and subjecting it to froth flotation. Due to the slow cooling, a lot of the dissolved Cu (oxidic form) 

reacts with FeO, forming Fe3O4 and metallic Cu. This reaction can lower the dissolved Cu content of 

the converter slag to below 0.5 wt%. [12] 

2.6. Summary 

It was illustrated that metal losses in slags are a widely occurring problem in different metal 

industries, both ferrous and non-ferrous. At this moment, it is generally accepted that there are two 

types of losses: chemical losses and mechanical losses. Chemical losses refer to the dissolution of 
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metal in the slag. Mechanical losses are entrained metal droplets which do not settle and do not end 

up in the underlying matte or metal phase.  

The amount of chemical losses is thermodynamically determined, but there is no clear consensus on 

the form of the dissolved metal in the slag. For the mechanical entrainment of metals in slag, on the 

other hand, three main reasons have been discussed in previous reviews already: 

1. Entrainment due to charging of the furnace or tapping of the slag 
2. Precipitation of copper from slag due to temperature or oxygen level gradients within the furnace 

or due to chemical reactions 
3. Sulphur dioxide gas, produced in the matte phase, or other gas phases dispersing the matte into 

the slag as the gas crosses the matte-slag interphase 

A fourth reason, however, has only been studied recently in a systematic way to obtain knowledge 

regarding the mechanisms responsible for the interaction: the attachment of matte/metal droplets 

to solid particles present in the slag phase which hinder their settling. The results of experiments 

point towards a reactive origin of the attachment of the metal droplets to the solids spinel particles.  

An overview of the several experimental set-ups to investigate metal losses in slags was also 

presented, as well as an overview of the existing slag-cleaning operations. These slag-cleaning 

operations remain operational in industry at present, because it is not possible to completely avoid 

metal losses, either chemical or mechanical.  
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3. Phase field modelling 3 

To improve the metal-slag phase separation, the fundamental mechanisms governing the 

attachment of metallic droplets on solid particles in liquid slags need to be identified. For this, an 

experimental approach can be used, but as stated previously, in such a case, many experiments are 

needed to investigate the influence of all parameters and it is very difficult to study the effect of one 

parameter because it is almost impossible to keep the others constant. Thus, it can be inconvenient 

to reveal the underlying chemical and physical phenomena. Modelling can provide a solution for this. 

[1] Modelling cannot replace experiments, but can help to understand the complex phenomena 

causing changes in the microstructure. Thus, modelling and experiments can be regarded as 

complementary methods. [2] 

This chapter introduces the basics of modelling, more specifically phase field modelling. It goes into 

more detail on the variables, free energy functional, governing equations and interfacial properties 

in phase field models. Some of the possibilities to solve the equations describing microstructural 

evolution are also described, followed by options to make the phase field models quantitative. This 

chapter ends with a historical overview of multi-phase field models and an evaluation of the 

commercially available phase field software. 

3.1. Modelling in general 

A microstructure is the sum of all thermodynamic non-equilibrium lattice defects and 

heterogeneities, arising during materials processing, on a scale from Ångstrom to meter. [2,3] This 

large spread in length scale is typically subdivided into several categories: atomic, meso and macro 

scales. The atomic scale refers to the range from nanometre up to submicron level. The meso scale 

does not deal directly with atoms, but with lattice defect ensembles at the level of a specific grain. 

The macro scale involves elements usually observable with the naked eye. A schematic breakdown 

of these length scale regimes and the corresponding level of observations is shown in Figure 3.1. [4] 

 

Figure 3.1 Length scale regimes and the corresponding level of observations [4] 

In the mesoscale, microstructures are usually complex and consist of several phases and grains, which 

differ in structure, orientation and/or chemical composition with interfaces in between them. The 

direction of the evolution of such a microstructure is prescribed by thermodynamics, but the actual 

                                                           
3 This chapter is based on the following publication: I. Bellemans, N. Moelans, K. Verbeken, Phase field 

modelling in extractive metallurgy, Critical Reviews in Solid State Materials Sciences. Submitted 
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evolution path is selected by kinetics. [2] This non-equilibrium character of the evolution leads to a 

large variety of lattice defect structures and interactions and can affect specific material properties. 

Optimizing microstructure evolution at the mesoscopic scale is thus of fundamental importance. [2,3] 

Therefore, microstructures and their evolution are often the centre of attention in materials science 

and engineering and involve a large diversity of complex processes. [1,3]  

The same division of the space into the atomic, meso and macro scales is also encountered in 

modelling. The word ‘modelling’ can be used to denote two different terms, namely, mathematical 

model formulation and numerical modelling. The term ‘simulation’ on the other hand is used only 

for numerical simulation. Generally, modelling techniques can be divided into three categories based 

on the length scales they cover, namely, atomic (nano to submicron), meso and macro scale models. 

Atomic scale modelling techniques are for example ab-initio or first-principles calculations, molecular 

dynamics (MD) or Monte Carlo (MC) technique. Meso scale covers techniques dealing not directly 

with atoms, but to lattice defect ensembles at the grain scale. Meso scale models can be for example: 

phase field models and cellular automata. The macro scale models include percolation models, 

cluster models and finite element models. This is summarized Figure 3.2. [2]  

 

Figure 3.2 Multi-scale theoretical and computational methods used for materials model development and computer 

simulations [5] 

Due to the large amount of atoms involved in mesoscale simulations of microstructures, atomistic 

models are no longer sufficient, thus mesoscale simulations should span a wider range of scales 

allowing predictions beyond the atomic scale. This can be done by idealizing the materials as 

continuum and not explicitly incorporating atomic-scale dynamics. [2] Several types of mesoscale 

modelling exist and are depicted in the schematic in Figure 3.3. Computational materials science has 

as goal to apply computational methods to explain and predict material properties and 

microstructures. [6] Because the properties of the system in a simulation are well-controlled and the 

effect of each property can be investigated separately, modelling can give a more systematic insight 

in the role of a specific property or condition. [2] 
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Figure 3.3 Interaction of fundamental properties/parameters, implementation approaches or model types, structural 

data outputs, and property prediction in mesoscale modelling [4] 

One of these types of modelling is phase field modelling (Ginzburg-Landau and Cahn-Hilliard types). 

Phase field models are generally the best available models to simulate complex microstructures on 

large scales. Atomic scale models lack the length scale to describe microstructure and also lack the 

time scale to describe the microstructural evolution. [2] The phase field method can provide the 

critical link between the atomic level fundamental calculations and the macroscopic constitutive 

modelling. [3] 

Phase field models are mesoscale models based on the diffuse-interface concept, which avoids the 

explicit interface tracking, in contrast to the more conventional sharp interface counterparts. Phase 

field models are typically phenomenological, i.e. they are not derived from first-principles but from 

general observations. They involve parameters which cannot be directly measured from 

experiments. The phenomenological nature of phase field models can be reduced by using 

parameters from ab-initio or first-principles calculations. [2] 

3.2. The general technique of phase field modelling 

The phase field method already proved to be a very powerful, flexible and versatile modelling 

technique for microstructural evolution (e.g. solidification [7–9], solid-state phase transformations 

[3], solid-state sintering [10], grain growth [11], dislocation dynamics [12], crack propagation [13,14], 

electromigration [15], etc.). The phase field method is also eye-catching because it produces 

remarkable visual outputs, particularly of morphology, capturing features which are often realistic in 

appearance. [2,16] 

Phase field models are phenomenological continuum field approaches with the ability to model and 

predict mesoscale morphological and microstructural evolution in materials at the nanoscopic and 

mesoscopic level. [2,3,17] In contrast to macroscopic models, the crystallization kinetics, diffusion 

profiles and the morphology of individual crystals can be described. [9]  

Macroscopic models usually rely on thermodynamic equilibrium calculations, but phase field models 

are based upon the principles of irreversible thermodynamics to describe evolving microstructures. 
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[9] Phase field models can be regarded as a set of kinetic equations and because they do not only 

predict the final thermodynamic equilibrium states but also realistic microstructures, these models 

should consider several contributions to the thermodynamic functions and kinetics involved. The 

thermodynamics of phase transformation phenomena determine the general direction of 

microstructure evolution, ultimately eliminating all non-equilibrium defects, but the kinetics 

determine the actual microstructural path. This can lead the system through a series of non-

equilibrium microstructural states. [2] The total free energy of a system, which is minimized towards 

equilibrium, is defined as the integral of the local energy density, which traditionally includes 

interfacial energies and chemical energies of the bulk phases, but also elastic or magnetic energy 

contributions can be included. The method can in principle deal with a large number of interacting 

phenomena, because of the inclusion of various energy contributions. [1,16,17] Phase field models 

describe a microstructure, both the compositional/structural domains and the interfaces, as a whole 

by using a set of field variables. [3] These field variables are continuous spatial functions changing 

smoothly and not sharply across internal interfaces, i.e. diffuse interfaces. [1–3,17] 

A characteristic feature of the phase field method is that its equations can often be written down 

following simple rules or intuition, but that detailed properties (which have to be known if 

quantitative simulations are desired) become apparent only through a mathematical analysis that 

can be quite intricate. Therefore, it is not always easy to perceive the limits of applicability of the 

phase field method [18]. Several problems remain [16]: interface width is an adjustable parameter 

which may be set to physically unrealistic values to bridge the scale gap between the thickness of the 

physical interfaces and the typical scale of the microstructures, which may result in loss of detail and 

unphysical interactions between different interfaces. Therefore, to guarantee precise simulations, all 

these effects have to be controlled and, if possible, eliminated. This is done in the so-called thin-

interface limit (cfr. infra): the equations of the phase field model are analysed under the assumption 

that the interface thickness is much smaller than any other physical length-scale present in the 

problem, but otherwise arbitrary. The procedure of matched asymptotic expansions then yields the 

effective boundary conditions valid at the macroscale, which contain all effects of the finite interface 

thickness up to the order to which the expansions are carried out. [18] Moreover, it is not clear at 

what point the assumptions of irreversible thermodynamics, on which the equations describing 

microstructural evolution are based, would fail. The free energy expression originates from a Taylor 

expansion [19], of which it is not clear to which extent it remains valid. The definition of the free 

energy density variation in the boundary is sometimes claimed to be somewhat arbitrary and 

assumes the existence of systematic gradients within the interface. Some say, however, that there is 

no physical justification for this assumed form in many cases. However, in a liquid-gas system, for 

example, the density varies continuously over the interface and thus a diffuse interface between 

stable phases of a material can be seen as more natural than the assumption of a sharp interface 

with a discontinuity in at least one property of the material.  

The next sections will first introduce the background of phase field methods, i.e. non-equilibrium 

thermodynamics, and a closer look will be taken to the basics of the empirical transport laws (mainly 

diffusion) and the Onsager equations. 
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3.3. Background of phase field models: non-equilibrium 

thermodynamics 

The equations for microstructural evolution in the phase field method are derived based on general 

thermodynamic and kinetic principles, more specifically, it relies on a fundamental approximation of 

the thermodynamics of irreversible processes, i.e. that the flux describing the rate of the change is 

proportional to the force responsible for the change. [1,16] Prigogine [20] was the first to develop 

the thermodynamic treatment of open systems far from equilibrium, hereby generalizing 

thermodynamics from equilibrium to nonlinear and irreversible thermodynamics. The 

thermodynamics of irreversible processes deal with steady state processes where free energy is 

being dissipated making the process thermodynamically irreversible since after the application of an 

infinitesimal force, the system does not revert to its original state on removal of that force. [16,21] 

These dissipative systems cannot be described by the classical principles of equilibrium 

thermodynamics and produce entropy. [20] 

A basic assumption of non-equilibrium thermodynamics is that the fundamental equation of state of 

equilibrium thermodynamics is applicable for non-equilibrium processes not too far from 

thermodynamic equilibrium. In this way, it is possible to describe the evolution of a system, initially 

out of equilibrium, towards equilibrium. One should note that several approaches exist within non-

equilibrium thermodynamics. The most commonly used type is called ‘classical irreversible 

thermodynamics’ or ‘local equilibrium thermodynamics’, which includes several assumptions that 

result in new concepts such as internal state variables, local equilibrium, etc. [20]: 

 Internal state variables describe the evolution of a homogeneous system out-of-equilibrium 

towards thermodynamic equilibrium. E.g. the differential of the internal progress variable 

describes the change taking place in the composition during a chemical reaction. Whenever this 

differential becomes zero, thermodynamic equilibrium has been reached.  

 The concept of local equilibrium divides the system in infinitesimal sub-volumes, which are small 

compared to the system size and large compared to the atomic distance. Each of these small 

volume elements is homogeneous and in local equilibrium, i.e. no fluxes are present within and 

the same function of the local intensive variables as in equilibrium describes the entropy density. 

The boundaries of the sub-volumes are subject to heat and mass exchange. [20]  

For irreversible processes the equations of classical thermodynamics become inequalities. [16,21] 

For each volume element, mass and energy conservation balances can be established and the 

entropy density of a volume element can change in time for two reasons: an entropy flow of 

neighbouring elements and an internal entropy production σS due to irreversible processes taking 

place within. It follows from the second law of thermodynamics that this internal entropy production 

should be larger than or equal to zero, i.e. allowing the largest energy dissipation rate. A general form 

of the entropy production is a sum of products of conjugated fluxes and thermodynamic forces: 

𝜎𝑆 = ∑𝐽𝑘𝑋𝑘 (3.1) 

Where each X and J pair are conjugated quantities. These pairs can be derived from the fundamental 

equation of state (the combination of the first and second law of thermodynamics) in combination 

with conservation laws. Note that the choice of reference frame does not change the value of the 

entropy production, as the entropy production is a physical quantity measuring how the system 
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approaches equilibrium by irreversible processes. [16,19,22] The next paragraph will go into more 

detail on one type of conjugated flux-force pairs, i.e. diffusional fluxes and the forces responsible for 

them.  

3.3.1. Empirical transport laws: Fick’s linear laws  

The simplest description of diffusion is given by Fick's laws, thus laying the basis for the diffusion 

theory. The first law (3.2) indicates the proportionality between the flux of component B (JB), 

expressed as the amount of B passing per unit time through a unit area of a plane perpendicular to 

the z axis, and the concentration gradient. [22] 

𝐽𝐵 = −𝐷𝐵

𝜕𝑐𝐵

𝜕𝑧
 (3.2) 

The proportionality coefficient is called the diffusion coefficient, whose variation with temperature 

typically follows an Arrhenius relation. The diffusion coefficient also varies with concentration (but 

not its gradient). [22] Several other physical phenomena obey the same type of linear law, e.g. heat 

conduction can be described by Fourier’s law and electrical conduction by Ohm’s law. A major 

difference with Fick’s law, however, is the fact that Fick’s law does not describe the flux as a function 

of gradient in a potential, as opposed to the other two. [22] Fick’s law for diffusion can be brought 

into the same form (3.3), i.e. proportionality of the flux to a gradient in potential, which, in this case, 

is the chemical potential µB.  

𝐽𝐵 = −𝐷𝐵

𝜕𝑐𝐵

𝜕𝑧
= −𝐿𝐵

𝜕𝜇𝐵

𝜕𝑧
= −𝐿𝐵

𝜕𝜇𝐵

𝜕𝑐𝐵

𝜕𝑐𝐵

𝜕𝑧
 (3.3) 

With LB a phenomenological parameter. Which gives the following:  

𝐷𝐵 = 𝐿𝐵

𝜕𝜇𝐵

𝜕𝑐𝐵
 (3.4) 

As the negative of a potential gradient is a force, Fourier’s, Ohm’s and Fick’s law can be put in the 

same form, having a flux proportional to the force. Thus, another way to understand Fick’s law is the 

following: the flux is proportional to the force that acts on the B atoms in the z direction and to the 

number of B atoms feeling this force. The proportionality constant is called the mobility MB. [22] 

𝐽𝐵 = −𝑀𝐵𝑐𝐵

𝜕𝜇𝐵

𝜕𝑧
 (3.5) 

Thus, 

𝑀𝐵𝑐𝐵 = 𝐿𝐵 and 𝐷𝐵 = 𝑀𝐵𝑐𝐵
𝜕𝜇𝐵

𝜕𝑐𝐵
 (3.6) 

The last factor in the equation on the right of (3.6) is called the thermodynamic factor. [22] 

3.3.2. Frames of reference 

Different frames of reference are possible to define fluxes and this choice will change the form of 

Fick’s law.  

 A number-fixed frame of reference requires the number of moles on each side of the reference 

point to remain constant and thus the sum of the fluxes should be zero. Thus, in a binary system, 

only one diffusion coefficient would be required and this is called the chemical diffusion 

coefficient or the interdiffusion coefficient. [22] 
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 In a volume-fixed frame of reference, no net flow of volume is observed and thus, in a binary 

system in this frame of reference, one diffusion coefficient would suffice. [22] 

 The lattice-fixed frame of reference, however, places inert markers at the crystalline lattice. In 

this case, it is possible that more A atoms diffuse in one direction than B atoms in the other 

(i.e. the Kirkendall effect4 is observed, where the markers appeared to move in a sample as a 

result of diffusion). In this case, one diffusion coefficient no longer describes the system and 

intrinsic or individual diffusion coefficients should be used (DA and DB). [22] 

Notation-wise, the concentration of one component is usually chosen as the dependent 

concentration, say n, giving the following notation: 𝐷𝑘𝑗
𝑛 . This represents the diffusion coefficient 

coupling the flux of component k with respect to the concentration gradient of component j when 

the concentration of component n has been chosen as the dependent variable. [22] 

Going from one frame of reference to another is possible by a transformation relation, which usually 

includes the migration rate or Kirkendall shift velocity v of one reference frame relative to the other. 

This transformation between the number-fixed and lattice-fixed reference frames yields Darken’s 

relationship between the interdiffusion coefficient (left-hand side) and the individual diffusion 

coefficients.  

𝐷𝐵𝐵
𝐴 ′ = [(1 − 𝑥𝐵)𝐷𝐵 − 𝑥𝐵𝐷𝐴] (3.7) 

3.3.3. Multicomponent systems and cross effects: Onsager relations 

The equations above are valid for binary alloys only. Fick’s law was first extended to multicomponent 

systems by Onsager [23]: 

𝐽𝑘 = −∑𝐷𝑘𝑗

𝜕𝑐𝑗

𝜕𝑧

𝑛

𝑗=1

 (3.8) 

Thus the diffusion of a certain component k also depends on the concentration gradients of the other 

components j and is, therefore, described by multiple diffusion coefficients. [22] As mentioned 

above, the fluxes can also be described as linear functions of the driving forces. A Taylor expansion 

around the equilibrium states where the zeroth-order term vanishes (because here we are only 

interested in flow caused by chemical potential gradients), gives the following equation: [19] 

𝐽𝑘 = −∑𝐿𝑘𝑖  
𝜕𝜇𝑖

𝜕𝑧

𝑛

𝑖=1

= −∑𝐿𝑘𝑖  ∑
𝜕𝜇𝑖

𝜕𝑐𝑗

𝜕𝑐𝑗

𝜕𝑧

𝑛

𝑗=1

𝑛

𝑖=1

 (3.9) 

The second equality originates from the fact that the potentials µi are functions of composition. In 

principle, these can be expressed as functions of all the concentrations, which was done in (3.9) by 

means of the chain rule. Thus, due to equations (3.8) and (3.9), 

                                                           
4 In the Kirkendall effect, the different types of atoms move with different velocities relative to the lattice and 

thus the individual diffusion coefficients or mobilities differ. This effect was the first observation indicating the 

presence of the vacancy mechanism for diffusion, as opposed to the previous idea of the place interchange 

theory, in which diffusion takes place by direct interchange between atoms and not by interchange between 

an atom and a neighbouring vacancy. [22] 
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𝐷𝑘𝑗 = ∑𝐿𝑘𝑖

𝜕µ𝑖

𝜕𝑐𝑗

𝑛

𝑖=1

 (3.10) 

This extension to multicomponent systems makes it possible that the concentration gradient of one 

component causes another component to diffuse. Onsager continued the generalization to any type 

of irreversible flux (diffusional, heat, electrical, …): 

𝐽𝑘 = −∑𝐿𝑘𝑖𝑋𝑖 (3.11) 

Where Jk is any type of flux and Xi any type of force (gradient of potential). The pairs of conjugated 

forces and fluxes can be obtained from the expression for the entropy production. Whenever 

multiple forces and fluxes are present, each flow Jk is related linearly not only to its conjugate force 

Xk, but also linearly to all other forces present. [19,22] Thus, the gradient in the chemical potential of 

one solute still affects the flux of another solute. [16] This description makes it also possible to 

describe the coupling of several irreversible processes (i.e. the Seebeck, Peltier, Soret effect or others 

as mentioned in Table 3.1). [2,19,22] 

Flux 

Force 
Heat Electric Diffusion 

Temperature gradient Fourier Seebeck 
Soret thermal 

migration 

Voltage Peltier Ohm Electromigration 

Chemical potential 

gradient 
Dufour Volta Fick 

Table 3.1 Classical examples of cross effects 

It follows from the second law of thermodynamics that the matrix with the Lik values should be 

positive definite, so that σS = ∑i∑kLikXiXk ≥0. Moreover, Curie’s symmetry principle states that 

phenomena with different tensorial characters (i.e. a scalar versus a tensor) cannot be coupled, as in 

such a case the crystal symmetry properties could be violated. E.g. heat and mass diffusion couple 

with both the gradients in temperature and chemical potentials of all components, but the rate of 

chemical reaction does not couple with the gradients in temperature and chemical potentials of all 

components. Onsager also showed that the phenomenological parameters Lki should obey symmetry 

properties if only independent fluxes and thermodynamic driving forces are considered: Lki = Lik, 

which is referred to as the Onsager-Casimir reciprocity relations. [2,19,22] When Lki represents the 

coefficient in a lattice-fixed reference frame, a transformation to the number-fixed reference frame, 

would yield the following expression: [19,22] 

𝐿𝑘𝑗
′ = ∑(𝛿𝑖𝑘 − 𝑥𝑘)

𝑛

𝑖=1

𝐿𝑖𝑗 (3.12) 

Due to the conservation of mass in the n-component system, the fluxes in a multicomponent case 

can be rewritten to expressions in terms of the n-1 independent conjugated forces (µi -µn). For 

this, the matrix of the phenomenological parameters L is also transformed, using the Gibbs-Duhem 

equation: 
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𝐿𝑘𝑖
′′ = ∑(𝛿𝑖𝑗 − 𝑥𝑖)

𝑛

𝑗=1

𝐿𝑘𝑗
′ = ∑ ∑(𝛿𝑟𝑖 − 𝑥𝑖)(𝛿𝑗𝑘 − 𝑥𝑘)𝐿𝑗𝑟

𝑛

𝑟=1

𝑛

𝑗=1

 (3.13) 

The phenomenological Onsager coefficients and the empirical diffusion coefficients in any reference 

frame can be calculated from the atomic mobilities (first defined in (3.5)). Thus, in the equation on 

the right in (3.13): Ljr = cjMj for j=r and Ljr =0 otherwise. Writing the fluxes as functions of the n-1 

independent concentration gradients (making n the dependent one), makes it possible to link all Lki 

values to the diffusivities:  

𝐷𝑘𝑗
𝑛 = ∑𝐿𝑘𝑖 (

𝜕𝜇𝑖

𝜕𝑐𝑗
−

𝜕𝜇𝑖

𝜕𝑐𝑛
)

𝑛

𝑖=1

 (3.14) 

Moreover, after a transformation of the reference frames from lattice-fixed to number-fixed: 

𝐷𝑘𝑗
𝑛 = ∑𝐿𝑘𝑖

′′ 𝜕[𝜇𝑖 − 𝜇𝑛]

𝜕𝑐𝑗

𝑛

𝑖=1

 (3.15) 

In conclusion, in a multicomponent system with n components, n-1 concentration variables may be 

varied independently. The choice of the dependent variable is arbitrary but often one of the major 

components is chosen. A full representation of a system with n components requires n(n-1) individual 

diffusion coefficients (in the lattice-fixed frame of reference) or (n-1)(n-1) interdiffusion coefficients 

(in the number- or volume-fixed frame of reference), but only n independent atomic mobilities. Thus, 

diffusivities are not independent and it is preferred to store mobilities instead of diffusivities in 

databases. [22] 

3.4. Variables 

The microstructures considered in phase field simulations typically consist of a number of grains or 

phases. The shape and distribution of these grains is represented by functions that are continuous in 

space and time and are called phase field variables. [1,21] The dependence of the variables on the 

spatial coordinates enables prescribing composition and phase fields that are heterogeneous within 

the system and allows simulating both the kinetics and the resulting morphology associated with 

phase transformations. [2] Characteristic about the phase field method is its diffuse-interface 

approach. At interfaces, the field variables vary smoothly over a transition/spatial gradient of the 

phase field variables between the equilibrium values in the neighbouring grains or phases in a narrow 

region (the right side of Figure 3.4).[2,3] 

 

Figure 3.4 Schematic one-dimensional representation of a sharp (left) and of a diffuse (right) interface. 



3. Phase field modelling 

46 

In classical sharp interface models for microstructure evolution, on the other hand, the model 

equations are defined in a homogeneous part of the microstructure, e.g. a single grain of a certain 

phase. At the interfaces (with zero-width, as shown on the left of Figure 3.4), the properties change 

discontinuously from one bulk value to another and certain constraints are applied locally at the 

interfaces such as local thermodynamic equilibrium and heat or mass balances. The interfaces move 

as the microstructure evolves, which gives this type of free-boundary problems their name: moving-

boundary problems, sometimes also referred to as the Stefan problem. [17,24] Therefore, the 

interfaces need to be explicitly tracked, which does not facilitate the model formulation and 

numerical implementation. This is why sharp-interface simulations are mostly restricted to one-

dimensional systems or simplified morphologies. [1,3,16,17] 

In a phase field model (on the right in Figure 3.4), explicit tracking of individual interfaces or phase 

boundaries is avoided by assuming diffuse interfaces, where the state variables vary in a steep but 

continuous way over a narrow interface region. [16] This ‘smear out’ of the variable can for example 

be interpreted as a physical decrease of structure in a solid-liquid interface on an atomic scale. [25] 

The position of the interfaces is implicitly given by the value of the phase field variables. [16] In this 

way the mathematically difficult problems of applying boundary conditions at an interface whose 

position is part of the unknown solution, is avoided. Thus the evolution of complex morphologies can 

be predicted without making any assumption on the shape of the grains. Moreover, in a diffuse 

interface model, the model equations, for e.g. solute diffusion, are defined over the whole system, 

thus the number of equations to be solved is far smaller. [9] 

The field variables do not correspond to one specific state each, but are characteristic for the 

distinction between the different states. [25] A division can be made between different types of 

phase field variables: the first type, are solely introduced to avoid tracking the interfaces and are 

called phase fields. This type describes which phases are present at a certain position in the system 

in a phenomenological way and is typically used for modelling solidification. The second type 

corresponds to well-defined physical order parameters, such as order parameters referring to crystal 

symmetry relations between coexisting phases, and composition fields. [1,3]  

Another very common distinction in the phase field variables can be made between either conserved 

or non-conserved variables. Conserved or composition variables can be mole fractions or 

concentrations. In a closed system with n components, n-1 mole fractions or concentrations (in 

combination with the molar volume) completely define the system, due to the conservation of the 

number of moles in a closed system. Non-conserved phase field parameters can refer to the phases 

present, the crystal structure and its orientation. Because the variables are non-conserved, no 

restrictions are present on the evolution of the parameters as is the case for the conserved variables 

by the conservation of the number of moles. A distinction can be made between order parameters, 

referring to crystal symmetry relations between coexisting phases, and phase fields, describing which 

phases are present at a certain position in the system in a phenomenological way. [1,3] In many 

applications of the phase field model to real materials processes, it is often necessary to introduce 

more than one field variables or to couple one type of field with another. For example, in the case of 

modelling solidification, the temperature field T or concentration fields are coupled to the phase 

field. [3] 
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3.5. Free energy functional 

The possibility to reduce the free energy of the heterogeneous system is the driving force for 

microstructural evolution. [1,17] The selection of the thermodynamic function of state depends on 

the definition of the problem. An isolated, non-isothermal system, for example, requires a 

description based on entropy, whereas the Gibbs free energy is used for an isothermal system at 

constant pressure and the Helmholtz free energy is appropriate for a system with constant 

temperature and volume. [16] Because the change in volume during transformations is small, the 

changes in Helmholtz free energy (defined for a constant volume) will deviate only slightly from the 

Gibbs free energy (defined for a constant pressure) and the changes in Gibbs and Helmholtz energy 

between 2 states are almost equal. [1] 

In contrast to classical thermodynamics, where properties are assumed to be homogeneous, the 

phase field method uses a functional of the phase field variables and their gradients as a description 

for the free energy F of the system. The free energy density functional may depend on both 

conserved and non-conserved field variables, which are, in turn, functions of space and time. [2] 

Different driving forces for microstructural evolution (reduction in different types of energy) can be 

considered: [1,17]  

𝐹 = 𝐹𝑏𝑢𝑙𝑘 + 𝐹𝑖𝑛𝑡 + 𝐹𝑒𝑙 + 𝐹𝑓𝑦𝑠 (3.16) 

Where the bulk free energy, the interfacial energy, the elastic strain energy and an energy term due 

to physical interactions (electrostatic or magnetic) are present, respectively. The bulk free energy 

determines the compositions and volume fractions of the equilibrium phases. [1,17] The interfacial 

energy is the excess free energy associated with the compositional and/or structural 

inhomogeneities occurring at interfaces, of which the existence is inherent to microstructures. [3] 

The interfacial energy and strain energy affect the equilibrium compositions and volume fractions of 

the coexisting phases and also determine the shape and mutual arrangement of the domains. [1,17] 

The different contributions to the local free energy density are typically described by polynomials, of 

which the form is determined by the thermodynamic or mechanical model chosen to describe the 

material properties. [1,3,17] The coefficients in the polynomials become parameters of the model, 

which can be determined theoretically or based on experimental data. [1,17]  

When temperature, pressure and molar volume are constant and there are no elastic, magnetic or 

electric fields, the total free energy of a system defined by a concentration field xB and a set of order 

parameters k, is for example given by 

𝐹 = ∫[𝑓(𝑥𝐵, 휂𝑘 , ∇⃗⃗ 𝑥𝐵, ∇⃗⃗ 휂𝑘)] 𝑑𝑉 = ∫[𝑓0(𝑥𝐵, 휂𝑘) + 
𝜖

2
(∇⃗⃗ 𝑥𝐵)

2
+ ∑

𝜅𝑘

2
(∇⃗⃗ 휂𝑘)

2

𝑘

] 𝑑𝑉 (3.17) 

f0(xB,k) refers to a homogeneous system where all state variables are constant throughout the 

system and is called the homogeneous free energy density (J/m³). For the non-conserved variables, 

it has minima at the values the variables can have in different domains. For the conserved variables, 

the homogeneous free energy density has a common tangent at the equilibrium compositions of the 

coexisting phases. f(xB,k,xB,k) is the heterogeneous free energy density (J/m³) and describes the 

heterogeneous systems, where the diffuse interfaces are present. A completely analogous 

expression is obtained when phase field variables  are used instead of the order parameters k. [1] 
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The gradient free energy terms 
𝜖

2
(�⃗� 𝑥𝐵)

2
 and 

𝜅𝑘

2
(∇⃗⃗ 휂𝑘)

2
 are responsible for the diffuse character of 

the interfaces: the homogeneous free energy f0 forces the interfaces to be as thin as possible (due to 

the increase in energy with an increasing amount of material in the interface having non-equilibrium 

values), whereas the gradient terms force the interfaces to be as wide as possible (because the wider 

the interface, the smaller the gradient energy contribution due to the gentle change of the 휂𝑘value 

over the interface). Therefore, the equilibrium width of the diffuse regions is determined by two 

opposing effects. [1,8,26]  and k are called gradient energy coefficients and determine the 

magnitude of the penalty induced by the presence of the interfaces. [27] They are related to the 

interface energy and thickness. [1,26] Both terms, the gradient and the potential term, contribute in 

equal parts to the interface energy [21] 

Typical expressions for f0 are Landau polynomials of the fourth or sixth order in the phase field and 

composition parameters. These expressions make use of the Landau theory of phase 

transformations. All the terms in the expansion corresponding to the local free energy density 

function are invariant with respect to symmetry operations. [26] For one order parameter (e.g. for 

simulating anti-phase domain structures) this could look like: 

𝑓0(휂) = 4(Δ𝑓0)𝑚𝑎𝑥 (−
1

2
휂2 +

1

4
휂4) (3.18) 

Where (Δ𝑓0)𝑚𝑎𝑥 is the depth of the free energy. f0() has double degenerate minima at -1 and +1, 

which could for example represent the two thermodynamically degenerate antiphase domain states. 

Note that only even coefficients are present in this polynomial, which finds its origin in the symmetry 

of the free energy expression around zero because both variants of the ordered structure are 

energetically equivalent. This expression only depends on one order parameter, but the Landau 

polynomial can also include compositional variables and order parameters. [1,3,17] For phase field 

parameters, the homogeneous free energy typically contains an interpolation function fp and a 

double-well function g(): 

 The interpolation function fp combines the free energy expressions of the coexisting phases in 

one expression by weighing them with a function of the phase field parameter.  

𝑓𝑝(𝑥𝐵, 𝜙, 𝑇) = (1 − 𝑝(𝜙))𝑓𝛼(𝑥𝐵, 𝑇) + 𝑝(𝜙)𝑓𝛽(𝑥𝐵, 𝑇) (3.19) 

The free energy expressions of the coexisting phases are usually constructed from 

thermodynamic data or assumed to have an idealized form. p() should be a smooth function 

that equals 1 for  = 1 and equals 0 for  = 0 and p’() = 0 for  = 1 and  = 0. Mostly the following 

function is used (with g(ζ) representing the abovementioned double-well function): 

𝑝(𝜙) =
∫ 𝑔(휁)𝑑휁

𝜙

0

∫ 𝑔(휁)𝑑휁
1

0

= 𝜙3(6𝜙2 − 15𝜙 + 10) (3.20) 

Which satisfies p(0) = 0 and p(1) = 1 as well as p’() = p”() = 0 at  = 0 and 1. Another possibility 

for p() could be: [28] 

𝑝(𝜙) = 𝜙2(3 − 2𝜙) (3.21) 

 The double-well potential 

𝑔(𝜙) = 𝑤𝜙2(1 − 𝜙)2 (3.22) 
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has minima at 0 and 1 and w is the depth of the wells and can either be constant or depend on 

the composition. The double-well may be regarded as a term describing the activation barrier 

across the interface. [16] Another free energy function that is sometimes employed in phase 

field models is the so-called double-obstacle potential, 

𝑓0(𝜙) = Δ𝑓(1 − 𝜙²) + 𝐼(𝜙) (3.23) 

where  

𝐼(𝜙) = {
∞, |𝜙| > 1

0, |𝜙| ≤ 1
 (3.24) 

This potential has a computational advantage that the field variable assumes the value of -1 and 

+1 outside the interfacial region, because minimizing the free energy will make  go steeper to 

its equilibrium value. This is in contrast with the case of the double-well potential (3.22), where 

the values of the field variable slowly evolve to -1 and +1 away from the interface. [3] 

3.6. Governing equations 

The phase field variables are functions of place and time and evolve towards a system with a minimal 

free energy functional. The temporal evolution of the variables is given by a set of coupled partial 

differential equations, one equation for each variable. [1,17] These equations ensure that the free-

energy functional F decreases monotonically in time and guarantee local conservation of the 

conserved variables. The equations are derived according to the principles of non-equilibrium 

thermodynamics. [1,29]  

The generalized phase field methods are based on a set of Ginzburg-Landau or Onsager kinetic 

equations. [2] The temporal and spatial evolution of conserved fields is governed by the Cahn-Hilliard 

equation, whereas the evolution of non-conserved fields is governed by the Allen-Cahn equation, 

also called the Ginzburg-Landau equation. [3,16] A thermodynamically consistent derivation of these 

equations is quite important, because it enables the correlation of the model parameters with each 

other, as well as the establishment of a sound theoretical background in thermodynamics. [21] 

Several transport phenomena, besides diffusion, can have an effect on the microstructure, e.g. heat 

diffusion, convection and electric current. Using the formalism of linear non-equilibrium 

thermodynamics, it is straightforward to include these phenomena. However, extra equations will 

be required: modelling non-isothermal solidification uses the heat equation, whose kinetic 

parameter can be related to the thermal diffusivity; modelling convection in a liquid requires the 

combination of the phase field equations with a Navier-Stokes equation, in which the viscosity 

depends on the phase field variable. [1] Recently, the phase field method was coupled with the lattice 

Boltzmann equation [30–34], an alternative technique for simulating fluid flow. The next sections 

describe the two main types of governing equations (Cahn-Hilliard and Allen-Cahn) in more detail. 

3.6.1. Ginzburg-Landau equation 

The temporal evolution of the non-conserved order parameters and phase fields is described by the 

Ginzburg-Landau or Allen-Cahn equation. Allen and Cahn [35] postulated that, if the free energy is 

not at a minimum with respect to a local variation in , there is an immediate change in  given by 

𝜕휂𝑘(𝑟 , 𝑡)

𝜕𝑡
= −𝐿𝑘

𝛿𝐹

𝛿휂𝑘(𝑟 , 𝑡)
 (3.25) 



3. Phase field modelling 

50 

This equation expresses that the order parameter evolves proportional with the thermodynamic 

driving force for the change of that order parameter. The expression for this driving force is obtained 

with a thermodynamic approach: the dissipation of free energy as a function of time in an irreversible 

process must satisfy the inequality δF/δt≤0 as the system approaches equilibrium. When there are 

multiple processes occurring simultaneously, only the overall condition should be satisfied rather 

than the equation for each individual process. E.g. an expansion of the general equation δF/δt≤0 

gives: [16] 

(
𝛿𝐹

𝛿휂𝑘
)
𝑐,𝑇

(
𝜕휂𝑘

𝜕𝑡
)
𝑐,𝑇

+ (
𝛿𝐹

𝛿𝑐
)
𝜙,𝑇

(
𝜕𝑐

𝜕𝑡
)
𝜙,𝑇

+ (
𝛿𝐹

𝛿𝑇
)
𝜙,𝑐

(
𝜕𝑇

𝜕𝑡
)
𝜙,𝑐

≤ 0 (3.26) 

But to ensure a monotonic decrease in the free energy of the system, it is sufficient that [16] 

(
𝛿𝐹

𝛿휂𝑘
)
𝑐,𝑇

(
𝜕휂𝑘

𝜕𝑡
)
𝑐,𝑇

≤ 0 (3.27) 

Assuming that the flux is proportional with the force yields equation (3.25). [16] δF/δηk represents a 

variational derivative and applying the Euler-Lagrange equation5 [36] yields 6 

𝜕휂𝑘(𝑟 , 𝑡)

𝜕𝑡
= −𝐿𝑘 [

𝜕𝑓

𝜕휂𝑘
− ∇⃗⃗ 

𝜕𝑓

𝜕∇⃗⃗ 휂𝑘

] = −𝐿𝑘 [
𝜕𝑓0
𝜕휂𝑘

− ∇⃗⃗ ∙ 𝜅𝑘 ∇⃗⃗ 휂𝑘] (3.28) 

In the single-phase field model, an analogous expression is obtained: 

𝜕𝜙(𝑟 , 𝑡)

𝜕𝑡
= −𝐿

𝛿𝐹(𝑥𝐵, 𝜙)

𝛿𝜙(𝑟 , 𝑡)
= −𝐿 [

𝜕𝑓0(𝑥𝐵, 𝜙)

𝜕𝜙
− ∇⃗⃗ ∙ 𝜅(𝜙)∇⃗⃗ 𝜙] (3.29) 

In phase field models with more than two phases, multiple phase fields k are used to describe the 

phase fractions and therefore λ-multipliers or Lagrange-multipliers are used to ensure that all phase 

fractions sum up to 1 in every position of the system. Lk and L are positive kinetic parameters, related 

to the interface mobility (a measure for the speed at which the atoms can reorder from the original 

structure to the new structure). [1] Li = 1/τ, is the inverse of the relaxation time associated with how 

quickly the interface moves. [35] 

3.6.2. Diffusion equations 

The evolution of the conserved variables obeys a mass diffusion equation, which in turn is based on 

the continuity equation, stating that any spatial divergence in flux density must involve a temporal 

concentration change. It is based on linear non-equilibrium kinetics, according to which the atom flux 

is linearly proportional to the chemical potential gradient (the driving force for change in the 

composition). This chemical potential is actually the chemical potential difference between two 

species, i.e. that of the component under consideration and that of the dependent component. [37] 

If the free energy functional contains a gradient term for the conserved variable(s), this part of the 

                                                           
5 The functional 𝐴[𝑓] = ∫ 𝐿(𝑥, 𝑓, 𝑓′)𝑑𝑥

𝑥2

𝑥1
 possesses an extremum for a function f that obeys the Euler-Lagrange 

equation: 

𝜕𝐿

𝜕𝑓
−

𝑑

𝑑𝑥

𝜕𝐿

𝜕𝑓′
= 0 

6 Note that most of the time, 𝜅𝑘  is assumed to be a constant and independent of the phase fields. In such cases, 

the divergence of the gradient of the phase field variable (∇⃗⃗ ∙ ∇⃗⃗ 휂𝑘) can be rewritten with a Laplace operator: 

∆휂𝑘 = ∇2휂𝑘 
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energy functional is called the Cahn-Hilliard energy and the diffusion equation the Cahn-Hilliard 

equation. This type of kinetic equation can also be interpreted as a diffusional form of the more 

general Ginzburg–Landau equation. [2] The conserved variables evolve according to an equation of 

the form 

1

𝑉𝑚

𝜕𝑥𝐵(𝑟 , 𝑡)

𝜕𝑡
 = −∇⃗⃗ ∙ 𝐽𝐵⃗⃗  ⃗ (3.30) 

The diffusion flux 𝐽𝐵⃗⃗  ⃗ is given by 

𝐽𝐵 = −𝑀∇⃗⃗ 
𝛿𝐹

𝛿𝑥𝐵
= −𝑀∇⃗⃗ [

𝜕𝑓0(𝑥𝐵, 휂𝑘)

𝜕𝑥𝐵
− ∇⃗⃗ ∙ 𝜖∇⃗⃗ 𝑥𝐵(𝑟 , 𝑡)] (3.31) 

Parameter M describes the ease by which the atoms can move from one position to another and also 

determines the change in composition. The diffusion fluxes are defined in a number fixed reference 

frame, thus ‘diffusion potentials’ will refer to ‘interdiffusion potentials’ in the remainder of the text 

and the parameter M is related to the interdiffusion coefficient D as  

𝑀 =
𝑉𝑚𝐷

𝜕2𝐺𝑚 𝜕𝑥𝐵
2⁄

 (3.32) 

The mobility coefficient can also be expressed as a function of the atomic mobilities of the 

constituting elements MA and MB, which in turn are related to tracer diffusion coefficients. [1] Mostly, 

the mobility coefficient is assumed to be independent of the composition, corresponding to dynamics 

controlled by bulk diffusion.  

3.6.3. Thermal fluctuations 

Stochastic Langevin forces are sometimes added to the right-hand side of each phase field equation 

to account for the effect of thermal fluctuations on microstructure evolution. Moreover, because, 

except for the initial state of the system, the simulations are deterministic and although they can 

adequately describe growth and coarsening, they do not cover nucleation7. To overcome this 

limitation, stochastic Langevin forces can be added, transforming the equations into:  

                                                           
7 As the density and spatial distribution of nuclei are critical in determining the phase-transformation kinetics 

and the resultant microstructure, which finally dictate the properties of the materials, one of the challenges in 

phase field modelling is the simulation of the nucleation process. Governing equations in phase field 

simulations are deterministic with the evolution of the phase field variables toward the direction that decreases 

the free energy of an entire system. A nucleation event, however, is a stochastic event and may lead to a free 

energy increase. At the moment, two approaches exist to introduce nuclei within a metastable system: the 

Langevin noise method and the explicit nucleation method. The former incorporates Langevin random 

fluctuations into the phase field equations. This reproduces the nucleation process well (with reasonable spatial 

distribution and time scale) when the metastable parent phase is close to the instability temperature or 

composition. When a system is highly metastable, on the contrary, it is difficult to generate nuclei with this 

method, because this yields an unrealistic large amplitude of noise, which can lead to over- or underestimated 

nuclei densities. [38] 

The explicit nucleation method is based on the classical nucleation theory and the Poisson seeding. It 

incorporates nucleation ad hoc into the simulations. Separate analytical models that describe the nucleation 

rate and the growth of critical nuclei as a function of composition and temperature are used for this. Once a 

nucleus reaches the size of a grid spacing, it is included in the phase field representation as a new grain, after 

which further growth is determined by the phase field equations. Here, the following assumption is made: the 
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𝜕휂𝑘(𝑟 , 𝑡)

𝜕𝑡
= −𝐿𝑘

𝛿𝐹(𝑥𝐵, 휂𝑗)

𝛿휂𝑘(𝑟 , 𝑡)
+ 𝜉𝑘(𝑟 , 𝑡) (3.33) 

 

1

𝑉𝑚

𝜕𝑥𝐵(𝑟 , 𝑡)

𝜕𝑡
= ∇⃗⃗ ∙ 𝑀∇⃗⃗ 

𝛿𝐹(𝑥𝐵, 휂𝑘)

𝛿𝑥𝐵(𝑟 , 𝑡)
+ 𝜓𝐵(𝑟 , 𝑡) (3.34) 

With 𝜉𝑘(𝑟 , 𝑡) non-conserved and 𝜓𝐵(𝑟 , 𝑡) conserved Gaussian noise fields that satisfy the 

fluctuation-dissipation theorem. Mostly, the Langevin terms are used purely to introduce noise at 

the start of a simulation and are switched off after a few time steps. [38] The presence of a noise 

term in the Cahn-Hilliard equation was also derived by Bronchart et al. [39] with a coarse grain 

method which was shown to lead to a rigorously-derived phase field model for precipitation. These 

phase field equations are able to describe precipitation kinetics involving a nucleation and growth 

mechanism. 

3.7. Interfacial properties 

In multi-phase polycrystalline materials, interfaces are associated with structural and/or 

compositional inhomogeneities. [26] Interfaces are known as sites with an excess free energy, called 

the interfacial energy. This can be visualized during chemical etching processes, in which material 

near and at the interfacial regions is preferentially removed. In the phase field model, the interfacial 

energy of the system is introduced by the gradient energy terms. [26] The properties of a flat 

interface between two coexisting phases are determined with the functional of the system energy, 

such as in (3.17). [40] The interface energy is defined by the difference per unit area of the system 

and that which it would have been if the properties of the phases were continuous throughout the 

system. It is given by an integral of the local free energy density across the diffuse interface region. 

[41] Thus, in the phase field model, the interfacial energy contains two contributions: one from the 

fact that the phase field variables differ from their equilibrium values at the interfaces and the other 

from the fact that interfaces are characterized by steep gradients in the phase field variables. For 

some phase field formulations, there exist analytical relations between the gradient energy 

coefficients and the interfacial energy and thickness. [3,41] Based on the definition of the interface 

energy (the difference between the actual Gibbs energy of the system with a diffuse interface and 

that containing two homogeneous phases each with its equilibrium concentration) and knowing that 

the equilibrium composition profile will be that which makes the interface energy minimal, yields a 

proportionality of the interface energy with √(κ(Δf)max), where (Δf)max is defined as the maximum 

height of the barrier in the homogeneous free-energy density f between two degenerate minima. 

[41]  

Moreover, the interfacial thickness should be defined, because in theory, a diffuse interface is 

infinitely wide. [41] One of the drawbacks of the phase field method is that the simulations can be 

very computationally demanding. In real materials, the interfacial thickness ranges from a few 

angstroms to a few nanometres. [1,16] To be able to resolve the interface and for numerical stability 

reasons, there must be at least 5-10 grid points in the interface in the simulations. [8] When using a 

uniform grid spacing and assuming the real interface width, this results in very large computational 

                                                           
time to nucleate a new phase particle is much shorter than the computational time interval ∆t. This method 

has the disadvantage, however, that a sharp-interfaced nucleus is inserted into the system. This results in a 

relaxation of the compositional and phase field variables around the newly inserted nucleus. [1,16,38] 
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times (as the computational time scales with the interface thickness to the -Dth power, where D is 

the dimension of the simulation). It could also result in very small system sizes (of the order of 1 µm 

for two dimensional systems and 100 nm for three dimensions). These dimensions are too small to 

study realistic systems and the phenomena therein. [1,16]  

All the early models considered the diffuseness of the interface as real and a property of the interface 

that can be predicted from the thermodynamic functional. A more pragmatic view, however, is that 

the diffuseness of the phase field exists on a scale that is below the microstructure scale of interest. 

Thus its thickness can be set to a value that is appropriate for a numerical simulation. [21] Using a 

broader interface, reduces the computational resources required, but might also lower the amount 

of detail in the simulation. Adaptive grids might be a solution, as these have a finer grid spacing in 

the vicinity of the interface. But these are mostly a solution if the main part of the field is uniform 

and the interfaces only occupy a small part of the volume. It is, however, less useful in systems with 

multiple grains or domains. [16] This is why most phase field simulations are applied in the ‘thin-

interface limit’: interface widths are used as a numerical parameter and the interfaces are taken 

artificially wide to increase the system size, without affecting the interface behaviour, diffusion 

behaviour or bulk thermodynamic properties. [1] This is done by splitting the free energy density 

functional into an interfacial term and an independent chemical contribution and thus avoiding 

implicit chemical contributions to the interface energy which scale with the interface thickness. [42] 

The interface width is thus an adjustable parameter which may be set to physically unrealistic values, 

as is the case in most simulations. [16]  

Here, the interface width is defined based on the steepest gradient (i.e. at the middle of the interface) 

so that an equal interface width results in equal accuracy and stability criteria in the numerical 

solution of the phase field equations. [43] It is also important that the model formulation has enough 

degrees of freedom to vary the interfacial properties while the diffuse interface width is kept 

constant. In this way the movement of all interfaces is described with equal accuracy in numerical 

simulations. [41] Mostly, it is assumed that the interface width is proportional to √(κ/(Δf)max), where 

(Δf)max is defined as the maximum height of the barrier in the homogeneous free-energy density f 

between two degenerate minima. [41] Thus, note that an increase in (Δf)max would increase the 

interfacial energy but decrease the interfacial width, whereas an increase in κ, would yield both a 

decrease in the interfacial energy and in the interfacial width. [1] 

3.8. Numerical solution methods 

The microstructural and morphological evolution of the system is represented by the temporal 

evolution of the phase field variables. [1] This temporal evolution of the phase field variables is 

described by a set of partial differential equations, which are non-linear and thus should be solved 

numerically, by discretization in space and time. [1,17,44] Several numerical methods exist, but most 

of them start with a projection of the continuous system on a lattice of discrete points. Then, the 

phase field equations are discretized, yielding a set of algebraic equations. Solving these equations 

yields the values of the phase field variables in all lattice points. The lattice spacing must be small 

enough to resolve the interfacial profile and the dimensions of the system should be large enough to 

cover the processes occurring on a larger scale. Note that a smaller lattice spacing will require a 

smaller time step to maintain numerical stability. The numerical solution methods can be subdivided 

into several categories: finite difference methods, spectral methods and finite element methods. 
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The simplest method is the finite difference discretization technique, also called Euler method, in 

which the derivatives are approximated by finite differences. Several types exist: forward, backward 

and central differences, depending on the ‘direction’ of the discretization step in space. A uniform 

lattice spacing is typically used. The partial differential equations in phase field methods contain both 

derivatives with space and time, resulting in a discretization in both space and time. The 

discretization in time can be subdivided in two categories: implicit and explicit methods. The values 

of the variables at time step n+1 are directly calculated from the values at the previous time step n 

in the case of explicit time stepping. This is applied to the general evolution equation (3.35). 

𝜕휂

𝜕𝑡
= −𝐿 (

𝜕𝑓0
𝜕휂

− 𝜅∇2휂) (3.35) 

Where η is the phase field. In the two-dimensional case, the Laplacian operator can be discretized 

using a second-order five-point or the biharmonic operator by a fourth-order nine-point finite-

difference approximation. The five-point approximation at a given time step n for example  

∇2휂𝑖
𝑛 =

1

(∆𝑥)2
∑(휂𝑗

𝑛 − 휂𝑖
𝑛)

𝑗

 (3.36) 

Where Δx is the spatial grid size and j represents the set of first nearest neighbours of i in a square 

grid. The explicit finite-difference scheme can then be written as 

휂𝑖
𝑛+1 = 휂𝑖

𝑛 + Δ𝑡 [(
𝜕𝑓0
𝜕휂

)
𝑖

𝑛

+ ∇2휂𝑖
𝑛] (3.37) 

A drawback of this method is the fact that the time step should be small enough for numerical 

stability, which results in long computation times. The time step constraint is dictated by  

Δ𝑡 ≈ (∆𝑥)2 (3.38) 

When the Cahn-Hilliard equation, containing the biharmonic operator, is discretized, this square 

becomes a fourth power. [44] In contrast, implicit methods evaluate the right hand side of the 

discretized equation in (3.37) on time step n+1 instead of n, resulting in a set of coupled algebraic 

equations. This requires more intricate solution methods (linearization combined with iterative 

techniques), but it also allows for larger time steps. [45] 

Spectral methods are a class of numerical solution techniques for differential equations. They often 

involve the Fast Fourier Transform. The solution of the differential equation is written as a sum of 

certain base functions, e.g. as a Fourier series, being a sum of sinusoids. The coefficients of the sum 

are chosen in such a way to satisfy the differential equation as well as possible. [45] One of these 

spectral methods is the Fourier spectral method with semi-implicit time stepping. [44] In this semi-

implicit Fourier spectral method, the phase field equations in real space are transformed to the 

Fourier space with a Fast Fourier Transformation. The convergence of Fourier-spectral methods is 

exponential in contrast to second order in the case of the usual finite-difference method. 

Transforming to the Fourier space, yields 

𝜕휂̃(�⃗� , 𝑡)

𝜕𝑡
= −𝐿(

𝜕𝑓0
𝜕휂

̃
)

�⃗� 

+ (𝑖𝑘)2𝐿𝜅휂̃(�⃗� , 𝑡) (3.39) 

Where �⃗� = (𝑘1, 𝑘2, 𝑘3) is a vector in Fourier space. k1, k2 and k3 assume discrete values according to 
𝑙2𝜋

𝑁Δ𝑥
, where 𝑙 = −

𝑁

2
+ 1,… ,

𝑁

2
 with N the number of grid points in the system and Δ𝑥 the grid space. 
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A tilde (~) above a symbol refers to the corresponding Fourier transform of that symbol. The temporal 

derivatives are then differentiated semi-implicitly, i.e. the first term in (3.39) is evaluated at time step 

n, i.e. is treated explicitly, to reduce the associated stability constraint. Whereas the second term in 

the equation is evaluated at time step n+1, i.e. is treated implicitly, to avoid the expensive process of 

solving nonlinear equations at each time step. Solving a constant-coefficient problem of this form 

with the Fourier-spectral method is efficient and accurate. However, periodic boundary conditions 

remain inherent to the method.  

휂̃𝑛+1 − 휂̃𝑛

Δ𝑡
= −𝐿(

𝜕𝑓0
𝜕휂

̃
)

�⃗� 

𝑛

− 𝑘2𝐿𝜅휂̃𝑛+1 (3.40) 

This yields 

휂̃𝑛+1 =

휂̃𝑛 − Δ𝑡𝐿 (
𝜕𝑓0
𝜕휂

̃
)

�⃗� 

𝑛

1 + 𝑘2𝐿𝜅Δ𝑡
 

(3.41) 

An inverse Fourier transform of the left hand side of (3.41) then gives ηn+1 in real space. One benefit 

of this method is the fact that the laplacian is treated implicitly, thus eliminating the need of solving 

a large system of coupled equations. Moreover, larger time steps can be used as compared to the 

completely explicit treatment, which would result in spectral accuracy for the spatial discretization, 

but the accuracy in time would only be of the first order. Thus a better numerical stability is 

associated with the semi-implicit method. [3,44] Moreover, a smaller number of grid points is 

required due to the exponential convergence of the Fourier-spectral discretization. Chen and Shen 

[44] demonstrated that, for a specified accuracy of 0.5%, the speed-up by using the semi-implicit 

Fourier-spectral method is at least two orders of magnitude in two dimensions, compared to the 

explicit finite difference-schemes (in the case of three dimensions, the speed-up is close to three 

orders of magnitude). Note that it is still only first-order accurate in time, but the accuracy in time 

can be improved by using higher-order semi-implicit schemes, i.e. also taking into account other 

time-steps than only the nth time step to determine the values in the n+1th time step. These higher-

order semi-implicit schemes are, however, slightly less stable than lower-order semi-implicit 

schemes. [44] 

Limitations of the method are the inherent periodic boundary conditions and the fact that the κ and 

L values are preferably constant to have the most efficient method. The latter may be circumvented 

by using an iterative procedure [46,47]. Another possibility was presented by Zhu et al. [37], who 

imposed a compositional dependence on the mobility. They first transformed only the part after the 

second gradient in the Cahn-Hilliard equation. Then they applied the inverse Fourier transform on it, 

to multiply it afterwards with the mobility depending on the composition, because a multiplication 

in real space becomes a convolution in Fourier space. This entity was then transformed again to the 

Fourier space and then discretized semi-implicitly in time.  

Because the spectral method typically uses a uniform grid for the spatial variables, it may be difficult 

to resolve extremely sharp interfaces with a moderate number of grid points. In this case, an adaptive 

spectral method may be more appropriate. It has been shown that the number of variables in an 

adaptive method is significantly reduced compared with those using a uniform mesh. This allows one 

to solve the field model in much larger systems and for longer simulation times. However, such an 

adaptive method is in general a lot more complicated to implement than uniform grids. [3] 
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Finite volume or finite element discretization methods are also used to solve phase field equations. 

[1] Just like in the spectral methods, the solution of the differential equation is written as a sum of 

certain base functions, only this time the basis functions are not sinusoids but tent functions; it is 

also common to use piecewise polynomial basis functions. Thus the main difference between both 

types of method is that the basis functions are non-zero over the whole domain for spectral methods, 

while finite element methods use basis functions that are non-zero only on a small subdomain. Thus, 

spectral methods take a global approach, whereas finite element methods use a more local 

approach.  

3.9. Quantitative phase field simulations 

The first phase field simulations were qualitative with the limitation to observation of shape [16,21] 

and to obtain quantitative results one of the difficulties to overcome is the large amount of 

phenomenological parameters in the phase field equations. [1] The parameters are related to 

material properties relevant for the considered process. Ideally, the phenomenological description 

captures the important physics and is free from non-physical side effects. The choice of the 

phenomenological expressions and model parameters, on the other hand, is somehow arbitrary and 

material properties are not always explicit parameters in the phenomenological model. Close to 

equilibrium, the model parameters can be related to physically measurable quantities [21]: the 

parameters in the homogeneous free energy density determine the equilibrium composition of the 

bulk domains; the gradient energy coefficients and the double-well coefficient are related to the 

interfacial energy and width; the kinetic parameter in the Cahn–Hilliard equation is related to 

diffusion properties and the kinetic parameter in the Ginzburg–Landau equation relates to the 

mobility of the interfaces. [1] The parameters may depend on the direction, composition and 

temperature. The directional dependence, in particular, determines the morphological evolution. [1] 

Different methodologies can be applied to determine the missing parameters:  

 Parameters that are difficult to determine for real materials can be approximated. 

E.g.: for the chemical energy part of the energy functional, for some materials, the 

temperature dependent description of Gibbs energies are available and can be directly used 

in the phase field model. For a system with limited thermodynamic database and when 

coarsening phenomena are considered, a parabolic function can be a good approximation of a 

real Gibbs energy function. [26] 

 Measuring physical quantities that are linked to the phenomenological parameters. However, 

not every quantity is easy to determine: experimental information on diffusion properties, 

interfacial energy and mobilities is scarce. E.g. measuring interfacial free energy of a material 

by direct experimental techniques is inherently difficult and relates mostly to pure materials 

[1], but the presence of measurable quantities which are sensitive to the interfacial free energy 

developed indirect measurement techniques. [41] 

 Reducing the dependence on experiments can be done by combining the phase field method 

with the CALPHAD approach. [1] The CALPHAD (CALculation of PHAse Diagrams) method was 

developed to calculate phase diagrams of multicomponent alloys using thermodynamic Gibbs 

energy expressions. [1] Constructing phase diagrams according to the CALPHAD method occurs 

in two steps.  

o First, free energy expressions are established for all phases present in the phase 

diagram, describing the free energy as a function of composition and temperature. 
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These temperature and composition dependences of the free energy can be 

described by different thermodynamic solution models, e.g.: the substitutional 

solution model (atoms can freely mix over all lattice sites) and the sublattice model 

(atoms are only allowed to mix within distinct sublattices). [1] The CALPHAD method 

starts from the regular solution model and introduces temperature and composition 

dependence of the interaction parameter with coefficients which must be 

determined based on experimental (and theoretical) data of thermodynamic 

properties and phase equilibria through a weighed least-squares fitting procedure. 

[48] Extrapolation of lower-order / binary subsystems, yields a full thermodynamic 

description of a multicomponent system using a limited amount of experimental 

information and thus the simple thermodynamic models make it easy to combine 

many separate assessments to multicomponent databases. From this description, 

phase relationships and thermodynamic properties can be calculated for 

experimentally uninvestigated regions. [1] 

o In the second step, the most stable phases are determined for all compositions and 

temperatures, along with their corresponding compositions and fractions, by 

minimizing the free energy of the complete system. Moreover, other 

thermodynamic properties, such as chemical potential, heat of formation, etc. can 

also be calculated.  

Several software-packages can calculate phase diagrams and can optimize the parameters in 

the Gibbs energy expressions, e.g.: Thermo-Calc [49] and Pandat [50]. DICTRA (DIffusion 

Controlled TRAnsformations) software [49] on the other hand, contains expressions for the 

temperature- and composition dependence of the expressions for atomic mobilities, obtained 

in a similar way as the Gibbs energy expressions in the CALPHAD method. The parameters are 

determined using experimentally measured tracer, interdiffusion, and intrinsic diffusion 

coefficients. [1] 

Coupling with these thermodynamic databases can retrieve the Gibbs energies of phases and 

chemical potentials of components. [1] Volume free energy densities are suitable for 

describing the total free energy functional. However, for evaluation of the chemical 

contribution in conjunction with thermodynamics databases, molar Gibbs free energy 

densities are preferred. Therefore, in most phase field models, volume changes are neglected 

and the molar volumes of all the phases are assumed to be equal and are approximated to be 

independent of composition. In this way the volume free energy densities can be replaced by 

the molar Gibbs free energy densities (f0 = Gm/Vm). [51] 

 The phase field simulation technique can also be combined with ab initio calculations and 

other atomistic simulation techniques to obtain parameters that are difficult to obtain 

otherwise. [1,52] Ab initio calculations are based on quantum mechanics, i.e. solving the 

Schrödinger equation. For this some simplifying assumptions are required whenever multiple 

nuclei and electrons are present in the system. This method mainly delivers qualitative results 

on the relative stabilities of the crystal structure and is very promising as it requires almost no 

experimental input. Wang and Li [53], for example, give an overview of several studies using 

the phase field crystal method at microscopic levels to understand and predict fundamental 

properties of defects such as interfaces and dislocations and the interactions between 

dislocations and precipitates by using ab initio calculations as model input. These microscopic 

phase field (MPF) models can predict defect size and energy and thermally activated processes 
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of defect nucleation, utilizing ab initio information such as generalized stacking fault (GSF) 

energy and multiplane generalized stacking fault (MGSF) energy as model inputs. 

Therefore, in theory, all parameters in the phase field model can be calculated with an 

atomistic technique. Unfortunately, at this moment, the quantitative results from atomistic 

simulations themselves are not very reliable. There may be large deviations, up to 200% or 

300%, between values for the same properties calculated using different atomistic techniques 

or different approximations for the interaction potential. [1,52]  

Furthermore, once the model is developed and if the role of each model parameter is understood, 

varying a parameter in different simulations and comparing the simulated microstructures with 

experimental observations can yield the proper value of the parameter. [41] 

3.10. Historical evolution of multi-phase field models 

The following paragraphs will describe the different steps towards the development of multi-phase 

field models in a chronological way, starting from the very first phase field models.  

3.10.1. General technique 

It is generally accepted that Van der Waals [54] laid the foundations of the phase field technique at 

the end of the 19th century by modelling a liquid-gas system with a density function that varied 

continuously over the interface. From general thermodynamic considerations he rationalized that a 

diffuse interface between stable phases of a material is more natural than the assumption of a sharp 

interface with a discontinuity in at least one property of the material. [21] In contrast, initial 

theoretical treatments of interfaces assumed two adjoining phases being homogeneous up to their 

common interface [55,56] or the existence of a single intermediate layer [57,58]. Another step in the 

right direction was taken by Rayleigh [59], who noted the inverse proportionality between the 

interface tension and interface thickness. However, he did not take into account the increase in free 

energy due to the presence of non-equilibrium material in a diffuse interface and thus was not able 

to estimate the interfacial thickness. Others [60,61] were able to do the latter, but the calculations 

were based on the nearest neighbour regular solution model, making it less generally valid. 

50 years ago, Ginzburg and Landau [62] proceeded on the ideas of Van der Waals [54] and used a 

complex valued order parameter and its gradients to model superconductivity. [2] Subsequently, 

Cahn and Hilliard [40] described diffuse interfaces in non-uniform systems by accounting for 

gradients in thermodynamic properties and even treating them as independent variables. This 

originated from the idea that the local free energy should depend both on the local composition and 

the composition of the immediate environment. The average environment that a certain region 

‘feels’ is different from its own chemical composition due to the curvature in the concentration 

gradient. [16] As a result, the free energy of a small volume of non-uniform solution can be expressed 

as the sum of two contributions, one being the free energy that this volume would have in a 

homogeneous solution and the other a ‘gradient energy’ which is a function of the local composition. 

[40] A more mathematical explanation was also presented by a Taylor expansion limited to the first 

and second order terms. This expression was reduced to possess only even orders of discretization 

as the free energy should be invariant to the direction of the gradient. However, it is not clear to 

which extent his Taylor expansion remains valid. [16] 
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Cahn and Hilliard [40] also deduced a general equation to determine the specific interfacial free 

energy of a flat interface between two coexisting phases. The limitations of their treatment are the 

assumptions that the metastable free energy of the system must be a continuous function of the 

property concerned and that the ratio of the maximum in this free energy coefficient to the gradient 

energy coefficient should be small relative to the square of the intermolecular distance. If the latter 

condition is not fulfilled, there is a steep gradient across the interface and thus not only the second 

order derivatives should be taken into account in the Taylor series with respect to the gradient. 

This method is quite similar to the one of Van der Waals [54], as was discovered shortly after the 

publication of [40] by Cahn and Hilliard. In a second paper [63], Cahn shows that their thermodynamic 

treatment of non-uniform systems is equivalent to the self-consistent thermodynamic formalism of 

Hart [64], which is also based on the assumption that the energy per unit volume depends explicitly 

on the space derivatives of density. Hart defined all thermodynamic variables rigorously and related 

them uniquely with measurable variables. 20 years later, Allen and Cahn [35] extended the original 

Cahn-Hilliard model and described non-coherent transformations with non-conserved variables by 

the introduction of gradients of long-range order parameters into a diffusion equation. This is in 

contrast with the Cahn-Hilliard model, originally describing the kinetics of transformation 

phenomena with conserved field variables. [2] Thus, about a quarter of a century ago, these diffuse 

interface models were introduced into microstructural modelling. The term ‘phase field model’ was 

first introduced in research describing the modelling of solidification of a pure melt [65–67] and 

nowadays, advanced metallurgical variants are capable of addressing a variety of transformations in 

metals, ceramics, and polymers. [2] 

3.10.2. Alloy solidification 

The idea of using a phase field approach to modelling solidification processes was motivated by the 

desire to predict the complicated dendritic patterns during solidification without explicitly tracking 

the solid-liquid interfaces. Its success was first demonstrated by Kobayashi [68] (and later by others 

[28]), who simulated realistic three-dimensional dendrites using a phase field model for isothermal 

solidification of a single-component melt. [3] They developed a scheme to solve Stefan’s problem for 

the solidification of a pure substance in an undercooled melt by replacing the sharp interface moving 

boundary problem by a diffuse interface scheme. [21] The model which was originally proposed for 

simulating dendritic growth in a pure undercooled melt was extended to solidification modelling of 

alloys by a formal analogy between an isothermal binary alloy phase field model and the non-

isothermal phase field model for a pure material. [69,70]  

A number of phase field models have been proposed for binary alloy systems and may be divided 

into three groups depending on the construction of the local free-energy functions. [3] The first type 

includes the models that are extensions of the models for pure materials by Losert et al. [71] and 

Löwen et al. [70]. The second is a model by Wheeler, Boettinger, and McFadden (WBM) [72]. The 

third type is a model by Steinbach et al. [25] and Tiaden et al. [73]: 

 The first type of phase field models for solidification are of the type of the model by Losert et 

al. [71]. This model has two unrealistic assumptions: the liquidus and solidus lines in the phase 

diagram were assumed to be parallel and the solute diffusivity was constant in the whole space 

of the system. These assumptions are clearly not generally true. [69] 

 The WBM model is derived in a thermodynamically consistent way, as it guarantees spatially 

local positive entropy production. [72] The basic approach is to construct a generalized free 
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energy functional that depends on both concentration and phase by superposition of two 

single-phase free energies and weighting them by the alloy concentration. [21] In the model, 

any point within the interfacial region is assumed to be a mixture of solid and liquid both with 

the same composition. Due to this fact that the compositions for all phases are the same, 

problems arise with the different phase diffusion potentials8. [16,51] Moreover, fictitious 

interfacial-chemical contributions are present which do not allow scaling of the interface width 

independently of other parameters. [42] 

The phase field model of a binary alloy in WBM1 is based on a single gradient energy term in 

the phase field variable ϕ and constant solute diffusivity. At first, solute trapping9 was not 

observed in the limit under consideration: asymptotic analysis of the model in the limit of the 

sharp interface exposed a decrease in the concentration jump as a function of the velocity, as 

opposed to what is experimentally observed in the solute trapping effect. Therefore, 

subsequent work resulted in WBM2 [74]: a phase field model of solute trapping in a binary 

alloy that included gradient energy terms in both ϕ and c. This model could demonstrate solute 

trapping, but reconsideration of WBM1 showed that solute trapping can be recovered without 

the necessity of introducing a solute gradient energy term, but in a different limit than first 

considered. [29] 

 The model by Steinbach et al. [25,73] uses a different definition for the free energy density: 

the interfacial region is assumed to be a mixture of solid and liquid with different compositions, 

but constant in their ratio, specified by a partition relation. Even though the derivation of 

governing equations in the model was not made in a thermodynamically consistent way, there 

is no limit in the interface thickness. However, the initial model was only thermodynamically 

correct for a dilute alloy. [69] 

3.10.2.1. Thin-interface limit 

For quantitative computations, the relationships between the model parameters and the material 

characteristics should be precisely determined in such a way that the interface dynamics of the PFM 

correspond to that of the real interface. A simple way to determine the relationships is to set the 

interface width in the PFM as the real interface width. In this case, however, the computational grid 

                                                           
8 �̃�𝛼 =

𝜕𝑔𝛼

𝜕𝑐𝛼
 is here called phase diffusion potential, to distinguish it from the diffusion potential of the total 

phase mixture �̃� =
𝜕𝑔

𝜕𝑐
, and from the chemical potential 𝜇𝛼 =

𝜕𝐺𝛼

𝜕𝑛𝛼
. Where gα and Gα denote the chemical free 

energy density and the total chemical free energy of phase α, respectively; nα denotes the number of moles in 

the solute component. This difference is illustrated in driving forces for solute diffusion and phase 

transformation: the gradient of phase diffusion potentials (for component i in phase α) ∇�̃�𝛼
𝑖  determines the 

driving force for solute diffusion, whereas the difference in chemical potential between the phases (𝜇𝛽
𝑖 − 𝜇𝛼

𝑖 ) 

is the chemical driving force for phase transformation. [51] 
9 Solute trapping occurs when a phase diffusion potential gradient exists across the diffuse interface. [69] A 

reduction is observed in the segregation predicted in the liquid phase ahead of an advancing front. The 

dependency of the jump in concentration on velocity of the interface is called solute trapping. In the limit of 

high solidification speeds, alloy solidification without redistribution of composition, not maintaining local 

equilibrium, is expected. [74] Thus, during rapid solidification, solute may be incorporated into the solid phase 

at a concentration significantly different from that predicted by equilibrium thermodynamics. In phase field 

models, at low solidification rates, equilibrium behaviour is recovered, and at high solidification rates, non-

equilibrium effects naturally emerge, in contrast to the traditional sharp-interface descriptions. [29]  
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size needs to be smaller than the real interface width of about 1 nm. Mesoscale computations then 

become almost impossible because of the small grid size. [75,76] This stringent restriction of the 

interface width was overcome by Karma and Rappel’s remarkable findings [7].  

They noted that the driving force is not constant if there is a significant concentration gradient on 

the scale of the interface width, as it depends on the local supersaturation and thereby on the 

concentration profile within the interface. Thus, Karma and Rappel [7] decoupled the interface width 

of the model from the physical interface width. They divided the driving force into two separate 

contributions: a constant part which represents the kinetic driving force acting on the atomistic 

interface, and a variable part that stems from the diffusion gradient in the bulk material apart from 

the atomistic interface. [21]  

They showed that the dynamics of an interface with a vanishingly small width (classical sharp 

interface) can be correctly described by a PFM with a thin, but finite, interface width if a new 

relationship between the phase field mobility and the real interface mobility is adopted. In this thin-

interface PFM, the interface width needs to be much smaller than the characteristic length scales of 

the diffusion field as well as the interface curvature. [75] To obtain this, a phenomenological point of 

view is used: the phase field variable is no longer used as a physical order parameter or density, but 

as a smoothed indicator function. The equilibrium quantities and transport coefficients are then 

interpolated between the phases with smooth functions of the phase field variables. [77] Moreover, 

the interpolation function, which weighs the bulk energies of the different phases in the system, 

should satisfy certain conditions: it should be a smooth function equalling the correct values (i.e. -1, 

0 or +1) in its minima and has a derivative that equals zero at these minima. Otherwise, the global 

minima of the energy functional of the system no longer lie at the proposed values of the phase field 

variables. But these restrictions appear to be significantly less severe than those in previous PFMs, 

and the thin-interface PFM enables computation of the microstructure evolution on practical scales 

by ensuring correct behaviour despite the presence of a diffuse interface between phases. [9] 

3.10.2.2. Quasi-equilibrium condition 

A second important development was implemented by Tiaden et al. [73]. This model is actually an 

extension of the model of Steinbach et al. [25]. The model of Steinbach et al. [25] did not include 

solute diffusion, but two years after the original model, Tiaden et al. [73] added solute diffusion to 

the multi-phase model of Steinbach. The driving force for this solute diffusion was the gradient in 

composition and the diffusive law of Fick was solved in each phase. They assumed at any point within 

the interface a mixture of phases with different phase compositions, fixed by a quasi-equilibrium 

condition. In contrast to local equilibrium, this quasi-equilibrium condition assumes a finite interface 

mobility. [42] In the model of Tiaden et al. [73], partition coefficients were used to model phases with 

different solute solubilities.  

Kim et al. [69] showed later that the quasi-equilibrium condition is equivalent to the equality of the 

phase diffusion potentials for locally coexisting phases. [43,69] This is based on the assumption that 

the diffusional exchange between the phases is fast compared to the phase transformation itself. 

[42] By assuming that quasi-equilibrium is reached, the phase compositions can adjust 

instantaneously in an infinitesimally small volume, leaving the phase fields and mixture compositions 

constant, but changing the diffusion potentials until a partial minimum of the local free energy is 

attained, i.e. to obtain a common value for the diffusion potential. This is the case if independent 

variation of the functional with respect to the phase compositions equals zero. This leads to the 
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constraint that all phase diffusion potentials equal the mixture diffusion potential and thus also each 

other. Hence the term ‘quasi-equilibrium’, as the system does not necessarily need to be in 

equilibrium, even locally. During such phase transformations, diffusion potentials are locally equal, 

but the chemical potentials are still different from each other. Thus, the driving force for phase 

transformations remains present. This can be visualized by the parallel tangent construction 

(representing the equal diffusion potentials) (Figure 3.5 (b)) versus the common tangent construction 

(representing equal chemical potentials) (Figure 3.5 (a)). [51] 

 

Figure 3.5 Representation of the parallel tangent (a) and common tangent (b) constructions 

Kim et al. [69] developed a more general version of this type of phase field model, usually abbreviated 

as the KKS model, for solidification in binary alloys by natural extension of the phase field model for 

a pure material. They did this by direct comparison of the variables for pure material solidification 

and alloy solidification and also derived it in a thermodynamically consistent way. At first, the model 

appeared to be equivalent with the Wheeler-Boettinger-McFadden (WBM1) model [72]. The WBM 

model, however, has a different definition of the free energy density for interfacial region and this 

removes the limit in interface thickness that was present in the WBM model. The interfacial region 

in the KKS model is defined as a mixture of solid and liquid with compositions different from each 

other, but with a same phase diffusion potential. [16,69] This is represented in Figure 3.6. 

  

Figure 3.6 Molar Gibbs energy diagram for the phase field model with the condition of equal diffusion potentials: non-

equilibrium (a) and equilibrium (b) solidification. Under equilibrium conditions, the interface and bulk contributions are 

completely decoupled [78] 

In the WBM model, on the contrary, the interfacial region was defined as a mixture of solid and liquid 

with a same composition, but with different phase diffusion potentials, as shown in Figure 3.7. [69] 
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Figure 3.7 Molar Gibbs energy diagram for the phase field model with the condition of equal concentrations CS = CL = C: 

non-equilibrium (a) and equilibrium (b) solidification. Under equilibrium conditions (i.e. µSe
A = µLe

A and µSe
B = µLe

B ), gS - 

gL = the driving force from the bulk contribution for phase field propagation = 0 cannot hold and the interface and bulk 

contributions are not decoupled [78] 

Note that the condition of equal phase diffusion potentials in the KKS model does not imply a 

constant phase diffusion potential throughout the interfacial region. The phase diffusion potential 

varies across the moving interface depending on the position because the phase diffusion potentials 

are equal only at the same position. It is constant across the interface only at a thermodynamic 

equilibrium state. The phase diffusion potential can vary across the moving interface from the phase 

diffusion potential at the solid side to the phase diffusion potential at the liquid side of the interface, 

which results in the solute trapping effect, when the interface velocity is high enough. The energy 

dissipated by the boundary motion is called solute drag. In models, this solute drag is described as a 

fraction of the entire free-energy change upon solidification which is dissipated at the interface. 

[29,69] 

Both the WBM and the KKS model were reformulated from the entropy or free energy functional or 

from thermodynamic extremal principles10 by Wang et al. [78]. Which definition for the interfacial 

region is more physically reasonable does not matter, because the interfacial region in PFMs cannot 

be regarded as a physical real entity, but rather as a mathematical entity for technical convenience. 

[69] 

The solid curves in Figure 3.8 show typical free energy curves of solid and liquid as a function of the 

composition. The free energy density in the interfacial region in the WBM model lies on the red 

dotted curve and the chemical free energy contribution to the interface energy is graphically 

represented by the area under the free energy curves and the common tangent (PQ). The extra 

potential in the WBM model may be negligible compared to wg(ϕ0) either at the sharp interface limit 

where w → ∞ or in an alloy with a very small cL
e-cS

e where the height of the extra potential itself is 

very small. With increasing interface thickness or increasing cL
e-cS

e, however, the extra potential 

height becomes significant and cannot be ignored. In the KKS model, on the other hand, the 

interfacial region at an equilibrium state is defined as a mixture of solid and liquid with constant 

compositions cL
e and cS

e, respectively and the excess energy in the interface region is removed by 

making the free energy equal to that of a two-phase mixture (i.e. the common tangent). The extra 

potential in the WBM model does not appear in the KKS model because the free energy is fraction-

                                                           
10 These include all the thermodynamic principles for modelling non-equilibrium dissipative systems, e.g. 

Onsager’s least energy dissipation principle, the maximal entropy production principle, etc. 
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weighted after evaluation of the free energies of the phases in their respective equilibrium 

compositions, which corresponds to the common tangent line itself. [69] 

 

Figure 3.8 Free energy density curves of the individual phases (solid curves), of the WBM model (red dotted curve) and 

of the KKS model (blue dashed curve) as a function of concentration [69] 

The KKS model is reduced to the model of Tiaden et al. [73] for a binary alloy at a dilute solution limit. 

Afterwards, Eiken (given name Tiaden) et al. [51] deduced the local quasi-equilibrium condition from 

a variational principle and showed again that it is equivalent to postulating equal diffusion potentials 

for coexisting phases. In summary, the thin-interface formulation combined with the quasi-

equilibrium condition, used in the models of Tiaden et al. [51,73] and Kim et al. [69], dictates, on the 

one hand, that, at each position, the diffusion potentials are equal in all phases and, on the other 

hand, that the bulk and interfacial energy are decoupled. [43] Imposing the equal phase diffusion 

potential condition upon the solid and liquid phases at a point of the system has two advantages over 

the traditional equal composition condition. The first is the relaxation of the restriction on the 

interface width in computations. The second is that the profile of the equilibrium phase field gradient 

becomes symmetric. [75]  

If instead of a free energy functional, a grand-potential (Ω = F - µN) functional is used to generate the 

equations of motion, both types of abovementioned models can be obtained by the standard 

variational procedure. The dynamical variable is then the chemical potential instead of the 

composition. Here, the quasi-equilibrium condition is not required to be solved, and as the solution 

of these non-linear equations in each point of the interface are computationally complex, a 

potentially large gain in computational performance is offered. However, this model, based on a 

grand-potential functional, was not yet extended to multicomponent systems. [77] This 

generalization should, however, be straightforward and is roughly sketched in [79].  

3.10.2.3. Anti-trapping current term 

The first step towards an improved (thin-interface) model was obtained by adopting the condition of 

equal diffusion potentials and finding a new relationship between the phase field mobility and the 

real interface mobility with the thin-interface condition. However, this model still suffered from 

anomalous interface diffusion and/or an anomalous chemical potential jump at the interface which 

induces an exaggerated solute-trapping effect. [75] This chemical potential jump can be understood 

by looking to the composition profile around the interfacial region. Consider a one-dimensional 

solidifying system at instantaneous steady state with an interface velocity V in Figure 3.9. Assume 
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that the interface width is sufficiently smaller than the diffusion boundary layer width in the liquid, 

that is, the thin-interface condition. [75] 

 

Figure 3.9 Composition profiles across the interface -ξ < x < ξ. The composition profile ciS(x) of ith solute in the solid, ciL(x) 

in the liquid and the mixture composition ci(x) are denoted by the lower thick curve, the upper thick curve and the dotted 

curve, respectively. The origin (x = 0) was defined as the position with φ=0.5. The dashed lines are the extrapolations of 

the linear parts in ciS(x) and ciL(x) into the interfacial region. [75] 

There exist two straight parts in the profile of ciL(x). One is at the bulk solid side near the interface 

and the other at the bulk liquid side. These two straight parts can be extrapolated into the interfacial 

region, as shown by the dashed lines. Then the dynamics of the diffuse interface with the composition 

profiles of the thick curves represent effectively that of the classical sharp interface with the 

composition profile of the dotted line. These two extrapolated lines from the solid and liquid sides 

intersect the vertical axis at ciL = c-
iL and ciL = c+

iL. For an interface with a finite width, there exists a 

finite difference between c-
iL and c+

iL. This yields a corresponding difference in chemical potential, 

which has been called the chemical potential jump [76,80]. These anomalous interface effects 

become significant with increasing interface width in the simulation. Even though each of the 

anomalous interface effects can be effectively suppressed by adopting the relevant interpolation 

function with a specific symmetry, not all of them can be suppressed simultaneously. [75] Thus, 

quantitative modelling is not possible. Therefore, the addition of a non-variational anti-trapping 

current became necessary, to decouple bulk and interface kinetics: all the anomalous interface 

effects could be suppressed by introducing an anti-trapping current term into the diffusion equation 

which acts against the solute-trapping current driven by the phase diffusion potential gradient and 

eliminates simultaneously all the interface effects. This was introduced by Karma [76] for dilute 

binary alloys with DS<<DL (i.e. a one-sided model with zero diffusivity in the solid [18]) and worked 

out by Echebarria et al. [80] and Ramirez et al. [81] for binary dilute alloys with negligible diffusion in 

the solid, yielding quantitative simulations of alloy solidification. These were later extended to also 

model alloy solidification in multi-phase [82,83] and multicomponent alloys [75]. These models are, 

however, introduced in a non-variational way [84]. 

The anti-trapping current is a compensation of the asymmetric fluxes in the interfacial region if the 

diffusivity differs a lot in the two phases and equals 𝑗𝐴
𝑖 = 𝐴𝑖�̇��⃗� . The trapping function Ai will be 

determined by the condition of a vanishing potential jump. [21,43] The anti-trapping current is non-

vanishing only in the diffuse interface region. It produces a solute flux from the solid to the liquid 
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along the direction normal to the interface that counterbalances the trapping current associated with 

the jump of phase diffusion potential across the interface. This current makes it possible to eliminate 

the jump, while leaving enough freedom to choose the other functions in the model to eliminate the 

modifications to the mass conservation conditions (interface stretching and surface diffusion). [76] 

Following Karma’s finding, two similar methods were proposed independently. Both methods are 

based on the fact that all the anomalous interface effects originate from the finite interface width in 

the diffusion equation, not in the phase field equation. The anomalous interface effects can then be 

suppressed by decoupling the interface width in the diffusion equation from the width in the phase 

field equation and taking the limit that the width in the diffusion equation goes towards 0. The other 

possibility is the anti-trapping PFM, where the solute-trapping phenomenon can be controlled 

independently of the grid size. Anti-trapping PFMs were first limited to binary dilute alloys, until Kim 

[75] extended this to non-dilute multi-component alloys. This model was restricted to solidification 

to a single solid phase. Solidification of useful multicomponent alloys, however, often accompanies 

two or more solid phases. Recently Folch and Plapp [83] developed an anti-trapping PFM for eutectic 

solidification where two solid phases form simultaneously from a liquid phase. They used a smooth 

free-energy functional with a parabolic form for the chemical energy which ensured the absence of 

any third phases in the interfaces and eliminate all thin-interface corrections to the desired free-

boundary dynamics. Their model is, however, restricted to dilute binary alloys. Kim [75] later 

extended the anti-trapping PFM further to multicomponent systems with arbitrary thermodynamic 

properties. Recently, several extensions of the anti-trapping current were put forward to generalize 

the approach to the case of finite diffusivity in the solid [85,86]. The former simulations are done for 

a planar interface [85] and the latter for free dendritic growth [86], which show that the approach 

works well. 

Another completely variational approach was taken by Brener and Boussinot [84]: they developed a 

phase field model for isothermal transformations that includes Onsager kinetic cross-coupling 

between the conserved and non-conserved variables. As the classical variational formulations of the 

evolution equations is of a diagonal form, i.e. the change of one variable in time only depends on the 

functional derivative of the free energy with respect to that same variable and not the other variable 

present in the system description, they introduced kinetic cross coupling into the phase field 

equations with a non-diagonal formulation. This resulted in a term (MCW�̇� ϕ) in the diffusive 

equation with the same shape as the antitrapping current (where ϕ is used as a vector normal to 

the interface) mentioned above, but now it is obtained in a variationally derived phase field model. 

Moreover, another term also appears in the equation describing the evolution of the non-conserved 

variable. This model was limited to a two-component system with only two phases. 

3.10.2.4. Finite interface dissipation 

It is not clear at what point the assumptions of irreversible thermodynamics, on which the equations 

describing microstructural evolution are based, would fail. Furthermore, the usual phase field 

framework is not well suited for the description of strong non-equilibrium effects because the 

equations for interface motion are often obtained by a Taylor expansion around the equilibrium 

solution, which is formally valid only for small driving forces. Moreover, little is known about the 

initial stage when the two materials are far from common equilibrium. This is in contrast with the 

abovementioned quasi-equilibrium models, which assume equal diffusion potentials from the start 

of the simulation. [87] 
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For two materials, with certain initial compositions, in contact, these compositions are, generally, out 

of equilibrium, i.e. the chemical potentials do not coincide. As soon as a common interface is formed, 

its composition can change. It is a plausible assumption that the interface composition should lie 

somewhere between the initial compositions of the two phases. However, it is not possible to 

determine the interface composition based on thermodynamics, since thermodynamic equilibrium 

is not present in the system and the problem is actually a kinetic one. To solve this, Steinbach et al. 

[87] developed a phase field model with finite interface dissipation. In practice, this means that the 

‘static’ quasi-equilibrium condition is replaced by a kinetic equation that drives the concentration 

fields to the desired equilibrium. Such a kinetic equation is not solved for the global concentration, 

but for the phase compositions. The point of solving these equations separately avoids the need to 

employ an extra condition to fix the concentrations for each phase. Instead, the separated 

concentration evolution equations of each phase can be used for the iteration in time. For slow 

kinetics or rapidly moving interfaces, a difference between the chemical potentials in the two phases 

appears naturally. This difference in chemical potentials can be controlled by the rate constant of the 

kinetic equation, which is called the interface permeability and which can be used to tune the 

interface dissipation. The model naturally recovers the model with equal diffusion potentials (high 

permeability / fast exchange), solute trapping and phase transformations out of diffusion control. 

[87]  

Later, Zhang and Steinbach also extended this model to become applicable to multi-component 

multi-phase alloys. [88] The formulation is proposed in two different models. In model I, the overall 

mass conservation between the phases of a multiple junction is used, whereas, in model II, the 

concentrations of each pair of phases have to be conserved during the transformations. Both models 

demonstrate the decomposition of the non-linear interactions between different phases into 

pairwise interaction of phases in multiple junctions. Both models converge to the same equilibrium 

state, while in non-equilibrium states they differ.  

3.10.3. Multi-phase field models 

Early phase field models for a three-phase change problem, were developed for eutectic systems and 

consisted of a dual phase field model (for solid and liquid) superposed by a Cahn–Hilliard model for 

demixing in the solid. Thus, they were restricted to a three-phase transformation. To be applicable 

to an arbitrary number of different phases or differently-oriented grains of the same phase, multi-

phase field models were developed. [21] 

First, Steinbach et al. [25] developed a multi-phase field model, where each phase is identified with 

an individual phase field and the transformation between all pairs of phases is treated with its own 

characteristics. The free energy functional describing the system is actually an expansion in a series 

over the pairwise interaction energies between the different phases. Tiaden et al. [73] extended this 

model to also account for diffusion in multi-phase systems and to describe the evolution of the 

microstructure during solidification processes in alloy systems. They used this model to compute the 

peritectic solidification process of steel. The free energy functional of the system is described by 

equation (3.42).  
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(3.42) 

ϵαβ is the gradient energy coefficient and 1/aαβ is proportional to the pairwise energy barrier height. 

The driving force for the phase transition between the phases α and β is defined by the deviation 

from the two-phase equilibrium and is described by mαβ. [73] The first term in (3.42) is the kinetic 

term, obtained from an expansion in a series over powers and considering aspects of symmetry. This 

term can be interpreted as follows: the gradient of one order parameter  ϕα measures the interface 

energy to all the rest of the phases. The contribution of one specific interface type ϕβ → ϕα, 

therefore, is weighted by the density of these states.  ϕβ has no contribution to the phase 

transformation ϕβ → ϕγ, if ϕγ = 0 in the local volume. i.e. if no phase γ is present. The operator  

ϕα ϕβ - ϕβ ϕα fulfils this requirement to the lowest order ϕβ and  ϕβ. The last two terms in (3.42) 

represent the potential part of the local free energy and are a direct extension of the standard 

double-well function, this is called a multi-well potential and is characterized by the proportionality 

to ϕβ²ϕα² instead of the proportionality to ϕβϕα that would be the case for the multi-obstacle 

potential. The pair potential contributions (ϕβϕα², ϕβ²ϕα and ϕβ²ϕα²) are non-zero only at the 

interface and define the potential barrier between both phases to prevent spontaneous phase 

transitions. [25] 

As the phase fields should sum up to be one, the phase fields are not independent field variables, 

yielding non-linearities, which were originally attributed to triple point energies and energies of 

multiple interactions of higher order. Moreover, the physical assumption was made that these triple 

point energies and energies of multiple interactions of higher order have negligible influence on the 

total energy of the system and thus, the corresponding non-linearities were neglected. This 

approximation, however, was shown [89] to violate the conservation of interfacial stresses at 

multiple points. Thus, the torque terms should be taken into account as the multiple phase energies 

will influence the local physics significantly. [90] 

Both the models of Steinbach et al. [25] and Tiaden et al. [73] are applicable for binary alloys, but not 

for systems with more components, which is more common in practice. The model by Eiken et al. 

[51] is an extension for multicomponent systems of the multi-phase field model and is based on those 

of Tiaden et al. [73] and Steinbach et al. [25]. Moreover, Eiken et al. [51] reformulated the model in 

an almost thermodynamically consistent form and derived the governing equations and the local 

quasi-equilibrium constraint from the free energy functional with variational principles. These 

systems with more than two coexisting phases are mainly used to simulate grain growth. [3,73]. In a 

multi-phase field model, p phase fields ϕk (comprised in a vector) describe the p coexisting phases. 

The phase fields represent the local fractions of the different phases and thus should sum up to one 

at every point in the system. The free energy as a functional of the molar fractions xi(r,t) and phase 

fields k(r,t) can be split into the chemical and the interface free energy density and has the form 

[25,51]: 
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(3.43) 

where σαβ is the interface energy between phase α and phase β in a multi-phase junction with p 

phases or differently oriented grains and αβ is the interface width. Moreover, a double obstacle 

potential is used. The chemical part of the free energy density functional is formulated as the sum of 

the free energy densities of the individual phases fα weighted by the respective phase fields (i.e. the 

phase fractions). Note that the free energies of the individual phases depend on individual phase 

compositions 𝑥𝛼
𝑖 , which are constant over an interface in equilibrium, in contrast to the continuous 

mixture composition variables 𝑥𝑖. The phase compositions are non-conserved, whereas the global 

compositional variables are conserved. [51]  

Moreover, due to the weighing of the free energies of the individual phases with the respective phase 

fractions, the following relation between the phase diffusion potentials and the (mixture) diffusion 

potential is found: [51] 

�̃�𝑖 = ∑ 𝜙𝛼 ∑�̃�𝛼
𝑗 𝜕𝑥𝛼

𝑗

𝜕𝑥𝑖

𝑛

𝑗=1

𝑝

𝛼=1

 (3.44) 

Assuming quasi-equilibrium, an independent variation of the functional with respect to the phase 

compositions should equal zero. This leads to the constraint that all phase diffusion potentials equal 

the mixture diffusion potential and thus, also each other. [51] A more general approach weights the 

free energy densities of the individual phases with an interpolation function that should be smooth 

and should equal 1 where the corresponding phase field equals 1 and should equal 0 where the 

corresponding phase field equals 0. [25] Afterwards, Carré et al. [91] formulated a general expression 

for the anti-trapping current in such a multicomponent multi-phase field model with a double 

obstacle potential, based on the approach proposed by Kim [75]. The anti-trapping correction is 

needed when the diffusivity in one phase can be considered negligible, whereas, if the diffusivities in 

both phases are equal, no corrections are required. 

A problem of the abovementioned multi-phase field formalism is that the exact dynamics of multiple 

junctions are not represented correctly: a third phase may appear at the interface between two 

phases, which affects the interfacial properties and complicates parameter assessment. This finds its 

origin in the third term of the most right-hand side of (3.43): the diffusive terms are weighted with 

the phase field variables of the counter phase, to concentrate the thermodynamic driving force to 

the centre of the interface. These equations cannot be derived rigorously from a free energy 

formulation and may thus violate the energy balance at triple junctions. [51] 

Efforts were made to find formulations that reduce or avoid this unphysical third-phase effect. A 

multi-obstacle potential can diminish the interference of third phases at two-phase interfaces (‘ghost 

phases’) as it suppresses the spreading out of multiple junctions into the interface region. In contrast, 

the double-well potential is cubic in the phase field variable, which energetically favours multiple 

junctions. For the double-well, the growth of the third phase reduces the potential energy and the 

dual interface becomes intrinsically unstable. Thus, a strong counter-energy is needed to suppress 

spreading out of the multiple junctions into the interface region. The use of a double- or multi-

obstacle potential also reduces to a certain extent the artificially large interaction between 
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neighbouring particles. [51] Only solving the equations at the interfaces would also be a possibility, 

but is sometimes combined by just putting the ‘extra’ phase field equal to zero when it appears after 

a certain number of time steps in the simulations, making it a questionable method. Alternatively, 

higher-order terms  ijk can be used with high factors in front of them [92]. But it remains unclear 

what the influence of the latter is on triple junctions, which are not unphysical in nature. [1]  

Moreover, another general problem arose: the interpolation functions for two-phase systems do not 

extend to multi-phase systems. [21,43] The interpolation functions should have zero slope at the 

equilibrium values of the non-conserved variables representing the different phases, should allow 

for a thermodynamically consistent interpolation of the free energies and thus, be suitable for 

multiple junctions, and cannot violate the sum constraint ∑ α=1,..,N h(α) = 1. [21,43]  

For example h() = ³ (10 - 15 + 6²) is frequently used as an interpolation function in a solid-liquid 

system, but does not generalize to multi-phase systems. Generalizing to multi-phase models with i 

= 1 and j = 0,  j ≠ i representing phase i and ∑i = 1, would give a bulk free energy of the form fb = 

∑hi(i) f. Which, without extra constraints for hi(i), is thermodynamically inconsistent since ∑hi(i) ≠ 

1 and this will result in energy generation in multi-junctions. Thus, even though an interpolation 

function of the form hi(i) =i is often used in multi-phase field models, this shifts the local minima of 

the total free energy, resulting in difficult-to-control inaccuracies. [43] 

Folch and Plapp [83] formulated a free energy functional for systems with three phases with 

polynomials of the fifth-order in the phase fields as interpolation functions. These interpolation 

functions allow for a thermodynamic consistent interpolation between the free energies of the three 

coexisting phases and keep the local minima of the free energy at the intended positions. A 

generalization to multi-phase systems, however, was unfeasible, as the order of the interpolation 

polynomial has to increase with the number of phases to maintain satisfying all requirements for a 

quantitative phase field model. [43] Multi-order parameter representations are also possible, but do 

not extend to multi-phase models, as they do not require the order parameters to sum up to one, as 

the phase field variables in a multi-phase field model. Moelans [43] introduced a new type of 

interpolation function for quantitative phase field modelling for multi-phase systems. The interfacial 

free energy for polycrystalline structures introduced by Moelans et al. [41,93] was extended to multi-

phase systems and a bulk free energy was derived, starting from the thin-interface approach of 

Tiaden et al. [51,73] and Kim et al. [69], but using a different type of interpolation function between 

the free energies of the different phases: 

𝑓𝑏 = ∑ℎ𝑖𝑝𝑓𝑖𝑝(𝑥1
𝑖𝑝

, … , 𝑥𝑘
𝑖𝑝

, … , 𝑥𝐶−1
𝑖𝑝

)

𝑖𝑝

 (3.45) 

The interpolation functions hip must have a zero slope at the equilibrium values of the non-conserved 

phase fields or order parameters representing the different phases and ∑hip must equal 1. Moreover, 

due to the quasi-equilibrium condition, the phase diffusion potentials of all components should be 

equal in all coexisting phases:  

�̃�𝑘 =
𝜕𝑓1𝑝(𝑥𝑘)

𝜕𝑥𝑘
1𝑝 = ⋯ =

𝜕𝑓𝑛𝑝(𝑥𝑘)

𝜕𝑥𝑘
𝑛𝑝 ,         ∀ 𝑘 (3.46) 

And the overall composition of a component k should relate to the phase compositions as 
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𝑥𝑘 = ∑ℎ𝑖𝑝𝑥𝑘
𝑖𝑝

𝑖𝑝

 (3.47) 

An important advantage of this approach compared to other quantitative alloy approaches is that 

composition-dependent Gibbs energy expressions for multi-component systems optimized according 

to the CALPHAD approach can be used directly in the phase field bulk energy in equation (3.45). 

Moelans introduced the following interpolation function for these multi-phase systems: [43] 

ℎ𝑖𝑝 = 𝜙𝑖𝑝 =
휂𝑖𝑝

2

∑ 휂𝑖𝑝
2

𝑛𝑝

𝑖𝑝=1𝑝

 
(3.48) 

Note the change in notation: ip now represents the phase field variable and ip represents the phase 

fraction. Typically, ∑ 휂𝑖𝑝

𝑛𝑝

𝑖𝑝=1𝑝
≠ 1. In this model, the interfacial free energy functional is 

represented by:  

𝑓𝑠 = 𝑚𝑓0(휂) +
𝜅(휂)

2
∑∑(∇⃗⃗ 휂𝜌𝑖)

2

𝑝𝜌

𝑖=1𝜌

 (3.49) 

With f0 a fourth order Landau polynomial of the order parameters: 

𝑓0(휂) = ∑∑[
휂𝜌𝑖

4

4
−

휂𝜌𝑖
2

2
] + ∑∑[∑ ∑

𝛾𝜌𝑖,𝜎𝑗

2

𝑝𝜎

𝑗=1,𝜌𝑖≠𝜎𝑗

휂𝜌𝑖
2 휂𝜎𝑗

2

𝜎

]

𝑝𝜌

𝑖=1𝜌

𝑝𝜌

𝑖=1𝜌

+
1

4
 (3.50) 

Which is based on the model of Chen and Yang [11] for normal grain growth in pure single-phase 

materials. Each term in the first set of summations is a double-well potential with minima located at 

-1 and +1 for i. The cross terms (𝛾𝜌𝑖,𝜎𝑗휂𝜌𝑖
2 휂𝜎𝑗

2 ) were added to make it energetically unfavourable to 

have two order parameters different from zero at the same position in the system because it gives a 

positive contribution to the local free-energy density for each extra phase field variable with a value 

different from 0. By consequence, within the grains only one of the phase field variables differs from 

0 and at a grain boundary and multi-junctions, only those phase field variables representing the 

adjacent grains are different from zero. [41,94] 

Both the multi-phase field (MPF) type of models, based on the approach of Steinbach et al. 

[25,51,73], and the continuum field (CF) models, based on the approach of Chen and Yang [11], are 

still used in phase field modelling. A major distinction between those two types of phase field models 

is in the interpretation of the phase fields. In continuum-field models, the field variables are treated 

as being independent. At the diffuse grain boundaries, the variables change monotonously between 

values without any constraint. In multi-phase field models, in contrast, the phase fields are 

interpreted as volume fractions which therefore are subject to the constraint that the sum of the 

phase fields must be equal to one at each position in the system. Furthermore, the thermodynamic 

free energy in the continuum field model has multiple degenerate minima, one for each grain 

orientation. The free energy of the multi-phase field model has a single minimum for all phase fields 

equal to zero. It is the constraint on the sum of the phase fields that forces one of them to equal 1 

within the grains.  

Moelans et al. [95] compared both types of models in the context of grain growth and derived 

relationships to obtain equivalent parameters in both types of models. The advantage of the MPF 
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model is that most parameters are directly related to physical quantities, whereas it requires the 

numerical calculation of an integral to relate the model parameters in the CF model to physical 

quantities. In the MPF model, on the other hand, third-order interaction coefficients in the free 

energy potential are required to prevent unwanted phase fields from contributing at interfaces. 

Depending on the system properties, it can be cumbersome to find appropriate values for these 

coefficients, as they are not related to a physical quantity. From a mathematical point of view, the 

evolution equations obtained in the two approaches, have different solutions. However, both phase 

field approaches are suitable to study the statistics and mean field characteristics of grain growth in 

bulk materials, even if they do not result in identical dynamics for vanishing grains. 

3.11. Commercial phase field software 

Several commercial software packages exist to perform phase field simulations. 

 MICRESS [96] has been developed based on the multi-phase field model of Steinbach et al. 

[21], and is coupled with the Thermo-Calc software for thermodynamic calculations. [1] The 

origin of MICRESS is in the simulation of solidification of metallic alloys and the development 

later has continued towards solid state transformations in alloys.  

+ MICRESS is based on a multicomponent multi-phase field model. Thus, no limitations on 

the amount of components or phases are present. 

- Most simulated systems up till now are for steels and almost no systems with oxides 

were simulated yet, except for the reactive air brazing process.  

- In the case of multicomponent alloys, the required thermodynamic data can either be 

provided in the form of locally linearized phase diagrams, or by direct coupling to 

thermodynamic data sets via a special TQ interface being developed in collaboration with 

Thermo-Calc. Unfortunately, the interface only works with ‘ges5’ files which have to be 

created by Thermo-Calc Software and the respective databases. None of the existing 

databases for Thermo-Calc, however, describe the system of interest for this research 

project. 

- Unfortunately, it is not always clear which interpolation functions are used in the multi-

phase field model by Steinbach et al. [25] and thus also in the MICRESS software: “The 

function h() is a monotonously changing function from h(0) = 0 to h(1) = 1.”. Most often 

h() =  is used, but this is not thermodynamically consistent as it has non-zero 

derivatives in the equilibrium values and shifts the local minima of the total free energy 

and can yield inaccurate simulations in this way. E.g. the interfacial energy is not 

consistent and sometimes an extra phase k is found at the ij interface, which is 

sometimes solved by only solving the equations at the interfaces with the use of an 

adaptive meshing and the phase field variable of the extra phase k is put back to zero 

during every step of the renewal of the meshing [97–99]. Another possibility is the 

addition of higher-order terms  ijk with high factors in front of them to make the 

appearance of the third phase unfavourable. But it is unclear what the influence of the 

latter is on triple junctions, which are not unphysical in nature. 

- Parallelization (based on OpenMP) is only possible for some of the partial differential 

equations being solved but not for the entire code.  
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- At a certain point within every simulation step, the constraint of equal diffusion 

potentials together with mass balance equations, forms a set of equations to be solved 

to obtain the local phase concentrations for a given global composition and set of phase 

fields. In MICRESS, this is done with an iterative Newton-Raphson scheme. [42] Such 

iterative solutions do not have the best accuracy. 

 COMSOL Multiphysics® [100] is a software-platform based for modelling and simulating 

physics-based problems.  

+ It is possible to define all the governing equations, which are then solved in a finite 

element framework.  

- It was already used to simulate non-selective oxidation of metals which captures both 

the oxidation kinetics and stress generation [101]. But this model was limited to binary 

systems and the implementation of a general multicomponent multi-phase system is not 

straightforward as every equation has to be inserted separately.  

- Moreover, running COMSOL in parallel (based on MPI) is not very efficient and it is 

unclear whether it is possible to link the model to thermodynamic databases. 

Other software packages that are actually not-commercial, but open source and therefore also very 

interesting are OpenPhase and MOOSE: 

 OpenPhase an open source software project (distributed under the GNU General Public 

License (GPL) and free of charge) for phase field simulations of complex scientific problems 

involving microstructure formation in systems undergoing first order phase transformation. It 

is based on the model by Steinbach et al. [25], has the form of a library and is written in object 

oriented C++.  

+  It has a modular structure which allows easy extensions of the library and simplifies the 

development of user programs. 

-  The project is in the early test stage. Only modules which passed the tests are available 

to download but the list of available modules will increase in the near future after careful 

testing. At the moment of the start of this doctoral work, it was not yet possible to 

simulate multi-component systems and the parallelization (using OpenMP) was also not 

yet available. 

 MOOSE / MARMOT [102]: The Multiphysics Object-Oriented Simulation Environment (MOOSE) 

is a finite-element, multiphysics framework primarily developed by Idaho National Laboratory 

since 2008. It has been created to speed up the development of nuclear energy related 

engineering applications but has since been applied to many areas of science and engineering 

(material microstructure evolution, chemistry, geomechanics, superconductivity and more). 

The framework (called MARMOT) consists of advanced numerical tools to facilitate rapid 

model development.  

+  The system of phase field partial differential equations are solved simultaneously 

together with PDEs describing additional physics, e.g. solid mechanics and heat 

conduction, using the Jacobian-Free Newton Krylov method.  

+ The MARMOT framework is automatically parallel. 

+  Mesh adaptivity is integrated. 

-  No multicomponent possible yet. 

-  No coupling to thermodynamic databases possible yet.  
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These packages were not used in this doctoral research for two reasons. On one hand, we have free 

access to the FORTRAN code of the multicomponent model of Heulens, which enables us to adapt 

this code in the way we want. On the other hand, most of these commercial (and thus not free) 

packages are not yet able to simulate the subject of this investigation. Moreover, the implementation 

code is ‘hidden’ and we cannot adapt it in the way we want and even do not know how certain 

calculations are performed. Some of the packages are coupled to thermodynamic databases, but 

require these databases to be of a certain type, to which we, unfortunately, have no access or which 

are even unable to describe the system of interest. 
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4. Model description 

To get acquainted with the modelling techniques and algorithms, a binary model with limited 

complexity was implemented in Matlab [1]. The model descriptions in the publications on this model 

were sometimes concise, thus, this chapter provides the reader with a more in-depth explanation of 

the model. The chapter starts with an overview of the previous models considering phase field 

modelling of non-reactive wetting 11, followed by the formulation and numerical implementation of 

our model. Finally, some extra information is given on phenomena present in the system under 

consideration. 

4.1. Previous models for non-reactive wetting 

Wetting of a foreign wall by fluids has been studied extensively. Various methods have been applied 

to address these problems such as continuum models and atomistic simulations. Despite this 

inventory, recent studies addressing heterogeneous crystal nucleation rely almost exclusively on the 

classical spherical cap model, which assumes mathematically sharp interfaces. [2,3]  

If the influence of the solid is short-ranged compared to the thickness of the diffuse interface, it can 

be accounted for by appropriate boundary conditions at the solid surface. Typically, a simple Dirichlet 

boundary condition is enforced on the solid surface. [4] From this boundary condition, a certain 

‘standard’ contact angle can be derived, but this value has nothing to do with a ‘true’ contact angle 

at the solid surface. The latter is not defined in these phase field models, since different iso-levels 

behave in qualitatively different ways as the solid surface is approached. The only level that hits the 

solid surface at the right angle is the one with the value of the Dirichlet boundary condition. Another 

option to introduce fluid-wall interactions is the use of a third phase field with a very high viscosity 

to represent a solid wall [5].  

Regarding heterogeneous nucleation, the phase field method has also been used to describe a 

system with an arbitrary contact angle. Here the wall-liquid and wall-solid interactions are 

characterized by the contact angle θ that is determined from the interfacial free energies by Young's 

equation: γWL = γWS + γSL cos(θ), where subscripts W, S, and L refer to the wall, the solid, and the liquid, 

respectively. Both a single component system [2] and a binary alloy system [3] were already 

investigated. Numerical approaches to obtain a certain wetting behaviour are designed to either 

ensure the desired contact angle or fixing the value of the phase field at the wall or the normal 

component of the phase field gradient [2,3]. The three different models are illustrated in Figure 4.1 

and can be summarized as: [2,3] 

 Model A is a diffuse interface implementation of the classical spherical cap model with a 

contact angle that is independent of the driving force. This contact angle is ensured by a 

specific surface function. This model places the mathematical surface at which the boundary 

condition acts slightly beyond the boundary layer. Thus, the bulk liquid and solid phases in 

contact with the wall are connected through an unperturbed solid-liquid interface profile, 

and the derivation of the interface function for the desired contact angle is straightforward. 

The total free energy of the system incorporates both a volumetric and a surface 

contribution. 

                                                           
11 Which can be found in the following publication: I. Bellemans, N. Moelans, K. Verbeken, Phase field modelling 

in extractive metallurgy, Critical Reviews in Solid State Materials Sciences. Submitted 



4. Model description 

82 

 Model B is a non-classical formulation assuming a fixed phase field value at the interface, 

leading to certain surface (dis)ordering, a strongly supersaturation-dependent contact angle. 

In this model, only local states present in the solid-liquid interface can be realized at the wall. 

A shortcoming of this model is its implicit assumption that the wall enforces the formation 

of a specific layer of the solid-liquid interface. In this case, the free energy of the system only 

consists of a volumetric contribution. 

 Model C is a non-classical approach, which fixes the normal component of the phase field 

gradient, leading to surface (dis)ordering, a supersaturation-dependent contact angle. This 

model has a less straightforward physical interpretation, but can prescribe local conditions 

that are not present at the solid-liquid interface. 

A  B  C

 

Figure 4.1 Structure of heterogeneous nuclei in model A for various contact angles; in model B for various phase field 

values at the wall and in model C for various values of the gradient of the phase field variable. There is a symmetry plane 

on the left edge of every simulation. The contour lines of the phase field variable vary between 0.1 and 1.0 by increments 

of 0.1. [3] 

4.2. Model formulation 

A phase field model for solid-liquid binary systems is implemented to simulate the metal droplet 

formation and growth in slags with non-reacting solid particles. This model captures the important 

features of the droplet formation and growth, but for which the simulation and computational 

requirements are reasonable. A hypothetical binary system O-M was considered, where M is a 

certain metal, and the microstructure is described by the position- and time-dependent field 

variables: a non-conserved phase field variable , used to distinguish between solid ( = 1) and liquid 

( = 0), and a conserved composition field xM, i.e. the local molar fraction of the metallic element 
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(e.g. xM = 0.5 in stoichiometric MO, xM = 0.333 in stoichiometric MO2 and xM is close to 1 for the 

metallic droplet). The position of the boundaries as a function of time is implicitly given by the field 

variables, i.e. the variables continuously change from one bulk value to another bulk value over the 

interface. 

Several assumptions were made: 

 the concentration of the solute in the solid precipitate is fixed 

 the solid particle does not react 12 

 the molar volume Vm is the same in all phases 

 the molar volume Vm is composition independent 

 the solid particles are present before the metallic droplets form 

 convection is not included 

Both the evolution of the conserved and the non-conserved variables are governed by the 

minimization of the total Gibbs energy. The total free energy (J) of the system is formulated as: 

𝐹 = ∫[𝑓𝑆−𝐿,𝑖𝑛𝑡𝑒𝑟𝑓(𝜙) + (1 − ℎ(𝜙))𝑓𝐿𝑖𝑞𝑢𝑖𝑑(𝑥𝑀) + ℎ(𝜙)𝑓𝑆𝑜𝑙𝑖𝑑(𝑥𝑀) + 𝑓∇𝑥𝑀
]𝑑𝑉 (4.1) 

The first term only differs from 0 at the solid-liquid interfaces and is therefore the contribution of the 

interfacial energy for the solid-liquid interfaces and has the form 

𝑓𝑆−𝐿,𝑖𝑛𝑡𝑒𝑟𝑓(𝜙) = 𝑊𝑔(𝜙) + 
𝜅𝜙

2
(∇𝜙)2 (4.2) 

with W (J/m³) and κ (J/m) model parameters. g() is a double-well function with minima at 0 and 1: 

g() = ²(1-)². W is proportional with the depth of the wells. The second term in (4.2) is a gradient 

free energy term and it is responsible for the diffuse character of the interface between liquid and 

solid. The Cahn-Hilliard Gibbs free energy of the liquid phase has a homogeneous part fLiquid, described 

by a fourth order polynomial 

𝑓𝐿𝑖𝑞𝑢𝑖𝑑(𝑥𝑀) =
𝐴𝑆𝑝

2
(𝑥𝑀 − 𝑥𝑒𝑞,𝐿𝑂)

2
(𝑥𝑀 − 𝑥𝑒𝑞,𝐿𝑀)

2
 (4.3) 

And a gradient part 𝑓∇𝑥𝑀
 responsible for the diffuse character of the interface between the two 

different liquid phases and has the form 

𝑓∇𝑥𝑀
=

𝜅𝑥𝑀

2
(∇𝑥𝑀)2 (4.4) 

Where xeq,LO and xeq,LM are the 2 minima of the free energy curve of the liquid, between which spinodal 

decomposition takes place, as this free energy describes a miscibility gap between these two 

equilibrium compositions in the compositional region where 𝜕2𝐺 𝜕𝑥𝑀
2⁄ < 0 [7,8]. These two 

equilibrium compositions of the oxidic liquid (slag) and metallic liquid are indicated with ‘LO’ and 

‘LM’, respectively. ASp (J/m³) can be used to adjust the solubilities of the two phases. The uniform 

supersaturation of the initial oxidic liquid is represented by xi. The gradient energy contribution for 

the concentration field is required to stabilize phase separation when the liquid concentration is 

inside the region of the miscibility gap. [6]  

                                                           
12 Note that Wang et al. [6] did simulate spinodal decomposition in a liquid that was also solidifying by 

incorporating a gradient energy contribution for the composition, similarly as in this study. The growth of the 

solid phase would perturb the concentration field in the liquid. 
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The bulk contribution of the solid phase as a function of composition, fSolid(xM), is modelled with a 

parabolic function: 

𝑓𝑆𝑜𝑙𝑖𝑑(𝑥𝑀) =
𝐴𝑆

2
(𝑥𝑀 − 𝑥𝑆)

2 (4.5) 

Solid phases in oxide systems are often modelled with paraboloid Gibbs energies to provide a 

continuum model formulation of solids described as stoichiometric compounds in thermodynamic 

databases [9,10]. xS and AS (J/m³) are model parameters that determine the position of the minimum 

and the curvature of the parabola.  

The interpolation function h() has the form 

ℎ(𝜙) = 𝜙3(10 − 15𝜙 + 6𝜙2) (4.6) 

and is frequently used in solid-liquid systems [8,11]. With h( = 1) = 1 in the solid and h( = 0) = 0 in 

the liquid. 

Two different gradient terms are present in the total energy expression, corresponding to two types 

of interfaces: solid - liquid and liquid oxide - liquid metal. These gradient free energy terms are 

responsible for the diffuse character of the interfaces. Following the approach of Cahn and Hilliard 

[12], it can be determined that the interfacial energy (J/m²) of the liquid-liquid interface γLO,LM equals: 

𝛾𝐿𝑂,𝐿𝑀 =
1

6
√𝜅𝑥𝑀

𝐴𝑆𝑝(𝑥𝑒𝑞,𝐿𝑀 − 𝑥𝑒𝑞,𝐿𝑂)
3

 (4.7) 

The width of the diffuse liquid-liquid interface is defined based on the absolute value of the gradient 

of the composition profile at the middle of the diffuse interface, where the profile is steepest. 

𝑙𝐿𝑂,𝐿𝑀 = ||
𝑥𝑒𝑞,𝐿𝑀 − 𝑥𝑒𝑞,𝐿𝑂

𝑑𝑥𝑀
𝑑𝑛

|
𝑥𝑀=0.5(𝑥𝑒𝑞,𝐿𝑀+𝑥𝑒𝑞,𝐿𝑂)

|| = 4√
𝜅𝑥𝑀

𝐴𝑆𝑝
|

1

𝑥𝑒𝑞,𝐿𝑀 − 𝑥𝑒𝑞,𝐿𝑂
| (4.8) 

Where n is taken along the normal to the interface.  

Especially noteworthy about the developed model is the expression for the interfacial energy (J/m²) 

of the solid-liquid. The interfacial energies (J/m²) of the solid-liquid can refer to either solid-liquid 

oxide interfaces or solid-liquid metal interfaces, with the respective interfacial energies γS,LO or γS,LM. 

These interfacial energies are not necessarily equal, but are composed in the same way and consist 

of two contributions: 

𝛾𝑆,𝐿𝑂 𝑜𝑟 𝛾𝑆,𝐿𝑀 =
1

3√2
√𝑊𝜅𝜙 + 𝛾𝑆,𝐿𝑘

∇𝑥𝑀 (4.9) 

with k = O or M, when the oxide or the metal liquid phase is involved, respectively. The first term in 

(4.9) originates from the double-well function and the gradient term for  (see equation (4.2)) 

following the approach of Allen and Cahn [13]. The second term originates from the fact that xM also 

varies between the two equilibrium values across the solid-liquid interface. This yields a non-zero 

gradient term for xM. Because this contribution cannot be evaluated analytically, the following 

assumption was made: the composition dependence of the Gibbs energy across the interface is 

approximated by a spinodal function: 

𝑓𝑎𝑝𝑝𝑟𝑜𝑥(𝑥𝑀) =
0.5(𝐴𝑠𝑝 + 𝐴𝑠)

2
(𝑥𝑀 − 𝑥𝑆)

2(𝑥𝑀 − 𝑥𝑒𝑞,𝑘)
2
 (4.10) 

giving, 
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𝛾𝑆,𝐿𝑘
∇𝑥𝑀 ≈

1

6
√𝜅𝑥𝑀

0.5(𝐴𝑠𝑝 + 𝐴𝑠)(|𝑥𝑆 − 𝑥𝑒𝑞,𝐿𝑘|)
3
 (4.11) 

This gives a dependence of the second term in the solid-liquid interfacial energy on 𝑥𝑆, the constant 

composition of the solid particle. This approximation was validated by measurement of the contact 

angles in several simulations, and the observed values agreed well with the predicted values. The 

width of the solid-liquid diffuse interface profiles lS,LO and lS,LM (m) is defined based on the absolute 

value of the steepest gradient of the phase field profile along the interface. 

𝑙𝑆,𝐿𝑂 = 𝑙𝑆,𝐿𝑂 = ||
1

𝑑𝜙
𝑑𝑛|

𝜙=0.5

|| = 2√2√
𝜅𝜙

𝑊
 (4.12) 

In contrast to the solid-liquid interfacial energies, lS,LO equals lS,LM because the phase field variable  

changes the same way over a solid – liquid oxide interface as over a solid – liquid metal.  

The interfacial thickness in real materials ranges from a few Ångstrom to a few nanometre. It was 

pointed out by Fan and Chen [14] that the interface should contain enough grid points to resolve the 

evolution of the phase field variables at boundaries, so that the velocity of the boundaries is 

reproduced properly. Thus, there must be at least 5–10 grid points within the interfacial regions to 

maintain numerical stability and only very small systems are feasible when using a uniform grid 

spacing. In this model, the interfacial width is considered as a numerical parameter that can be 

modified for numerical reasons without affecting other system properties, such as interfacial energy, 

diffusion behaviour or bulk thermodynamic properties (‘thin interface’ model). [8] It follows from 

equation (4.8) that multiplication of ASp and κxM with a same factor will not affect the liquid – liquid 

interfacial width. Due to equation (4.7), however, multiplying ASp and κxM with a same factor will 

adjust the liquid - liquid interfacial energy. A similar line of reasoning can be made for the solid-liquid 

interfaces with the parameters W and κ. 

Microstructural evolution is driven by the minimization of the total Gibbs energy. The temporal and 

spatial evolution of the conserved field xM is governed by the following mass balance equation 

𝜕𝑥𝑀

𝜕𝑡
 = ∇ ∙ [𝑀 ∇ [(1 − ℎ(𝜙))𝑓′

𝐿𝑖𝑞𝑢𝑖𝑑
(𝑥𝑀) + ℎ(𝜙)𝑓′

𝑆𝑜𝑙𝑖𝑑
(𝑥𝑀) − 𝜅𝑥𝑀

∇2𝑥𝑀]] (4.13) 

The coefficient M (m5/ (J s)) relates to the interdiffusion coefficient D13, as defined in Fick’s law, 𝐽𝑀 =

−𝐷∇𝑥𝑀, of the liquid as 

𝐷 = 𝐴𝑆𝑝𝑀 (4.14) 

For every 100th time step, a random noise term from a normal distribution with mean 0 and standard 

deviation 0.001, was added to initiate spinodal decomposition. The evolution of the non-conserved 

phase field variable  is governed by the following equation [13] 

𝜕𝜙

𝜕𝑡
= −𝐿

𝛿𝐹

𝛿𝜙
= −𝐿[𝑊𝑔′(𝜙) + ℎ′(𝜙)(𝑓𝑆𝑜𝑙𝑖𝑑 − 𝑓𝐿𝑖𝑞𝑢𝑖𝑑) − 𝜅𝜙∇2𝜙] (4.15) 

L is the kinetic coefficient related to the velocity at which atoms can hop over an interface.  

The values of the parameters in the evolution equations were linked with physical system properties, 

such as diffusion coefficients, interfacial energies and initial supersaturation of the slag. However, as 

                                                           
13 Note that this means that a volume- or number-fixed frame of reference was used. 
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this study investigates a model system, the values of the properties are chosen as typical orders of 

magnitudes. Nonetheless, some compromises have been made to obtain higher calculation speed, 

while retaining numerical stability.  

4.3. Numerical implementation 

All data processing was performed using a commercial software package (MATLAB 7.12 (R2011a), 

The MathWorks Inc., Natick, MA, 2013) [1]. The kinetic equations are solved numerically with the 

semi-implicit Fourier spectral method [15] The benefits of this method are its implicit treatment of 

the Laplacian, hereby eliminating the need of solving a large system of coupled equations, and a 

better numerical stability, allowing larger time steps compared to the completely explicit treatment. 

Limitations of the method are the inherent periodic boundary conditions and the fact that the values 

of the gradient energy parameters and kinetic parameters have to be constant. 

In practice, a Fast Fourier Transform (FFT) algorithm was used in the implementation, as this has an 

efficiency of the order of N log2N (with N the system size) instead of an order of N² which is associated 

with a normal Discrete FT. This better efficiency is grace to the recursively breaking down of the 

Fourier Transforms using the periodicity and symmetry characteristic in the sine and cosine functions. 

This has the wonderful advantage of a very fast transformation. 

An alternative solution method was also implemented, for this a finite difference method with a five-

point stencil was used. Because at first, the finite difference results were intended to be compared 

to the results obtained with the semi-implicit Fourier spectral method, periodic boundaries were 

implemented with the use of sparse matrices. However, no real simulation were performed with this 

implementation, because numerical stability restrictions for finite difference implementations are far 

stricter (∆t/(∆x)² < 1/4) and thus the time step must be much smaller. In this case the time step should 

be taken 1010 times smaller for numerical stability and thus the simulations with these parameters 

would not consider the same phenomena as the simulations with the semi-implicit Fourier spectral 

method. 

Typical computation times on an Intel® Core™ i7-3610QM CPU @ 2.30GHz processor with 8Gb RAM 

ranged from 2h to 4h for a system size of [256 256 1] and a simulation time of 106 time steps and 

from 10h to 13h for a system size of [512 512 1] and a simulation time of 106 time steps. 

4.4. Post-processing 

The results of a simulation are stored in arrays with the same size as the system and the values within 

these arrays lie between 0 and 1, representing xM on the one hand and  on the other hand. These 

arrays are stored at several time-steps throughout the simulations, to be able to investigate the 

evolution of the composition and phase field. To quantify the results, the total metal fraction, the 

area of metallic phase attached to a particle and the fraction of metallic phase attached to the 

particle were determined from the simulated microstructures as a function of time.  

The total metal fraction is defined as the ratio between the total area of all droplets divided by the 

total area of supersaturated liquid: 

𝑓𝑚𝑒𝑡𝑎𝑙 =
𝐴𝑚𝑒𝑡𝑎𝑙

𝐴𝑚𝑎𝑡𝑟𝑖𝑥,𝑡=0
=

𝐴𝑚𝑒𝑡𝑎𝑙

𝐴𝑠𝑦𝑠𝑡𝑒𝑚 − 𝐴𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒,𝑡=0
 (4.16) 

Thus, the area occupied by the particle at time step zero is subtracted from the total system size for 

the denominator (equation (4.16)). A metal droplet is defined as the connected domain for which 

0.71< xM - ∙xS holds. This value of 0.71 was not chosen arbitrarily, but after verification of the model 
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in the equilibrium system (at 50∙106 time steps) without a particle for several initial supersaturations. 

This threshold provided values of metallic fractions which differed minimally (the difference between 

the actual and predicted fraction was 0.0007 for xi = 0.61, 0.0001 for xi = 0.63 and 0.0007 for xi = 0.65) 

with the prediction by the lever rule14, which also accounted for the Gibbs-Thomson effect.  

The predicted metal fraction was calculated with the lever rule considering equilibrium values of the 

phases for which the influence of interfaces on equilibrium (i.e. the interface curvature) was taken 

into account. This influence of the interface curvature is called the Gibbs-Thomson effect and was 

evaluated with a molar volume of 10-5 m³/mol [17] at 1500 K [18]. The Gibbs–Thomson effect 

modifies the solubility limits given by equilibrium thermodynamics (phase diagram) [19] because the 

curved interface raises the free energy of the precipitate phase relative to the free energy of a planar 

interface with an amount of ∆𝐺𝛾 = 2𝛾𝑉𝑚/𝑟. Where γ is the interfacial energy between the matrix 

phase α and the spherical β precipitates, with radius r and molar volume Vm. [17] The influence of 

this Gibbs-Thomson effect on the solubility limits is illustrated in Figure 4.2. 

 

Figure 4.2 The effect of interface curvature on the free energy and thus on the solubility 

The corrected solubility limit of B atoms in the α matrix becomes [19] 

𝑥𝑟 = 𝑥∞𝑒𝑥𝑝 (
2𝛾𝑉𝑚
𝑟𝑅𝑇

) (4.17) 

This correction, however, does not apply to a compound β phase (e.g. AXBy), as does the following 

equation 

2𝛾𝑉𝑚
𝑟𝑅𝑇

= (1 − 𝑥𝑝) ln (
1 − 𝑥𝑟

1 − 𝑥∞
) + 𝑥𝑝ln (

𝑥𝑟

𝑥∞
) (4.18) 

                                                           
14 The relative amounts (as fraction or as percentage) of the phases present at equilibrium can be computed 

from a phase diagram with the lever rule. First, the tie line is constructed across the two-phase region at the 

temperature of the alloy, then the overall alloy composition is located on the tie line. The fraction of one phase 

is computed by taking the length of the tie line from the overall alloy composition to the phase boundary for 

the other phase, and dividing this by the total tie line length. [16] 
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Where xp represents the mole fraction of B in the 𝛽 phase and equals y/(x+y). This equation simplifies 

to (4.17) whenever the mole fraction of the B atoms is 1. [19] Note that the Gibbs-Thomson effect 

with the used parameters (molar volume of 10-5 m³/mol [17] at 1500 K [18]) has only a limited 

influence on the equilibrium composition of the non-curved phase.  

To investigate the attachment of the droplets to the solid particle, the droplet (defined as 0.71< xM - 

∙xS) was enlarged with 2 grid point layers around the droplet and the particle (defined as 0.5 < ) 

with 3 grid point layers. When these extended domains overlap, the droplets are considered to be 

‘attached’.  

 

Figure 4.3 Illustration of the way to determine the attachment of a metallic droplet (red) to a solid particle (blue). The 

black (or orange) edge around the particle (or droplet) represents the 3 (or 2) extra grid point layers. When these extra 

layers overlap, the droplet is considered as ‘attached’, which is shown as the green area. 

The total area of the attached droplets is determined as the number of grid points located within 

attached droplets and multiplied by Δx². The fraction of attached metal is defined as the ratio of the 

total area of the attached droplets to the total area of metal droplets in the system (equation (4.19)).  

𝑓𝑎𝑡𝑡𝑎𝑐ℎ𝑒𝑑 𝑚𝑒𝑡𝑎𝑙 =
𝐴𝑎𝑡𝑡𝑎𝑐ℎ𝑒𝑑 𝑚𝑒𝑡𝑎𝑙

𝐴𝑚𝑒𝑡𝑎𝑙 𝑡𝑜𝑡𝑎𝑙
 (4.19) 

To illustrate the results, colour plots were made of xM - ∙xS. This is done to make the particle more 

visible (blue on the right-hand side of Figure 4.4), as just plotting xS could make it hard in certain 

situations to distinguish the solid particle from the supersaturated liquid oxide. In these plots, the 

metal droplets are represented by a red colour and the slag phase by a green colour.  

 

Figure 4.4 Illustration of value of field variables in the simulations (on the right) to correspond to the experimental 

situation (left) 
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Moreover, contour plots of xM - ∙xS = 0.71 were obtained at different times during the simulations, 

to illustrate the evolution of the microstructure. Contact angles (in °) and contact lengths (in pixels) 

were measured on contour plots at the final time step with a software program (ImageJ 1.47v, 

Rasband WS. ImageJ, U.S. National Institutes of Health, Bethesda, Maryland, USA) .  

4.5. Accuracy and tolerance 

To evaluate the validity of the expressions of the interfacial energies, the Gibbs-Thomson effect was 

also investigated. Several systems of size [256 256 1] with a solid sphere in a liquid matrix were used 

for this purpose. The solid sphere had different 𝑥𝑆-values in the different systems and the liquid 

matrix possessed one of the two equilibrium compositions. The kinetic coefficient was changed into 

L = 0.5 ∙ 10-8 m³/(Js), to obtain a spherical solid particle. The equilibrium composition according to 

Gibbs-Thomson and the values obtained by the simulations are summarized in Table 4.1.  
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𝒙𝑺 
Equilibrium composition 

(with Gibbs-Thomson effect) 
Equilibrium composition 

(from simulation) 
Difference 

0.4 0.4998 0.4956 0.0042 

0.5 0.5002 0.5005 0.0003 

0.6 0.5002 0.5047 0.0046 

0.7 0.5002 0.5081 0.0079 

0.8 0.5002 0.5096 0.0094 

0.9 0.5003 0.5076 0.0073 
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𝒙𝑺 
Equilibrium composition 

(with Gibbs-Thomson effect) 
Equilibrium composition 

(from simulation) 
Difference 

0.4 0.9786 0.9772 0.0015 

0.5 0.9791 0.9770 0.0021 

0.6 0.9794 0.9712 0.0082 

0.7 0.9796 0.9705 0.0090 

0.8 0.9796 0.9728 0.0069 

0.9 0.9796 0.9768 0.0028 
Table 4.1 The equilibrium composition according to Gibbs-Thomson and the values obtained by the simulations for 

several xS-values 

The presented model is employed for the study of growth of metal droplets in the presence of a non-

reactive solid particle. Several simulations (xi = 0.63; xS = 0.50; 0.60; 0.70; 0.80 in a system with size 

[256 256 1]) were performed four times to investigate the spread on the results. The average and 

standard deviation of the results at the last time step can be found in Table 4.2.  

 𝒙𝑺 = 𝟎. 𝟓𝟎 𝒙𝑺 = 𝟎. 𝟔𝟎 𝒙𝑺 = 𝟎. 𝟕𝟎 𝒙𝑺 = 𝟎. 𝟖𝟎 

Fraction metallic phase in the 

system 
0.264 ± 0.001 0.263 ± 0.0003 0.261 ± 0.0002 0.268 ± 0.0003 

Area of metal attached to solid 
5.13 10-11 

± 6.53 10-11 

1.19 10-10 

± 1.07 10-11 

7.55 10-11  

± 6.82 10-12 

2.33 10-10  

± 3.95 10-12 

Fraction of metal attached to 

solid 
0.202 ± 0.257 0.466 ± 0.042 0.298 ± 0.027 0.898 ± 0.014 

Table 4.2 Average values and standard deviations of the results at the last time step of 4 simulations for each xS-value 

for xi=0.63 

Standard deviations for the fraction metallic phase were generally three orders of magnitude smaller 

than the average value and those of the area and fraction attached metal are both at least one order 

of magnitude smaller than the average value. It is clear that the amount of attached metal varies a 
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lot in the case of xS =0.50. This is reflected in a standard deviation larger than the average value and 

is in contrast with the expectation that the metal does not attach itself to the solid for this xS-value. 

The latter is indeed the case for 3 out of the 4 simulations. An extension of the simulation time for 

the simulation with the attached droplets showed that the droplets detach from the particle again 

and indicates that the droplets were attached to the particle by coincidence. Despite the fact that 

this result is clearly related to a statistical spread in the obtained results and the arbitrary choice of 

the simulation time, it was decided to include it with the other obtained simulation results. The 

particle probably hindered the droplets in their growth and therefore the droplets gave the 

impression to be attached. 

The graphs in the results section display error bars corresponding to the abovementioned standard 

deviations. This value is only significant when wetting occurs. Thus, if wetting occurs, the maximum 

value of the standard deviation for every wetting regime was plotted. 

Furthermore, at the considered time, the amount of attached metal for xi = 0.63 and xS = 0.70 is lower 

than that for xi = 0.63 and xS = 0.60. For xS = 0.60, the droplets are not attached to the particle from 

the start, but are attracted towards the particle. However, the amount of attached metal levels off 

once several droplets are attached to the particle. In contrast, for the case of xS = 0.70, the droplets 

grow directly on the sides of the particle and steadily grow, yielding a continuous increase in attached 

metal. After extension of the simulation time, the correct sequence (more attached metal for xS = 

0.70) was found. These observations indicate some statistical spread in the simulations and 

demonstrate the arbitrary nature of the simulation time chosen as 106. 

The interface widths were measured as the length over which the parameter changed from the one 

equilibrium value to the other using a close-up of the interface. The width of the solid-liquid interface 

was approximately 8 grid points, which corresponds well with the predicted value. However, the 

liquid-liquid interface width was approximately 20 grid points, which is much larger than predicted. 

This could find its origin in the fact that xM varies between the two equilibrium values across the solid-

liquid interface. This variation is taken into account in the solid-liquid interfacial energy expression 

(equation (4.11)), but not in the expression for the interfacial width. 

4.6. Extra information on phenomena playing a role  

4.6.1. Spinodal decomposition  

Whenever a miscibility gap is present in a phase diagram (denoted by the binodal), such as in Figure 

4.5 (a), any homogeneous solution that is cooled into this gap will tend to decompose into A-rich and 

B-rich regions with a net reduction of the free energy. Two mechanisms are possible to form the two 

equilibrium phases starting from an initial solution within the miscibility gap: the classical nucleation 

and growth or spinodal decomposition. The former is, according to Gibbs, large in degree but small 

in extent and the latter is infinitesimal in degree but large in extent. E.g. for nucleation and growth, 

large compositional fluctuations are required before phase separation can take place at a limited 

number of positions. I.e. nucleation and growth require a certain nucleus to achieve the composition 

corresponding to the equilibrium composition of the precipitated phase. This nucleus should be 

larger than a certain critical size and thus, this only takes place at a small number of places. Whereas, 

in spinodal decomposition, a small composition fluctuation spreads over a large volume and the 

phase is unstable to this fluctuation, thus, there is no barrier (other than a diffusional one) for a 

continuous transformation to a more stable phase. [7] 
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Figure 4.5 (a) A phase diagram with a miscibility gap and the chemical spinodal curve with (b) the corresponding free 

energy curve as a function of composition at temperature T2 (adapted from [17]) 

When spinodal decomposition takes place, the compositional fluctuations are small in amplitude at 

first but then grow with time to form identifiable precipitates of equilibrium composition, as 

illustrated in Figure 4.6. In nucleation and growth, on the other hand, a sharp interface instantly 

appears between the parent and product phases. Moreover, the precipitate reaches the equilibrium 

composition immediately and this remains the case for all stages of its existence.  

 

Figure 4.6 Evolution of the phase separation in spinodal decomposition and in nucleation and growth. The black arrows 

indicate the diffusional direction 
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Gibbs found that a necessary condition for a phase to be stable to such a fluctuation is that the 

chemical potential of each component should increase with increasing density of that component. 

E.g. for a binary system: ∂²G/∂xB² > 0. Thus spinodal decomposition can occur when the Gibbs energy 

has a convex part (where ∂²G(xB)/∂xB² < 0, as shown in Figure 4.5 (b)). [7] Thus spinodal 

decomposition involves uphill diffusion whereas nucleation and growth occurs with diffusion down 

the concentration gradient. The rate of spinodal decomposition is controlled by the interdiffusion 

coefficient, which is negative when ∂²G(xB)/∂xB² < 0.  

The equilibrium phase compositions are those corresponding to the free energy minima. Regions of 

negative curvature (∂²G(xB)/∂xB² <0) lie within the inflection points of the curve (∂²G(xB)/∂xB² = 0 ) 

which are called the spinodes (marked as S1 and S2). For a composition within the spinodal regions, 

local demixing, caused by an infinitesimal compositional perturbation, results in a lower energy. 

Phase separation occurs uniformly. This is in contrast with growth from discrete nucleation sites 

usually observed for phase transitions and demixing at compositions outside the spinodal region, but 

within the miscibility gap in Figure 4.5. At the beginning of spinodal decomposition, the 

microstructures are very fine, but in time, the microstructures coarsen through diffusion to reduce 

the amount of interface. [17] 

These two mechanisms are compatible and the mechanism of nucleation approaches the mechanism 

of spinodal decomposition continuously as the spinodal is approached. There is no nucleation barrier 

when the solution is unstable to infinitesimal fluctuations, but that does not mean that 

decomposition will proceed by a spinodal mechanism. Within the unstable part of the phase diagram, 

sufficiently near the limit of metastability such a mechanism will be slower than a nucleation and 

growth mechanism whose rate need not vanish at the limit. [7] 

Initially, some controversy was present about the absence of surface tension in the theories of 

spinodal decomposition, but within the spinodal the solution is not unstable to fluctuations which 

form small droplets, but unstable to long range fluctuations, which are sufficiently large in extent 

that the surface tension contributions are always smaller than the volume energy contributions. To 

distinguish both mechanisms experimentally, it is best to bear in mind that spinodal decomposition 

should possess the following properties: it should occur everywhere within a sample, except that 

near a structural imperfection the rate or mechanism may be different. [7] 

4.6.2. Ostwald ripening 

This phenomenon is a direct consequence of the Gibbs-Thomson effect and appears in systems with 

a second phase with several sizes situated within a matrix. The larger particles or droplets will grow 

and the smaller ones will disappear in time, as illustrated in Figure 4.7. This takes place due to the 

fact that the chemical potential of the matrix is influenced by the radius of the second phase droplets 

or particles. Thus two droplets or particles with different radii will result in a difference in the 

chemical potential of the matrix phase surrounding these droplets or particles. Moreover, because 

the Gibbs free energy depends inversely on the radius, the smaller particles have a larger energy and 

also give rise to an apparent higher solubility. Thus, the smaller particles dissolve into the matrix with 

a higher solubility and this dissolved solute is then redeposited onto larger particles or droplets, 

because the solubility in the matrix surrounding these larger particles or droplets is smaller.  
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Figure 4.7 Illustration of Ostwald ripening (left) and coalescence (right) 

Aside from Ostwald ripening, particles and droplets can also grow due to coalescence (shown on the 

right hand side of Figure 4.7). Coalescence is the merging of two particles or droplets, which lowers 

the interface area and thus the energy of the system. 

4.6.3. Interfacial energies 

4.6.3.1. Interfacial energy vs. stress 

Interfacial energy expresses itself in such a way that the surface of a liquid surrounded by a vapour 

phase behaves like a membrane under tension. The terms surface energy and surface stress are 

usually used interchangeably. These two values, however, do not always represent the same 

quantity. Therefore, the thermodynamic and mechanical definitions of both quantities, respectively, 

are given and some of the most used expressions for these quantities will be given as well. [20,21] 

The surface energy γij in J/m² is the excess energy of molecules at interfaces with respect to the bulk 

cohesive energy or the energy cost to create more free surface, owing to the disruption of the 

intermolecular forces of attraction in a condensed phase when a surface is created from the bulk. 

[22] The surface stress Γij in N/m is the mechanical work required to create an additional surface area 

divided by this area. It is also the force per unit length acting along an interface aiming to shrink the 

interfacial area. [20,21]  

For situations where the liquid is the condensed phase, i.e. liquid-gas or liquid-liquid interfaces 

without any surfactants, both quantities are equal and are unified into a single name as the surface 

tension. In a solid, however, the surface energy depends on the strain in the bulk and gives an extra 

elastic contribution to the surface stress. This is shown in the Shuttleworth equation: [20,21]  

Γ𝑖𝑗 = 𝛾𝑖𝑗 +
𝜕𝛾𝑖𝑗

𝜕휀
 (4.20) 

Where  is the bulk strain parallel to the interface. Thus, if there is no strain in the bulk, the interface 

stress and the interface energy are equal. [21]  

Note that the Laplace pressure (used to obtain equations (4.17) and (4.18)) on a curved interface is 

actually proportional to surface stress and not surface free energy. It is the pressure increase upon 

crossing an interface with a mean curvature  between two fluids with an interfacial stress Γ:  

∆𝑝𝐿 = 2𝜅Γ (4.21) 

Wetting ability or wettability between a liquid phase in contact with a solid surface is the ability of 

bonding or adherence between both phases at the point of interfacial contact. The degree of contact 

between the liquid and the solid surface is determined by the resultant of adhesive and cohesive 

forces which finds its primary cause in the intermolecular interactions between solid and liquid. In 

case of strong adherence or wetting, the liquid will spread over the surface of the solid, whereas the 

liquid drop balls up to avoid as much contact as possible in case of non-wetting. The degree of wetting 

contact is quantified through the contact angle formed at the S/L interface. The contact angle is 
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inversely related to the degree of wetting. Thus strong wettability implies a low contact angle 

(between 0° and 90°), whereas weak or low wettability will result in a contact angle larger than 90° 

(Figure 4.8). [23] 

 

     Complete wetting       High wettability           Low wettability       No wetting 

Figure 4.8 Illustration of different wettability regimes 

Young’s equation defines the equilibrium value of the contact angle for a flat, undeformable, 

perfectly smooth and chemically homogeneous solid surface in contact with a non-reactive liquid in 

the presence of a vapour phase. The usual equation was adapted for the system in this dissertation, 

i.e. a metal droplet (LM) on top of a solid (S) surrounded by a liquid oxide phase (LO):  

cos휃 =
𝛾𝑆𝐿𝑂 − 𝛾𝑆𝐿𝑀

𝛾𝐿𝑂𝐿𝑀
 (4.22) 

This equation only involves surface energies. The usual accompanying explanation, however, is based 

on a mechanical equilibrium of forces is shown on the left hand side of Figure 4.9 and is incomplete 

as there is no vertical or torque balance and thus, no complete mechanical equilibrium. Moreover, it 

is not clear which force is pulling on what, i.e. the subsystem is not clearly defined. The right hand 

side of the figure shows a liquid wedge as a subsystem which is in perfect mechanical equilibrium. 

The solid exerts a purely normal force on the liquid, which near the contact line has a strength Γsinθ. 

[20] Another possibility is defining a control volume, as shown in Figure 4.10. 

 
Figure 4.9 illustration of (in)correct use of force balances in a three-phase equilibrium 
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Figure 4.10 Stresses acting on a circular control volume situated around the contact line. Note that for solids generally 

γSX ≠ ΓSX and thus there exists an imbalance of the interfacial stresses in both the normal and the tangential directions. 

This imbalance is counteracted by elastic stresses in the solid, along the thick grey dashed line. [20] 

Note that the equilibrium contact angle in equation (4.22) does not involve the surface stresses of 

the solid, but the surface energies. This is not inconsistent with Figure 4.10 because Young’s equation 

represents an equilibrium (i.e. minimal free energy from a thermodynamic perspective and a force 

balance from a mechanical perspective) inside the liquid alone and thus requires a different control 

volume that does not include the solid. As a consequence, the surface stresses in Figure 4.10 do not 

balance in the direction perpendicular to the solid. [20] 

Young’s equation illustrates that the contact angle results from the competition between two types 

of forces: cohesion and adhesion forces. Thus, depending on the relative values of the S/L and L/L 

interactions, different contact angles can be obtained, as listed in Table 4.3.  

S/L interaction 

L/L interaction 
Weak Strong 

Weak 
High wettability 

(0° ≤ θ ≤ 90°) 

Perfect wetting 

(θ = 0°) 

Strong 
Low wettability 

(90° ≤ θ ≤ 180°) 

High wettability 

(0° ≤ θ ≤ 90°) 

Table 4.3 Different wettability regimes according to the strength of S/L and L/L interactions [24] 

It is obvious that good wetting does not necessarily mean a thermodynamically strong interface, but 

rather that the interfacial bond is energetically nearly as strong as the cohesion bond of the liquid 

itself. [24] Thus the values of the interfacial energies relative to one another determine the 

wettability regime and not the absolute values of the interfacial energies on their own. The 

equilibrium contact angle is thus a unique characteristic for each particular combination of materials. 

4.6.3.2. Non-reactive wetting 

Pure metal/oxide interfacial energies are characterized by weak Van der Waals and electronic 

interactions and thus, the contact angle in these systems are typically larger than 90°. Ceramic/metal 

interfaces are expected to have higher energies than ceramic/gas or metal interfaces because of 

chemical and structural incompatibilities at the interface. In non-reactive systems, chemical reactions 

between the metal M and ceramic M’On such as M + M’On = MOm + M’ + 2(n-m)O2 do not occur to 

any significant extent. [25] 
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However, surface active species such as oxygen, sulphur or other elements of group VI, present at 

ppm levels in the bulk materials may have profound effects on the surface tension of the metal and 

its bonding to the ceramic. Because most metals will form oxides even at very low oxygen potentials. 

Oxygen dissolved in the metal adsorbs at the interfaces with liquid metal, leading to improved 

wetting with contact angles as low as 70°. At the surface of the liquid metal, the adsorption of oxygen 

(or other group VI elements) leads to the formation of clusters of stoichiometry MpO. Aside from the 

metalloids such as oxygen, alloying additions are also dissolved in the metal. They do not lead to 

reactions with the ceramic or the metal with the concomitant formation of bulk phases (whether this 

occurs or not is clearly determined by the chemical potential of the solutes). Solutes that are most 

effective in decreasing the surface tension of the solvent typically exhibit surface tensions smaller 

than the solvent and larger atomic radii. Segregation of the alloying element at the liquid 

metal/ceramic interface will decrease the interfacial tension and, hence, the contact angle. [25] 

The roughness of the ceramic increases the apparent contact angle and may lead to the formation of 

composite surfaces that are not fully penetrated by the metal, because Young’s equation assumes a 

flat substrate. [25] The equation will still be valid locally on a rough or contaminated surface, 

however. The observed contact angle may depend on whether the liquid is advancing or receding on 

the surface, this phenomenon is called “contact angle hysteresis”. A liquid typically advances on a 

previously dry surface and recedes on a previously wet surface. Thus, if by a chemical reaction or 

absorption, the solid substrate has been altered due to previous contact with the liquid, this can 

produce time-dependent contact angles. 

The Young equation can be derived from the minimization of the free energy of the system when 

considering the displacement of the triple line parallel to the solid interface ((a) in Figure 4.11) and 

thus the contact angle obtained in this way corresponds to a metastable equilibrium configuration.  

 

Figure 4.11 The geometry of a liquid drop on an isotropic solid depends on the contact time;  

(a) initially the solid is rigid allowing the 1D horizontal junction motion to give the metastable contact angle; (b) 

subsequently a small ridge will form that obeys the 2D junction equilibrium; (c) growth of the perturbation will eventually 

yield total equilibrium [26] 

Whenever the solid deforms, the triple line also moves in other directions. Thus the full description 

would require three dihedral angles (θ1 between the LO-LM interface and the S-LM interface; θ2 

between the LO-LM interface and the S-LO interface; θ3 between the S-LO interface and the S-LM 

interface) which sum up to 360° and moreover are linked to the interfacial energies by Smith’s 

relationship:  
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𝛾𝑆𝐿𝑂

sin휃1
=

𝛾𝑆𝐿𝑀

sin 휃2
=

𝛾𝐿𝑂𝐿𝑀

sin휃3
 (4.23) 

This equation describes a configuration corresponding to local equilibrium. Saiz et al. [26] 

investigated the ridging effects when a substrate is not perfectly rigid and inert. The system was 

investigated at high experimental temperatures and thus, some local diffusion or solution-

precipitation will probably be present and a small ridge will develop eventually at the triple junction. 

To obtain complete equilibrium (Figure 4.11(c)), the ridge propagates. When a ridge is present, 

distinction should be made between the macroscopically measured contact angle and the 

microscopic angle determined by equilibrium according to (4.23). A solid can be approximated as 

rigid and insoluble at low temperatures, because the vertical component of the surface tension can 

be resisted by very small elastic distortions of the solid.  

The system can behave in three different ways: spreading, absorption or a combination of both. In a 

spreading reaction, a temperature increase causes the contact angle (CA) to decrease but the base 

diameter (BD) increases. In the absorption regime, the base diameter decreases and in the case of 

an ideal process, the contact angle remains practically constant. Both spreading and absorption are 

shown in Figure 4.12. 

 
Figure 4.12 Schematic representation of spreading (at the top) and absorption (at the bottom) when the temperature 

increases from left to right 

In conclusion, for a non-reactive and non-wetting pure metal on an oxide, improved wetting can be 

achieved either by adsorption at the metal/oxide interface of oxygen supplied by a gas with a 

controlled pO2 or by introducing certain specific alloying elements modifying in situ the interface. [24] 

When the concentrations of one of the solutes, oxygen or metal, exceed the solubility limits, 

precipitation of new phases may occur in the liquid metal or at the metal/ceramic interface. 

Controlled precipitation of a selected compound at the metal/ceramic interface or surface 

modification of the ceramic to produce this phase upon contact with the liquid metal may improve 

wetting considerably if the liquid metal wets this phase. This is called reactive wetting. [25]  

4.6.3.3. Reactive wetting 

It is clear that in the case investigated here (alloys on spinel substrates), chemical interactions can be 

present. Thus, the system under consideration is in such a case dynamic and the time dependency of 

the contact angle measurement becomes very important. Chemical reactions lie at the base of 

reactive wetting and even spreading can occur after a certain period of time, because reactive 

wetting can have a large influence in the control of spreading wetting. [23] 
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For metal (M) on oxide (AnOm) systems at high temperatures, there is always some dissolution of the 

oxide in the liquid metal, but sometimes it is unclear to what extent this reactivity can affect the 

wettability. Reactive or not, the systems will initially present the dissolution of the oxide in the metal. 

The fraction of oxygen in the metal can then be regarded as the reactivity, because a mole fraction 

of dissolved oxygen larger than the solubility limit of oxygen in M results in the precipitation of MpOq 

oxides. Eustathopoulos and Drevet [24] plotted the contact angles of several metal/oxide systems as 

a function of this fraction of oxygen in the metal, called XO, as illustrated in Figure 4.13.  

 

Figure 4.13 Experimental contact angles for pure liquid metal/oxide systems (taken form the references given in the 

Figure) versus calculated values of the molar fraction of oxygen in the liquid caused by dissolution of the oxide [24] 

They then divided the pure metal/oxide systems into three categories. For the molar fraction of 

oxygen dissolved in the liquid metal coming from the oxide = XO < 10-6, all theta values (except that 

of Sb/Al2O3) lie between 110 and 140° and are considered to be non-reactive regarding wettability. 

Weak physical metal/oxide interactions are localized at a sharp interface and result in work of 

adhesion values smaller than the work of cohesion of the metal. The wetting in these systems is also 

frequently categorized as ‘dissolutive wetting’, as the solid dissolves into the liquid, which leads to 

an increase of the base diameter and a decrease of the apparent/ visible contact angle. Within this 

category, two subcategories can be distinguished with dissolution-insensitive interfacial tensions on 

the one hand (only a change in the position of the triple line is observed) and dissolution-sensitive 

interfacial tensions on the other hand (observation of dissolution of a tension-active species able to 

decrease significantly the interfacial tensions). [24] 

The contact angle decreases steeply and tends towards zero as reactivity increases. This reactivity 

first consists of dissolution reactions, just as for the dissolutive wetting systems, and then of reactions 

to form new phases at the interface. For XO > 10-5, dissolved oxygen and metal atoms from the oxide 

can produce significant improvements in wetting by forming 2D adsorption layers (with a typical 
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thickness of 1nm) at the metal/oxide interface, but that do not react to form a new phase. These 

adsorption layers can lead to contact angles lower than 90° but usually above 60°. Even lower contact 

angles can be achieved by metals that react with the oxide forming 3D compounds at the interface 

which are, at least partially, metallic in their bonding characteristics. This will promote wetting if the 

3D compound is more wettable than the initial substrate. [24] 

They also concluded that the interfacial metal–oxide bond energy is mainly due to physical 

interactions, as they found a correlation between the work of adhesion of pure metals on alumina 

and the liquid metal–vapour surface energy (Wa ≅ 0.4σLV). Any major deviation of Wa from this value 

due to physical interactions would result from the development of chemical interactions at an 

interface of increased thickness, due to a chemical modification of metal and oxide phases in the 

vicinity of the initial interface. Although these conclusions were drawn from results of metal–alumina 

couples, there is evidence that they also hold true for other metal–ionocovalent oxide systems. [24] 
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5. Simulation set-up 

The simulations with the binary two-phase model allowed evaluating several parameters on the 

attachment of metallic droplets to solid particles as a function of time. The results were published in 

three journal papers [1–3]. Which paper covered which influence is summarized in Table 5.1. 

Publication Investigated influence Varied parameter 

[1] The solid-liquid interfacial energies xS 

[1] The initial slag composition xi 

[2] The particle fraction System size with same particle size 

[2] The particle perimeter per area Particle aspect ratio 

[2] The particle shape, size and distribution Particle configuration at time step 0 

[3] The origin of the interaction Initialization method 

Table 5.1 List of investigated parameters in the publications in the following chapters 

5.1. Constant parameters 

The values of the parameters in the evolution equations are linked with physical system properties, 

such as diffusion coefficients and interfacial energies. In this study, a model system is considered. For 

most parameters, a typical order of magnitude was chosen, but some compromises were needed to 

limit the computation time, as explained below for each parameter. The model parameters are listed 

in Table 5.2.  

Symbol Description Value(s) 

N System size [256 256 1] grid points 

Δx Grid spacing (4 ⁄√10)∙10-7 m 

Δt Time steps spacing 10-4 s 

xeq,LO 
Oxidic equilibrium composition of free energy curve of spinodal 

decomposition 
0.50 

xeq,LM 
Metallic equilibrium composition of free energy curve of spinodal 

decomposition 
0.98 

ASp Curvature of free energy curve of spinodal decomposition 4∙108 J/m³ 

AS Curvature of free energy curve of solid 20∙108 J/m³ 

W Depth of the double well function 15∙106 J/m³ 

𝜿𝝓  Gradient energy coefficient for the solid-liquid interfaces (15/8) 106 J/m 

L Kinetic coefficient for the evolution of 𝜙 10-30 m³/(J s) 

Linitial 
Kinetic coefficient for the evolution of 𝜙 for the first 1000 time 

steps 
10-7 m³/(J s) 

𝜿𝒙𝑴
 Gradient energy coefficient for the liquid-liquid interfaces 6∙10-6 J/m 

M Mobility coefficient of the metal 10-19 m5/(J s) 

Table 5.2 Values and descriptions of several constant parameters in the model 

This work focusses on some of the possible affecting parameters. Therefore, the obtained results are 

primarily of theoretical importance. One of the differences with industrial practice is found in the 

fact that the industrial metal fractions are of the order of 5%, whereas in this study fractions ranged 

from 10 to 31%. Moreover, the interfacial energy is also affected by system parameters such as 

temperature and chemical composition, which were considered constant in this study.  
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Figure 5.1 displays the free energy curves of the liquid and solid phases. To avoid compositional 

changes in the solid phase during the initial stage of the simulation, the free energy curve of the solid 

was made five times steeper than the curve of the liquid phase. 

 
Figure 5.1 Free energy curves of the liquid (spinodal) and solid phases as a function of the mole fraction of metal M (here, 

for a solid phase with a fixed mole fraction of 0.70) 

If the initial saturation of the solution was chosen between the inflection points of the liquid curve 

(where 𝜕2𝐺 𝜕𝑥𝑀
2⁄ < 0) [4], namely: 0.60 ˂ xi < 0.88, the metal droplets will form through spinodal 

decomposition of the supersaturated slag, due to the added noise. Spinodal decomposition provides 

an easy way to initialize the metal droplet formation. Since it is not known whether the metal 

droplets in slags form through spinodal decomposition in reality, the physical interpretation of the 

simulations will be limited to the droplet growth. Moreover, the estimates for γS,LO and γS,LM only 

apply after decomposition of the liquid. The maximum of the curve lies at xM = 0.74.  

M is chosen in such a way that the diffusion coefficient D = 4∙10-11 m²/s. According to literature [5,6], 

γLO,LM is of the order of 1 N/m. Furthermore, the interfaces should at least contain five grid points for 

a sufficient resolution of the diffuse transition at interfaces and to reproduce accurately the surface 

energies [7]. With the values mentioned in Table 5.2, the liquid-liquid interfacial energy and the 

interfacial widths possess the following values for all simulations: lLO,LM = 8.0687 grid points, γLO,LM = 

0.9030 N/m and lS,LO = 7.9057 grid points for the interface between solid and liquid oxide and lS,LM = 

7.9057 grid points for the interface between solid and liquid metal. It is assumed that the particle 

does not transform. Therefore, a very small value of the kinetic coefficient L is chosen. The variables 

have sharp steps at the interfaces in the beginning of a simulation. The particle is assumed to not 

react in these simulations, requiring a very small value of L, but a larger value of L is used during the 

first 1000 time steps, allowing the interface to become diffuse (Table 5.2).  

Experimentally observed dimensions [8] of solid particles in slags are of the order of µm. In the 

simulations, the particle size of a single large rectangular particle is taken as 100 by 50 grid points, 

corresponding to 12.65 by 6.32 µm. For a system size of 256 by 256 grid points, corresponding to 

32.38 by 32.38 µm, the particle volume fraction is thus 0.0763. In reality, large variations are found 

(from 2-6 wt% [9] to 25 wt% [8]) for the particle volume fraction. The conditions of the slag 

production are mainly responsible for this variation. These percentages, however, are averages over 

the complete slag phase and we are explicitly interested in regions with more solid particles. These 
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regions were therefore considered in more detail in this doctoral work and thus the simulations also 

deal with larger particle densities than the values averaged over the complete slag phase. 

5.2. Variable parameters in this study 

The reference system has a system size of [256 256 1] grid points (or [32.38 32.38 0.13] nm), with a 

slag with initial supersaturation of xi = 0.63, unless stated otherwise. The reference simulation time 

is 106 time steps. As illustrated previously, xS can be used as a parameter to adapt the interfacial 

energy. Thus, for a given γLO,LM, the contact angle (as defined by Young’s equation: 𝛾𝑆,𝐿𝑂 = 𝛾𝑆,𝐿𝑀 +

𝛾𝐿𝑂,𝐿𝑀 cos 휃) is determined by the xS-value.  

The effects of the solid-liquid interfacial energies and initial slag composition were investigated, as 

well as the effect of the particle density, particle perimeter and particle shape. The particle 

characteristics were investigated in two regimes: low wettability (xS = 0.60; γS,LO = 1.2641; γS,LM = 

2.0260; γLO,LM = 0.903;  = 147.5°) and high wettability (xS = 0.80; γS,LO = 1.6318; γS,LM = 1.3325 ; γLO,LM 

= 0.903;  = 70.6°). Moreover, two initialization methods were compared to acquire information on 

the origin of the interaction. During the latter comparison, real micrographs of the solid spinel 

particles were used to define the solid-liquid assignment of the system.  

5.2.1. Influence of solid-liquid interfacial energy 

Since it is assumed that the solid does not react and its composition is constant, xS can be used as a 

parameter to adapt the interfacial energy. The composition of the solid particle remains constant 

during a single simulation and determines the value of the solid-liquid interfacial energies, as shown 

by equations (4.9) and (4.11). Thus, for a given γLO,LM, this xS-value will determine the contact angle. 

The different interfacial energies determine whether or not wetting will occur, as described by 

Young’s equation (5.1)  

𝛾𝑆,𝐿𝑂 = 𝛾𝑆,𝐿𝑀 + 𝛾𝐿𝑂,𝐿𝑀 cos 휃 (5.1) 

The effect of the xS-value on the solid-liquid interfacial energies and the contact angle is 

demonstrated in Table 5.3. Non-wetting is expected for xS ≤ 0.57, a low wettability corresponding to 

90°≤  ≤ 180° for xS between 0.58 and 0.74, a high wettability corresponding to 0°≤  ≤ 90° for xs 

between 0.74 and 0.90 and full wetting with a non-existing contact angle for xS-values higher than 

0.9.  

xS γS,LO (N/m) γS,LM (N/m) γLO,LM (N/m)  (°) 

0.4 1.2641 4.0093 0.903 / 

0.5 1.2500 2.8140 0.903 / 

0.6 1.2641 2.0260 0.903 147.538 

0.7 1.3631 1.5604 0.903 102.621 

0.74 1.4455 1.4455 0.903 90.000 

0.8 1.6318 1.3325 0.903 70.643 

0.9 2.1551 1.2572 0.903 6.092 

0.95 2.5387 1.2504 0.903 / 

Table 5.3 Variation in xS, the corresponding variation in the interfacial S-L energies and in the contact angle 
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5.2.2. Influence of initial supersaturation 

Industrial metal fractions in slags after decantation are of the order of 5%. According to the lever 

rule, the minimal achievable value of the metal fraction in this model system is 0.211. Therefore, the 

xi-values were kept minimal, but within the spinodal region. Furthermore, for xi > 0.66, metal strands 

are formed instead of droplets in the model system. The following three xi-values were therefore 

considered: 0.61; 0.63 and 0.65. According to the lever rule, the metal fractions are then 0.229, 0.271 

and 0.312, respectively. 

5.2.3. Influence of particle fraction 

Observed dimensions [8] of solid particles in slags are of the order of µm. The particle size of a single 

large rectangular particle is [100 50] grid points, corresponding to [12.65 6.32] µm. By changing the 

system size, two particle densities were considered. In reality, large variations are found: from 2-6 

wt% [9] to 25 wt% [8]. For a system size of [256 256 1], the particle volume fraction is 0.0763. The 

particle volume fraction corresponding to a system size of [512 512 1] is 0.0191.  

5.2.4. Influence of particle perimeter per area 

Several length/width ratios (summarized in Table 5.4) are used to investigate the influence of the 

perimeter per area, while the area of the particle remains constant and has a value of 2400 grid 

points, which corresponds to a particle volume fraction of 0.0366.  

Length (grid points) Width (grid points) Area (A) (grid points ²)  Circumference (P) (grid points) 

50 48 2400 192 

60 40 2400 196 

80 30 2400 216 

160 15 2400 346 

Table 5.4 Variation of the length/width ratio of a rectangular particle and the corresponding variation in perimeter while 

maintaining a constant area 

5.2.5. Influence of particle shape, size and distribution 

The shape, the orientation and the distance between the solids are also investigated, while 

maintaining an approximately constant area and thus volume fraction of solids. The different particle 

characteristics are given in Table 5.5. 

 

 

 

 

 

 

 

 



B. Binary two-phase model 

105 

Description Orientation 
Area (A)  

(grid points ²) 

Circumference (P) 

(grid points) 

1 large rectangle Vertically 5000 296 

4 small 

rectangles 

- Far apart 

- Close together 

- 2 horizontal and 2 vertical, far apart 

- 2 horizontal and 2 vertical, close together 

5000 584 

1 large triangle Point upwards 4900 276 

4 small triangles 
- Far apart 

- Close together 
4900 544 

1 large hexagon 2 sides horizontally 5001 208 

4 small hexagons 
- Far apart 

- Close together 
4972 416 

Experimentally 

relevant particle 
Cavity with channel 5000 492 

Table 5.5 Description of variations in particle characteristics (size and shape) and the corresponding variations in 

perimeter and area 

5.2.6. Investigation of origin of interaction 

The first simulations only considered particles with simplified geometries. These simple 

morphologies approximate the spinel structure, which was observed for the solid particles to which 

the droplets attach in experiments. However, it is possible that the particle shape and distribution 

affect the amount of attached metal. Therefore, in this work the microstructure of the solid particles 

considered in other simulations was constructed based on actual experimental micrographs of these 

solid particles. In order to do this, the micrographs in the left hand side of Figure 5.2 were used as 

input for the ‘imread’ command in Matlab, turning every pixel of the photograph into a greyscale 

value. The micrographs are named photo 1 – 4 starting in the upper left corner to the lower right 

corner.  

 

Figure 5.2 Left: SEM micrograph of experimentally obtained microstructure of solid oxide particles in a slag that was 

quenched to 'freeze' its high temperature condition [10]; Right: Black-and-white pictures that were used as initialization 

for the solid particles (white:  = 1) within a liquid phase (black:  = 0) 

The edge with SEM information is then cut off, the pixels with a greyscale value above a certain 

threshold are treated as solid phase ( = 1) and the array containing these zeros and ones is then 

rescaled to the system size N in each dimension. The threshold value to which the greyscale values 
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are compared is obtained by trial-and-error and can depend on the type of micrographs and the 

settings used to obtain them. For these SEM micrographs, a threshold value of 140 gave good results. 

This yielded the black-and-white figures in the right-hand side of Figure 5.2, where white represents 

the solid ( = 1) and black the liquid ( = 0). The corresponding particle fractions (defined by the area 

of all particles divided by the total system size, which is 65536 grid points for all cases) are tabulated 

in Table 5.6. 

Photo A = X*Y [grid points] Particle density 

1 19964 0.305 

2 23989 0.366 

3 26868 0.410 

4 18646 0.285 
Table 5.6 The calculated particle fractions for every photograph 

As stated previously, in reality, large variations are found: from 2-6 wt% [9] to 25 wt% [8] in the 

particle fraction. These values, however, are averages over the complete slag phase and we are 

explicitly interested in regions with more solid particles. These regions were therefore considered in 

more detail in the experimentally obtained micrographs in Figure 5.2 and thus the simulations also 

deal with larger particle densities than the values averaged over the complete slag phase.  

The simulations discussed up till the previous section used spinodal decomposition as a convenient 

way to introduce the metallic droplets in the system. However, it is not known whether spinodal 

decomposition is the real mechanism of formation for the metal droplets in slags. The exact 

mechanism behind the interaction between the solid particles and liquid metal is not known. It is also 

not understood how and where the metal droplets originate. We compared two methods to initialize 

the metal droplets in the simulations: by spinodal decomposition of a supersaturated liquid (from 

now onward called ‘spinodal initialization’) and by a random positioning of droplets within the liquid 

phase (from now onward called ‘random initialization’). The first would correspond in practice to a 

case where the droplets are formed by a reaction in which both the droplets and the spinel solids are 

involved. The latter corresponds to a situation where the droplets and particles are formed 

separately and independently and are then mixed in the slag. In both methods, the solid particles 

within the liquid slag are initialised by setting the value of  equal to 1 and xM equal to xS within the 

areas corresponding to the solid particles in the original micrographs. The remaining liquid phase has 

a value of  equal to 0.  

The spinodal initialization provides an easy way to introduce the metals in the system. For 

decomposition into a liquid metal (xM = xeq,LM = 0.98) and a liquid oxide (xM = xeq,LO = 0.50), the uniform 

initial saturation of the solution xi should be chosen between the inflection points of the spinodal 

liquid curve (where 
𝜕2𝐺

𝜕𝑥𝑀
2 < 0) [4], namely: 0.601 ˂ xi < 0.879. To initiate the spinodal decomposition, 

random noise is added, from a normal distribution with mean 0 and standard deviation 0.001, in 

every 100th time step. Industrial metal fractions in slags after sedimentation are of the order of 5%. 

According to the lever rule, the minimal achievable value of the metal fraction in this model system 

is 0.211. Therefore, the xi-values were kept minimal, but within the spinodal region. Furthermore, for 

xi > 0.66, metal strands are formed instead of droplets in the model system. Therefore, an xi value of 

0.605 was chosen for the simulations, which corresponds to a volume fraction of metal of 0.219. 

The alternative initialization method with ‘random initialization’ consists of randomly positioning 

droplets with a radius chosen from a discrete uniform random distribution between 1 and 10 times 
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Δx in the system until the proposed volume fraction of metallic droplets is reached or slightly 

exceeded. Before the droplets are finally positioned within the system, it is checked that no overlap 

is present with the solid phase or other droplets already present in the system. Whenever this is the 

case, another position is looked for within the system. If no appropriate position is found after 20 

trials, the initialization is aborted and the simulation is started with the droplets positioned in the 

system until then. The droplets are immediately initialized with their equilibrium composition of 0.98 

(xeq,LM) and the slag in between the droplets is initialised with a composition of 0.50 (xeq,LO). The 

volume fraction of metal droplets was 0.20, corresponding to xi-values of 0.596, which is close to the 

value of xi used for spinodal decomposition, thus enabling us to compare both methods. The random 

noise term is not included in the simulations with random initialization. 
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6. Results and discussion 

6.1. General observations 

The different stages of spinodal decomposition near a solid particle with xS = 0.60 in a system of size 

[512 512 1] with an initial supersaturation of xi = 0.63 are illustrated in Figure 6.1. Figure 6.1a-g show 

xM -  xS and the figures are scaled to the interval [0 1] in such a way that values lower/higher than 

the minimum/maximum value are converted to the minimum/maximum, respectively. Thus, the 

particle, defined as 0.5 < , appears as a black rectangle. Figure 6.1h shows a set of contour plots of 

xM -  xS = 0.71 (definition of metal droplets) at different time steps, to illustrate the evolution of the 

microstructure. The particle is displayed as a black rectangle. The legend corresponding to the 

different time steps represented in the contour plots is shown on the right of Figure 6.1h and will be 

the same throughout this study (the last time step is plotted with a bold black line).  

    

   

 

 

 

Figure 6.1 Illustration of the different stages in the spinodal decomposition near a solid particle at different time steps 

with plots of xM -  xS (a-g) and a summary of this in a series of contour plots of xM = 0.71 at different time steps (h) for 

the simulation with xi=0.63 and xs=0.60 in a system of size [512 512 1] with the corresponding legend on the right (this 

legend will be the same throughout this paper) 
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We can distinguish three stages in the simulations. In the first stage, localized spinodal decomposition 

takes place near the particle, as is clear in Figure 6.1c-d. Secondly, non-localized decomposition takes 

place in the remaining supersaturated liquid. This is visible in the corners of Figure 6.1d. Finally, 

Ostwald ripening (the growth of larger droplets at the expense of smaller droplets, as indicated by 

the black arrows in Figure 6.1e and g) and coalescence (the merge of two droplets, as indicated by 

the black circles in Figure 6.1 f) occur. 

Figure 6.2 and Figure 6.3 illustrate the evolution of the area and fraction of metallic phase attached 

to the particle and the metal fraction in the system with time. This simulation was performed for 

2·106 time steps. Similar trends were observed for the other simulations. Generally, the attached 

droplets were observed at various positions at the particle with several configurations, which also 

varied in time. As mentioned before, however, in this study we will mainly focus on the coarsening 

stage and will mostly compare the final values of the fraction of metal in the system found in the 

simulations after a certain simulation time (at which all considered systems are well within the 

coarsening regime).  

 

Figure 6.2 The evolution of the attachment of the metallic phase (top: fraction of attached metal; bottom: area of 

attached metal) to a solid with xs=0.60 in a system with size [512 512 1] and with xi=0.63 
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Figure 6.3 The evolution of the metal fraction in the system with size [512 512 1], xi=0.63 and a solid with xs=0.60 

6.2. Influence of solid-liquid interfacial energies and initial slag 

composition 

The effect of the solid-liquid interfacial energies was investigated by variation of the parameter xS. 

The area occupied by the metallic droplets attached to the solid and the fraction of the metallic phase 

attached to the solid obtained in the simulations at time step 106 are shown in Figure 6.4 for initial 

slag compositions xi-values of 0.61, 0.63 and 0.65. 

 

Figure 6.4 Influence of xS (and the corresponding contact angle and its cosine in the table underneath the left x-axis) on 

the Effect of initialisation method 
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Generally, a lower contact angle results in an increasing amount of attached metal. The discrepancy 

between the observed and expected trend for xi = 0.63 (xS = 0.60 and xS = 0.70) was already discussed 

in section 4.5 and disappears when the simulation time is increased.  

The initial supersaturation primarily affects the fraction of metallic phase present in the system. 

Higher initial supersaturations have more metal in the system and require a longer simulation time 

to let all the metal attach itself to the particle, causing a smaller fraction of attached metal. Moreover, 

if xi increases, full wetting starts to take place at higher xS-value (lower contact angle). This may seem 

as contra-intuitive because an increase in xi results in a larger metal fraction in the system and thus 

in a larger chance of attachment to the solid particle. However, because more droplets are present 

in the system, the chance of growth (and thus Ostwald ripening) of a non-attached droplet also 

increases, unless the driving force for attachment to the particle (reflected in the interfacial energies 

and contact angle) is large enough, which is only the case for high wettability. Moreover, time may 

also play a role in the observation of full wetting. Figure 6.5 shows the evolution of the droplets and 

their attachment by means of contour plots of the droplets at different time steps. 
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Figure 6.5 Contour plots of xM=0.71 at different times in the simulations to illustrate the influence of the interfacial 

energies through the parameter xS for values from 0.40 to 0.90 and of the initial supersaturation through the parameter 

xi for values of 0.61, 0.63 and 0.65 on the attachment of the droplets to the particle 
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In general, two features seem to influence the behaviour of the droplets: Ostwald ripening due to 

the Gibbs-Thomson effect and an effect due to the interfacial energies between the solid and the 

different liquids. Four different wetting behaviours are observed. 

For non-wetting, non-existing  or  = 180° (xS ≤0.58), Ostwald ripening has the largest influence. In 

this case, the γS,LO value is much smaller than γS,LM. For this reason the liquid oxide is preferentially 

attached to the solid instead of the metallic liquid phase. Moreover, the absolute value of the 

difference between the two S/L interfacial energies is larger than 0.903, which is the value of γLO,LM. 

Resulting in a non-existing contact angle, i.e. only liquid oxide is attached to the solid particle. The 

growth of the droplets seems to be restricted by the presence of the particle: first, the droplets gain 

a flattened shape and then the centre of the droplets shifts away from the particle to obtain a 

spherical shape while maintaining the preferential attachment of the liquid oxide instead of the 

metal. At an initial supersaturation of xi = 0.63, it seems (Figure 6.5) that the droplets start to stick to 

the particle and stay there. However, this observation should be treated with care (as discussed in 

Section 4.5). Note that the standard deviation on the measurements indicated a large uncertainty for 

xS = 0.50 simulations.  

For low wettability (90° ≤  ≤ 180°, xS = 0.58-0.74 ), the interfacial energy effect becomes larger and 

the droplets move towards the solid. Moreover, the absolute value of the difference between γS,LO 

and γS,LM becomes smaller than 0.903, but γS,LM remains the larger value, which still favours the 

attachment of liquid oxide to the particle, but to a lesser extent. Thus, the solid particle is covered 

predominantly with liquid oxide and the metallic droplets cover only a small fraction of the particle’s 

surface. The droplets either first grow next to the particle and eventually deflect to the particle (at xS 

= 0.60, as is especially clear for the case of xi = 0.61) or nucleate immediately on the sides of the solid 

and either grow directly with metal provided by diffusion (at xi = 0.61) or dissolve again due to 

Ostwald ripening of other droplets nucleated elsewhere in the system (xi = 0.63 or 0.65). The droplets 

are probably not immediately attached to the particle in the xS = 0.60 and xi = 0.61 case, because the 

slag around the particle reaches a composition just above 0.50, corresponding to γS,LO ≈ 1.255 and 

γLO,LM ≈ 0.744. This combination of interfacial energies yields, according to Young’s equation, a non-

existing contact angle. This slag composition continuously changes, which provides a slow movement 

of the droplet towards the particle. This does not happen at higher initial supersaturations as the 

amount of metal is higher in such systems. 

At high wettability, (0° ≤  ≤ 90°, xS values of 0.74 -0.90), the flat droplets grow immediately on the 

solid, coalesce there and eventually form a metallic layer surrounding the particle because the γS,LM 

value becomes smaller than γS,LO and thus the metallic liquid is preferentially attached to the solid. 

However, the absolute value of the difference between γS,LO and γS,LM remains smaller than 0.903, this 

results in partial wetting with the majority of the particle’s surface being covered by the metal.  

In the case of full wetting (xS > 0.90), the absolute value of the difference between γS,LO and γS,LM is 

larger than 0.903 and γS,LO is the larger one of the two. In this case, the metal forms as a layer on the 

solid, as opposed to the previous case, where initially the droplet shape can still be recognized.  

The contact angles were measured and are listed in Table 6.1 together with the contact angles 

expected from Young’s equation (5.1). In general, the agreement is good, showing that the 

approximation made in equations (4.9) and (4.11) is acceptable. The differences between the 

measured and the predicted angles can be attributed to measurement errors and also depends on 

the post-processing.  
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xS predicted (°)  xi=0.61(°) lxi=0.61 (pixel)  xi=0.63 (°) lxi=0.63 (pixel)  xi=0.65 (°) lxi=0.65 (pixel) 

0.4 / / / / / / / 

0.5 / / / 164.2±5.2 33.5±7.8 / / 

0.6 147.5 152.8±2.3 64.25±0.0 148.1±9.2 81.5±36.5 155.3±7.2 95.4±13.8 

0.7 102.6 103.3±5.7 345.10±3.76 104.3±8.9 192.0±22.6 111.8±2.7 266.0±0.0 

0.74 90.0 Full Full 87.1±2.7 336.0±0.1 85.4±5.7 175.4±69.0 

0.8 70.6 Full Full Full Full 70.4±4.1 937.9±0.0 

0.9 6.1 Full Full Full Full Full Full 

0.95 / Full Full Full Full Full Full 
Table 6.1 Comparison of the predicted and measured contact angles (°) and contact lengths (pixels) of the metallic 

droplets attached to the solid particle. The annotation ‘Full’ depicts full wetting.  

Apart from the angles, the contact length in Figure 6.5 was also measured in pixels as an indication 

of the wetting character. As a reference: the particle had a perimeter of 947 pixels. It should be noted 

that the droplet in the case of xi = 0.63 and xS = 0.50, had only a small contact area/length with the 

solid particle and probably did not represent a real attachment of the droplet to the particle, as an 

extension of the simulation time also showed that the droplets detached. Moreover, for xi = 0.61 and 

xS = 0.74 (not shown but the behaviour is between xS = 0.70 and xS = 0.80 in Figure 6.5), first six 

droplets are present with each a contact angle of approximately 90°. These coalesce to two droplets 

with contact angles of 90° and finally one droplet is formed which encloses the particle, resulting in 

full wetting. This indicates that the simulation time also has an important influence.  

6.3. Influence of particle fraction 

By changing the system size, the influence of the particle density is investigated. The results for 

system sizes of [256 256 1] and [512 512 1] for one xi,xS -combination are compared in Figure 6.6. By 

enlarging the system size, the interaction radius of the particle was also investigated. Moreover, 

peripheral effects may occur in a too small system.  

[256 256 1] [512 512 1] 

 

 

Figure 6.6 Contour plots of xM=0.71 at different times in the simulations to illustrate the influence of the particle 

density (by variation of the system size) for xi=0.61 and xS=0.80 
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simulation time for the larger system yields the same results (attachment of droplets to the particle) 

as the reference simulation time in the smaller system. The influence of the particle density is 

illustrated in Figure 6.7. 

 
Figure 6.7 Influence of the particle density on the area and the fraction of the metallic phase attached to the solid by 

changing the system size ([256 256 1] or [512 512 1]) for xi =0.61; 0.63 and 0.65 and xS = 0.40 (θ=/); 0.60 (θ=147.5°) and 

0.80 (θ=70.6°) 

By increasing the system size (and decreasing the particle fraction in the system), more metal is 

present in the system, resulting in a larger amount of metal attached to the solid for most cases. Due 

to the larger diffusion distance, however, the fraction attached metal is lower in the larger systems.  

6.4. Influence of particle perimeter per area 

The influence of the perimeter per area on the attachment of the metal is investigated by changing 

the aspect ratio of a rectangular particle on the one hand, of which the results are depicted in Figure 

6.8, and by changing the particle shape on the other hand, of which the results are shown at the end 

of this section. All these simulations were performed for an initial supersaturation of xi = 0.63 and 

compositions of the solid particle of xS = 0.60 ( = 147.5°, corresponding to low wettability) and of xS 

= 0.80 ( = 70.6°, corresponding to high wettability) in a system of size [256 256 1]. 
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Figure 6.8 Influence of the perimeter/area of a rectangular particle on the area and the fraction of the metallic phase 

attached to the solid for xi =0.63 and xS =0.60 (θ=147.5°) or xS =0.80 (θ=70.6°); The aspect ratios of the rectangles are 

mentioned labels of the closed data points; the error bars with the large (small) base correspond to the standard 

deviation for xS =0.80 (0.60) or the open (closed) symbols 

It is expected that a larger perimeter per area results in a larger amount of attached metal. This 

sequence is, however, only obtained at high wettability, i.e. the open symbols (xS = 0.80) show the 

expected relation, whereas the closed symbols (xS = 0.60) are scattered. Thus, the perimeter per area 

influences the amount of attached metal in the case of high wettability. For low wettability, no effect 

of the perimeter per area was observed, as the particle’s surface is expected to be covered by liquid 

oxide rather than metal, thus the perimeter per area of the particle has no significant influence and 

the amount of attached metal is predominantly determined by the statistical spread. For high 

wettability, on the contrary, the particle’s surface is covered by the metal droplet and thus the 

perimeter per area has a large influence on the amount of attached metal. Contour plots of two 

different aspect ratios for low and high wettability are shown in Figure 6.9.  
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Figure 6.9 Contour plots of xM=0.71 at different times in the simulations to illustrate the influence of the perimeter per 

area of the particles (by varying the aspect ratio) on the attachment of the droplets to the particle in low (xS =0.60) and 

high (xS =0.80) wettability regimes 

From these contour plots it becomes clear why the higher perimeter per area results in more 

attached metal in the case of high wettability. A lower perimeter per area corresponds (for 

rectangles) to an almost equal height and width of the particle. This shape is closer to a sphere than 

the stretched particles with a high perimeter value. Because the shape is ‘less spherical’, more metal 

is required to achieve the energetically preferred spherical shape of a droplet. 

The variation of the perimeter per area by changing the shape of the particles is shown in Figure 6.10. 

Several simulations were carried out for the smaller particles: far versus close and with different 

orientations relative to each other. To evaluate the influence of the perimeter per area, the average 

within one perimeter per area value was calculated and plotted for the same shape and wetting 

behaviour. These average values are labelled as ‘Mean’. The legend gives information on the 

greyscales of the data points and the symbols indicate the shape of the particles used. 
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Figure 6.10 Influence of perimeter/area of the particle by variation of its shape on the area and the fraction of the metallic 

phase attached to a solid with xS = 0.60 and xS =0.80. The legend gives information on the greyscales used in the data 

points, whereas the symbols indicate the shape of the particles used. the error bars with the large (small) base 

correspond to the standard deviation for xS =0.80 (0.60) or the open (closed) symbols 

In all cases, the difference between low and high wettability is small and again, the sequence found 

in the graph is not the expected one for low wettability. This time, however, the sequence was also 

not so obvious for high wettability. This might find its origin in the influence of the particle shape.  

6.5. Influence of particle shape, size and distribution 

Besides the influence of the shape of the particles on the attachment of the metal, of which the 

results are shown in Figure 6.10, the influence of the distribution of the particles is also investigated. 

All simulations were performed for an initial supersaturation of xi = 0.63 and compositions of the 

solid particle of xS = 0.60 ( = 147.5°, corresponding to low wettability) and of xS = 0.80 ( = 70.6°, 

corresponding to high wettability) in a system of size of [256 256 1].  

The influence of the particle shape is not clear from the results in Figure 6.10 as no significant 

differences for the different shapes were found. Nevertheless, it is very clear that several small 

particles yield more attached metal than one large particle, as dividing one large particle in 4 small 

ones conserves the area of the particle but nearly doubles the perimeter. 

Figure 6.10 mentions the experimentally relevant case of the cavity with a channel (which connects 

the outside matrix with the inside of the cavity). This approximates real observations, as indicated in 

Figure 6.11 by the white circles.  
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Figure 6.11 Experimentally obtained micrographs of Cu droplets within a cavity inside a solid particle indicated by white 

circles. These micrographs were obtained with scanning electron microscopy on a quenched sample after smelting down 

all components in a PbO-FeO-CaO-SiO2-Cu2O-ZnO-Al2O3 system at 1200°C [1] 

The contour plots of the droplets in Figure 6.12 illustrate the results of such a particle with a cavity 

and a channel. 

xS = 0.60 xS = 0.80 

  

Figure 6.12 Contour plots of xM=0.71 at different times in the simulations to investigate a cavity and a channel in a particle 

as an approximation of the experimentally observed particle in Figure 6.11 in low (xS = 0.60) and high (xS = 0.80) 

wettability regimes 

In the case of high wettability (xS = 0.80) the droplet grows in the cavity and the cavity restricts further 

growth of the droplet. Thus, the cavity limits the amount of attached metal even though it provides 

the particle with a large perimeter/area ratio. Therefore, the amount of attached metal is relatively 

low (one of the lowest open symbols) for such a large perimeter/area ratio in the case of high 

wettability. Therefore, an important conclusion is that not only the perimeter per area, but also the 

space available for the droplet to grow is important. 

In contrast, for low wettability (xS = 0.60), the amount of attached metal is not one of the lowest. If a 

droplet is formed inside the cavity, it is either trapped there or it dissolves again and the amount of 

attached metal is only slightly lower for such a large perimeter/area. A comparison with the 

experimental micrograph in Figure 6.11 indicates that the corresponding system correlates best with 

the low wettability case, due to the spherical shape of the droplets.  

Figure 6.13 displays the influence of the proximity of the particles and their relative orientations. The 

legend gives information on the greyscales used in the data points, whereas the symbols indicate the 
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shape of the particles used. Note that the small rectangles always yield the same total perimeter of 

584, but for the sake of visibility, the differently oriented rectangles were plotted at a perimeter/area 

equal to 0.12. 

 
Figure 6.13 Influence of proximity and relative orientations between the different small particles on the area and the 

fraction of the metallic phase attached to a solid with xS =0.60 and xS =0.80. The legend gives information on the 

greyscales used in the data points, whereas the symbols indicate the shape of the particles used. the error bars with the 

large (small) base correspond to the standard deviation for xS =0.80 (0.60) or the open (closed) symbols 

The results indicate that the amount of attached metal is mostly larger for particles that are farther 

apart than for particles close together. This effect is largest for low wettability, but as the perimeter 

per area increases, the effect decreases. Qualitative contour plots at different time steps in the 

simulations can be found in Figure 6.14.  
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Figure 6.14 Contour plots of xM=0.71 at different times in the simulations to illustrate the influence of proximity and 

relative orientation between the different small particles on the attachment of the metallic phase to a solid with xS =0.60 

(the two rows on top) and xS =0.80 (the two rows at the bottom) at xi=0.63 

When the particles are located close together, the metal is mostly located on the side of the particles 

not oriented to the other particles. This is very clear in the xS = 0.80-case, as particles far apart are 

completely covered by metal, but the particles close together have at least one free edge (always the 

smallest edge, even when the particles are oriented differently). This change in shape of the metallic 

droplet does not have a large influence on the final total amount of attached metal (cfr. Figure 6.13). 

Experimentally, one metallic droplet is sometimes observed to have several small solid particles 

attached to it, as shown in Figure 6.15. This is only visible in the simulations of low wettability, 

indicating again that the experimental system corresponds most to the low wettability case. A 

possible explanation for this is that the high wettability regime favours complete wetting of the 

particles and hence pulls all the metal away from in between the particles, not leaving any metal to 

share with another particle. In the case of low wettability, the metal does not predominantly cover 

the particle, which leaves room to share a droplet with another particle. 
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Figure 6.15 Experimentally obtained micrographs of one Cu droplet with several spinel particles attached to it, indicated 

by white circles. These optical micrographs were obtained from optical microscopy on a quenched sample after smelting 

down all components in a PbO-FeO-CaO-SiO2-Cu2O-ZnO-Al2O3 system at 1200°C [1] 

At the moment, the model does not include anisotropy in the interfacial energy, thus any effect of 

the different orientation at the moment can be attributed to a slight change in distance between the 

particles. Different orientations of the solid particles did not yield a clear influence of the orientation, 

as could be expected from the absence of anisotropy in the model.  

6.6. Investigation of origin of interaction 

6.6.1. First investigation of random initialization 

For the results discussed up till now, spinodal decomposition was used as a convenient way to 

introduce the metallic droplets in the system. To verify the effect of droplet initialization on the 

findings discussed in the previous section, results obtained with an alternative initialisation method, 

namely by randomly positioning droplets with a radius chosen from a discrete uniform random 

distribution in the system until the proposed volume fraction of metallic droplets is reached, can be 

found in Figure 6.16. The actual initial metal fractions are 0.1009±0.0005 for a proposed volume 

fraction of 0.10 and 0.2010±0.0009 for a proposed volume fraction of 0.20.  



6. Results and discussion 

124 

 
Figure 6.16 Influence of xs (and the corresponding contact angle and its cosine in the table underneath the left x-axis) 

on the area and the fraction of the metallic phase attached to the solid at volume fractions of metal of 0.1 and 0.2 for 

an alternative initialisation method 

Generally, the amount of attached metal is smaller in comparison with the simulations using spinodal 

decomposition, because the volume fractions are chosen to correspond to smaller xi-values. 

However, the number of droplets is larger for this initialisation method. Nevertheless, again no 

favourable positions on the particle were observed for the droplets. Increasing the volume fraction 

of metal has a similar effect as an increase of xi, as discussed in section 6.2. Furthermore, a decrease 

in the predicted contact angle results in increasing amounts of attached metal. In the low wettability 

regime, the droplet needs to be initialized close enough to the particle and should be large enough 

to be attached to the solid. If the droplet is not large enough, it will dissolve, even though it was 

initially attached to the particle. Larger droplets, when positioned nearby the solid, will move towards 

it. In comparison with the initialisation by spinodal decomposition, the alternative initialisation 

method yields more, but smaller droplets attached to the solid for low wettability. 

In the high wettability regime, the size of the droplet has less influence on the final attachment as 

even intermediately sized droplets can be attached to the solid or can dissolve in favour of the 

formation of a metallic layer around the particle.  

A disadvantage of the alternative initialisation method is that it is possible that all larger droplets are, 

by coincidence, concentrated in the border of the system, although the droplets are initialized 

randomly. The smaller droplets, situated around the particle, will dissolve and no droplets are 

attached to the particle, even though this is favoured by the interfacial energies. Consequently, a 

larger number of simulations are required to draw relevant conclusions than when the droplets form 

through spinodal decomposition, since the droplets are then first formed close to the particle. As we 

are interested in the interaction between the particles and the droplets, the spinodal decomposition 

is thus preferred as initialisation method as it allows obtaining the same conclusions in a more 

efficient way. 
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6.6.2. Qualitative comparison of the initialization methods 

To illustrate the main differences between the two different initialization methods, a simplified 

morphology was chosen for the solid spinel particle: a rectangular particle of size [50 100 1]. 

Moreover, the wettability was chosen in between the low and high wettability regime, i.e. a contact 

angle of 90°, corresponding to an xS-value of 0.74. The spinodal initialization was carried out for an 

initial supersaturation of xi = 0.605 and for the random initialization, a volume fraction of 0.20 was 

proposed. Colour plots of xM -  xS of several time steps in the simulation with spinodal initialization 

are shown in Figure 6.17.  
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Figure 6.17 Colour plots of xM - φ xS after several time steps in the simulation in a system of size [256 256 1] and with a 

solid particle of size [50 100 1] xs=0.74; First row: spinodal initialization with xi=0.605; second row: random initialization 

with fV=0.20; Third row: second simulation of random initialization with fV=0.20; Fourth row: third simulation of random 

initialization with fV=0.20 

As was briefly mentioned in section 6.1, first, ‘localized’ spinodal decomposition takes place around 

the solid particle. At low initial supersaturations, all metal is attached to the solid particle and thus 

the result is the same for several repeated simulations using different seedings for the random noise. 

For large xi values, this is no longer the case, but the metal droplets still originate first near the solid 

particle. Colour plots of xM -  xS of several time steps in the simulation with the random initialization 

are shown in the second row of Figure 6.17. It is immediately clear that in the resulting microstructure 

in a simulation with random initialization the metallic droplets are more scattered over the complete 

slag phase. The attachment, however, is less obvious: e.g. the third row of Figure 6.17 shows colour 
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plots of a simulation that initially has a small droplet attached to the particle, but due to Ostwald 

ripening of larger droplets which are not attached to the solid, the attached droplet disappears and 

in the end, no metal is attached to the solid, even though this is energetically favourable. 

Furthermore, a third possibility exists: first no metal is attached to the solid particle, but then 

medium-sized droplets get attached to the solid (because this is energetically favourable) and these 

droplets grow by Ostwald ripening. This is illustrated in the bottom row of Figure 6.17. Thus it is 

immediately clear that the spread on the results for the random initialization will be far greater than 

for the spinodal initialization. For the random initialization, the droplets are positioned randomly 

over the entire system (except for the points where solid particles or other droplets are present). 

This may result in fewer attached droplets. E.g. it is possible that all larger droplets are concentrated 

in the border of the system, although the droplets are initialized on random positions. In such a case, 

the smaller droplets, situated around the particle, will dissolve and no droplets are attached to the 

particle, even though this might be favoured by the interfacial energies. Why such a situation occurs 

frequently in the simulations can be explained by considering Figure 6.18. It shows a system with size 

[N N 1] and a hatched particle with size [Y X 1]. The edge of the blue area is at an equal distance 

between the edges of the system and those of the solid particle.  

 
Figure 6.18 Illustration of the areas under consideration in the random initialization 

The chance that a droplet is placed within a certain rectangle closer to or further away from the 

particle is determined by the amount of available positions within these rectangles. The area of the 

blue rectangle is  

𝐴1 = (𝑋 +
1

2
(𝑁 − 𝑋)) (𝑌 +

1

2
(𝑁 − 𝑌)) − 𝑋𝑌 (6.1) 

And the total area available for droplets is 𝐴𝑡𝑜𝑡 = 𝑁² − 𝑋𝑌. Thus, the chance that a droplet is placed 

within the rectangle closer to the particle is 

𝐴1

𝐴𝑡𝑜𝑡

=
1

4

𝑁2 + 𝑁(𝑋 + 𝑌) − 3𝑋𝑌

𝑁2 − 𝑋𝑌
 (6.2) 

For the values in this work (N=256, X=50 and Y=100), this fraction is 0.367 and thus it is more likely 

that the droplets will be positioned further away from the solid particle. However, when real slag-

spinel micrographs are used, the solid particles are usually more evenly distributed throughout the 
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system and thus the effect of the position of the solid particles on the distribution of the randomly 

positioned metal droplets will be reduced. 

6.6.3. Quantitative comparison of initialization methods 

The spread on the results of simulations initialized with the spinodal decomposition method was 

determined based on three simulations with xi = 0.605; xS = 0.74 (the contact angle of the metal 

droplet on the solid particle is predicted to be  = 90° and lies in between the low and high wettability 

regimes) in a system with size [256 256 1] with a rectangular particle of size [50 100 1]. The spread 

on the results of simulations with random initialization was determined based on five simulations 

with fV = 0.20; xS = 0.74 in a system with size [256 256 1] and a rectangular particle with size [50 100 

1]. The values, averages and standard deviations of the results of these simulations can be found in 

the first two columns in Table 6.2.  

 

Spinodal 

decomposition 

xS = 0.74 ; xi = 0.605 

Random positioning 

xS = 0.74 ; fV = 0.20 

Spinodal 

decomposition 

xS = 0.60 ; xi = 0.63 

Fraction metallic 

phase in the system 

0.21311 0.18723 0.26348 

0.21296 0.18688 0.26378 

0.21306 0.18539 0.26297 

- 0.18939 0.26300 

- 0.18690 - 

Average ± stdev 0.213 ± 7.64 10-5 0.187 ± 0.00144 0.263 ± 0.0004 

Fraction of metal 

attached to solid 

1 0.57208 0.49749 

1 0 0.40669 

1 0 0.44576 

- 0.34331 0.51316 

- 0.33357 - 

Average ± stdev 1 ± 0.0 0.250 ± 0.247 0.466 ± 0.042 

Table 6.2 Values, averages and standard deviations in the fraction metallic phase in the system and fraction metal 

attached to the solid particles, for the results of both initialization methods at the last time step of several simulations 

Standard deviations for the fraction metallic phase in the system were generally three orders of 

magnitude smaller than the average value for random initialization and five orders of magnitude for 

spinodal initialization. There is a larger spread on the fraction of metal present in the system for the 

random initialization because the final volume fraction of metal was never exactly equal to 0.20. 

Metallic droplets are namely placed within the system as long as the actual volume fraction of metal 

does not exceed the prescribed value. The difference between both values can range from very small 

to large, as it is for example possible that the actual volume fraction only differs slightly from the 

prescribed value and that the last added droplet is quite large. Thus, in most cases, the actual volume 

fraction of metal after initialization (i.e. at the end of time step zero) will be larger than the intended 

value. However, in one case, the 20 trials for checking the overlap of the new droplet with the solid 

particles and the already present droplets in the system, did not suffice and the initialization was 

aborted. Then, the volume fraction of metal droplets was considerably smaller (0.1784) than the 

intended 0.20. One such exceedance was observed for micrograph 2 for the no wetting case (xS = 

0.50). This single simulation was repeated and the result of the second simulation are presented in 
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this paper. The average value of the fraction of metal in the system given in Table 6.2 is smaller than 

the prescribed value, because the metal droplets are initialized with an xM value of 0.98, but with 

sharp interfaces within a slag matrix with an xM value of 0.50. The interfaces will become diffuse after 

time step zero and thus some of the metal that first belonged to a droplet will dissolve into the slag 

phase to form the diffuse interfaces. Hence, lowering the fraction of metallic droplets in the system.  

For the fraction attached metal, the standard deviation is of the same order of magnitude as the 

average value for random initialization. For spinodal initialization, the standard deviation appeared 

to be zero for this case with an xS value of 0.74 (in between the low and high wettability regime, 

characterized with a contact angle of 90°), because all the metal present in the system was attached 

to the solid in all three simulations, i.e. a fraction of one for every simulation, as shown in Table 6.2. 

Section 4.5, however, showed that in general a certain spread is also present on the fraction of 

attached metal for the spinodal initialization: simulations for xi = 0.63; xS = 0.60 were performed four 

times in a system with size [256 256 1] and a rectangular particle dimensions [50 100 1]. These results 

are shown in the last column of Table 6.2. This shows that the standard deviation for the fraction 

attached metal is at least one order of magnitude smaller than the average value. 

Generally, the spinodal initialization method has a smaller spread on the results than the method 

with random positioning of metal droplets. The smaller spread on the amount of attached metal for 

the spinodal initialization can be explained by the fact that in the case of spinodal decomposition, 

the droplets are formed next to the solid particle and thus will be more easily attached to the solid if 

this is energetically favoured by the interfacial energy values. Moreover, as was explained above, 

with the random initialization, it is possible that all larger droplets are concentrated in the border of 

the system, resulting in the dissolution of the smaller droplets, situated around the particle, leaving 

no metal attached to the particle, even though this might be favoured by the interfacial energies: e.g. 

simulations 2 and 3 in Table 6.2. 

6.6.4. Simulations with realistic spinel microstructures 

Two initialization methods were compared to investigate which corresponds best to the real 

mechanism behind the interaction between the solid particles and liquid metal. The spinodal 

initialization would correspond in practice to some sort of reaction, whereas the random initialization 

corresponds more to the situation when the droplets and particles are formed separately and then 

mixed in the slag. Realistic microstructures based on actual micrographs were used for the solid 

particles. 

The spinodal initialization was carried out for an initial supersaturation of xi = 0.605, which 

corresponds to a volume fraction of metal of 0.219. For the random initialization, the actual initial 

metal fraction is 0.2016 ± 0.0016 for xS = 0.50 and 0.2015 ± 0.0008 for xS = 0.58 for a proposed volume 

fraction of 0.20. Both initialization methods were applied for a non-wetting situation (xS = 0.50) and 

an extremely low wetting case (xS = 0.58 is the limit between the low and no wettability regimes). 

The results are shown as colour plots at different time steps throughout the simulation in Figure 6.19 

and Figure 6.20, respectively.  

 

 

 



B. Binary two-phase model 

129 

 t 0.25 s 2.5 s 10 s 25 s 100 s 

M
i
c
r
o
g
r
a
p
h  
1 

S
p
i
n
o
d
a
l 

 

    

R
a
n
d
o
m 

 

  
 

 

       

M
i
c
r
o
g
r
a
p
h  
2 

S
p
i
n
o
d
a
l 

  
 

  

R
a
n
d
o
m 

    
 

       

M
i
c
r
o
g
r
a
p
h  
3 

S
p
i
n
o
d
a
l 

  
   

R
a
n
d
o
m 

 
 

 
 

 

 

 



6. Results and discussion 

130 

M
i
c
r
o
g
r
a
p
h  
4 

S
p
i
n
o
d
a
l 

 

 

   

R
a
n
d
o
m 

 
  

 
 

Figure 6.19 Comparison of the spinodal (upper row) and random (lower row) initialization methods in a non-wetting 

situation (xS = 0.50) 

In the case of spinodal decomposition, some metal is attached to solid particles in the first time steps, 

as indicated by the rectangles. Then this metal detaches or sometimes dissolves, marked by the 

circles. Depending on the shape of the particles, or more precisely, the amount of space available 

around the solid particles, some droplets are attached to solid particles again at intermediate time 

steps, as pointed to by the white arrows.  

In the random initialization, some droplets are immediately attached to the solid particles, 

designated by the rectangles, but detached or dissolved again after approximately 10 s, indicated by 

the circles. In one simulation, one droplet was still attached to the solid at the final time step of 100 

s. This was, however, a very large droplet attached to a very small solid particle, as illustrated by the 

black arrow. 
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Figure 6.20 Comparison of the spinodal (upper row) and random (lower row) initialization methods in an extreme low 

wetting situation (xs = 0.58) 

For the spinodal initialization in the extreme low wetting case, the droplets initiate next to the solid 

particle, indicated by the circles, and grow subsequently to ‘touch’ the particle, marked by the 

rectangles. The droplets remain attached to the particles and even adopt their shape to the 

surrounding particles, as pointed to by the white arrows.  

For the random initialization, three possibilities exist: the droplets are attached from the start to the 

end to the solid particles, indicated by the circles, the droplets are ‘drawn’ towards the solid particle 

and stay there until the end of the simulation, marked by the rectangles, or the attached droplets 

1 
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detach/dissolve immediately and no more droplets are attached afterwards, illustrated by the white 

arrows. The droplet needs to be initialized close enough to the particle and should be large enough 

to remain attached to the solid. If the droplet is not large enough, it will dissolve, even though it was 

initially attached to the particle. Larger droplets, when positioned nearby the solid, will move towards 

it in the case of low wettability.  

Not only does spinodal decomposition provide a convenient way to introduce the metallic droplets 

in the system, it appears that in both wetting regimes, the spinodal decomposition corresponds best 

with the experimentally obtained microstructures. Moreover, it was observed experimentally that 

the attachment of the droplets is a non-equilibrium phenomenon [2]. This indicates that the droplets 

may originate through reaction with or together with the solid particles, but that afterwards, once 

the reaction is finished, the droplets detach again. This corresponds with the observations for the 

simulations with spinodal decomposition in the non-wetting case. 

It should be noted, however, that for the random initialization, attachment of droplets is also 

observed. This is mostly observed for the low wettability case and generally to a lesser extent than 

for the spinodal initialization. The fraction attached metal as a function of the particle fraction, which 

is characteristic for each micrograph, at the final 106th simulation step, which corresponds to 100 s, 

is shown in Figure 6.21. 

 
Figure 6.21 The fraction attached metal as a function of the particle fraction at the final simulation step (106), which 

corresponds to 100 s. The particle fraction is characteristic for each micrograph, which is indicated by the label above 

the x-axis 

This shows that when the attachment is energetically favourable in the low wettability regime, both 

initialization methods yield attached metal droplets. The ‘no’ wettability case, only provided attached 

metal droplets for micrograph 3 with the random initialization, as indicated by the black arrow in 

Figure 6.19. Micrograph number 1 with the random initialization did not yield any attached droplets 

in both wetting regimes, because the droplets were not initialized close enough to the particles. The 

random initialization would correspond to mixing separately formed metal droplets and solid 

particles and it would require in practice intensive mixing to make them collide.  

The spinodal initialization yields attached droplets in both the no and the low wettability regime in 

the initial stages, but the droplets in the low wettability case remain attached to the solids. The 

droplets in the non-wetting case, however, remain in close proximity of the particles. 
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7. Rigid body motion 15 

In the existing model, it is possible to use two initialization methods for the liquid metal droplets. 

One of the initialization methods uses spinodal decomposition of a supersaturated slag to introduce 

the metallic droplets, whereas the other initialization consists of positioning metallic droplets in the 

slag in a random way. The first initialization corresponds to a practical situation where the droplets 

are formed by a reaction nearby (and possibly together with) the spinel particles, whereas the latter 

initialization method corresponds to the situation where the droplets and particles are formed 

separately and then mixed randomly in the slag. However, one drawback of the model remained the 

absence of any convection or movement of the particles with respect to the fluids in the system. 

Therefore, the existing phase field model was extended to consider the motion of one phase with 

respect to the others.  

7.1. Usual phase field modelling of convection or fluid flow 

Numerical implementations of phase field models are able to use conventional advection routines 

because interface profiles can be maintained against distortion. [1] Usually, the phase field models 

for multi-component fluid flows with interfacial phenomena consist of a Navier-Stokes system 

coupled with a multi-component Cahn-Hilliard system. For this a concentration-dependent surface 

tension force is used, as well as a variable density and viscosity and an advection term. [2] The most 

popular model is the convective Cahn-Hilliard model:  

𝜕𝑡𝑐 + 𝑉𝛻𝑐 = 𝛻 (𝑀𝛻
𝛿𝐹

𝛿𝑐
)  (7.1) 

𝜌0
𝐷𝑉

𝐷𝑡
= −𝛻𝑃 − 𝛻(휂(𝑐)𝛻𝑉⨂𝛻𝑉) + 𝐹𝑏𝑜𝑑𝑦 + 𝛻𝜏  (7.2) 

∇𝑉 = 0  (7.3) 

𝜇 =
𝛿𝐹

𝛿𝑐
  (7.4) 

With V the macroscopic velocity field, c the concentration field, M the diffusive mobility, 𝜌 the density 

(which varies with the phase field variable), P the pressure, 휂 the viscosity (which also varies with the 

phase field variable), Fbody the body forces and 𝛻𝜏 the surface tension force (which depends on the 

concentration field). Moreover, the 𝐷 𝐷𝑡⁄  operator is the substantive derivative and equals 𝐷𝑥 𝐷𝑡⁄ =

𝜕𝑡𝑥 + 𝑉𝛻𝑥. [2] The capillary force term is complicated to evaluate and can be expressed in a 

simplified form: 

𝜌0

𝐷𝑉

𝐷𝑡
= −𝛻𝑃 + 𝜇𝛻𝑐 + 𝐹𝑏𝑜𝑑𝑦 + 𝛻𝜏 (7.5) 

The simultaneous solution of the large number of discrete equations arising form (7.2) and (7.3) is 

very costly. An efficient approximation can be obtained by decoupling the solution of the momentum 

equations from the solution of the continuity equation by a projection method, i.e. the pressure and 

the phase field are stored at the cell centre, whereas the velocities are stored at the cell interfaces. 

[2] Furthermore, the model ca be extended to consider stresses, heat, etc. [3] 

                                                           
15 This chapter is based on the following publication: I. Bellemans, N. Moelans, K. Verbeken, Influence of rigid 

body motion on the wetting and attachment of metallic droplets to solid particles in liquid slags – a phase field 

study, Minerals & Metallurgical Processing, Submitted.  
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7.2. Proposed method for rigid body motion in phase field modelling 

In this study, the previously described phase field model is extended to include rigid body motion of 

the solid particles with respect to the liquid. For this, the Navier-Stokes equation for fluid flow will 

not be solved, but an equation is added to move the phase field profiles in space, resulting in the 

displacement of the particle with respect to the slag:  

𝜕𝜙

𝜕𝑡
= −𝛻 ∙ [𝑚𝑥ℎ(𝜙),𝑚𝑦ℎ(𝜙) ] (7.6) 

This equation represents the movement of the particle, where mx and my determine the speed with 

which this happens. The equation is similar to the equations used in the level-set method [4–6] and 

moves the ϕ-profile, after which the xM adjusts itself to the new ϕ-profile. This is in contrast with a 

convection equation for xM, where the ϕ-value adapts to the new xM-value in the next time step. But 

in this study, a very small L-value was assumed (to simulate a non-reacting particle), which makes 

this second method very slow. Thus, a rigid body motion equation in ϕ was used instead. To apply 

this rigid body motion equation, very small time steps are needed, for which a sub-cycling 

implementation was used (i.e. for every phase field time step, 100 rigid body motion time steps 

passed).  

7.3. Numerical implementation 

The same parameters as in our previous studies [7–9] were used. To record a movement of the solid 

particle, very small time steps are required, but to reduce the computational time, this equation is 

solved using a different time step than the one used to solve the other evolution equations: for every 

phase field time step, 100 rigid body motion time steps passed. One simulation for system with size 

[256 256 1] and 106 time steps, typically took 6 to 7 days to be completed on an Intel® Core™ i7-

3610QM CPU @ 2.30GHz processor with 8Gb RAM ranged from for a system size of. 

During the first simulations, it became clear that this implementation indeed resulted in a solid 

particle shift, in the present case, towards the right-hand side of the system. However, the diffuse 

particle-liquid interface was not shifted along with the particle. Resulting in microstructures such as 

the one illustrated in Figure 7.1.  

 
Figure 7.1 Illustration of loss of correct diffuseness for a simulation with spinodal initialization, xi = 0.63 and xS = 0.70 

(low wetting regime) with a zoomed-in inset 
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On the right side of the particle, a sharp edge is formed, whereas on the left side of the particle, the 

diffuse remains of the particle do not move along with the rest of the particle. This is a clear anomaly 

as opposed to the simulations without rigid body motion. As mentioned previously, during the first 

1000 time steps, a larger kinetic coefficient of Linitial = 10-7 m³/(J s) for the phase field evolution was 

used, in contrast to L = 10-30 m³/(J s) in the rest of the simulation, to allow the boundaries of the 

particle to become diffuse. To obtain a correct diffuse interface profile at all particle interfaces, L was 

taken equal to Linital every 100th time step over the whole simulation. This results in the 

microstructural image as shown in Figure 7.2. 

 
Figure 7.2 Microstructure when Linitial is also used every 100th time step to obtain correct diffuseness of the interfaces for 

a simulation with spinodal initialization, xi = 0.63 and xs = 0.70 (low wetting regime) 

The diffuseness at the edges is better, i.e. the right edge is no longer sharp and on the left edge, the 

diffuse remains of the particle from previous time steps are no longer present. It is, however, clear 

that the corners of the rectangular particle become more blunted by this action. The change in area 

for the simulation in which L is taken equal to Linitial every 100th time step is 1.51 % ( = 100 * (5000 - 

Afinal) / 5000), whereas the change in area is 0.12 % if Linitial is only used in the first 1000 time steps. 

As an area reduction of 1% probably has negligible influence on the results, the implementation of 

the abovementioned use of Linitial in every 100th time step was chosen. However, after every 

simulation, special care was taken to investigate the change in area of the solid particle to assure that 

it did not shrink too much. A large change in particle area would make it impossible to compare the 

simulations with rigid body motion to simulations without rigid body motion 

To reconstruct the diffuse solid-liquid interfaces during the rigid body motion of the particles, the 

very small L–value is replaced by the larger Linitial–value in every 100th time step. The influence of this 

was investigated for the simulations with the spinodal initialization and xi = 0.605; 0.63 and 0.65, 

respectively, and for all the xS-values. The change in area of the solid particle (over the whole 

simulation) is calculated by summing  over all grid points and multiplying with (∆x)² and is expressed 

as the relative error ( = 100 * | Awith extra Linitial – Awithout | / Awithout ) in Table 7.1. The error is mostly of 

the order of 1% and thus relatively low.  

xs xi=0.605 xi=0.63 xi=0.65 

0.5 1.20 1.28 1.40 

0.6 0.41 1.26 1.28 

0.7 1.95 1.40 1.39 

0.74 2.10 1.66 1.43 

0.8 2.11 2.02 1.80 

0.9 1.52 1.52 1.51 
Table 7.1 Relative error [%] of the change in area of the solid particle for the different xi,xS-combinations 



7. Rigid body motion 

138 

7.4. Results and discussion 

7.4.1. Influence of rigid body motion on the microstructure 

The influence of the rigid body motion with a speed of 1 ∆x per 10 s (1.26∙10-8 m/s) on the finally 

obtained microstructures is illustrated in Figure 7.3 and Figure 7.4 for the spinodal and the random 

initialization, respectively (xS = 0.74 is not shown but the behaviour is between xS = 0.70 and xS = 

0.80).  
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Figure 7.3 the influence of xi and xS (wetting regime) on the resulting microstructures for spinodal initialization 

It should be noted that for xi = 0.605 and xS = 0.60, no spinodal decomposition took place, because 

the system can be considered as almost ‘stable’, as both compositions are very close to one another. 

The combination in this study yields an even more stable situation than for xS = 0.60 and xi = 0.61 in 

section 6.2, where it also took quite some time before spinodal decomposition took place. 
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Wetting 
regime 

fV 
xS 

0.10 without 0.10 with 0.20 without 0.20 with 

No wetting 0.50 

    

Low 
wettability 

0.60 

    

Low 
wettability 

0.70 

    

High 
wettability 

0.80 

    

High 
wettability 

0.90 

    
Figure 7.4 the influence of xi and xS on the resulting microstructures for random initialization 

In the no wetting regime, the influence of the rigid body motion seems to be twofold. As the solid 

particle moves, it can either have metal droplets already attached to it, due to interfacial energies, 

but can lose this when the droplet is attached to the side of the particle in the opposite way of the 

rigid body motion (i.e. here the left side of the solid particle), for example in the xi = 0.65; xS = 0.50-

case. However, it is also possible that a particle initially did not have metal attached to it, but ‘meets’ 

a droplet on its way, which also happens in the xi = 0.65; xS = 0.50-case.  

From the low wettability regime onwards, the influence of the interfacial energies come into play 

and this results in the movement of the droplets towards the solid particle, as illustrated by the left 

side of the particle in the fV = 0.20; xS = 0.60-case without rigid body motion. If the rigid body motion 

is then added, a solid particle without metal attached to it, moves towards a metal droplet, which in 

turn will also be slightly attracted to the solid particle due to the interfacial energies. If a solid particle 

has a metal droplet attached to it, no detachment from the particle was observed when the particle 

was moving away from the attached droplet, even though the attachment is not very strong.  

At the higher wetting regimes, the influence of the interfacial energies becomes more important, i.e. 

attachment of metal to the solid particle is extremely favourable from an energetic point of view. 

This results in the droplet remaining attached to the solid particle.  
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7.4.2. Influence of rigid body motion on the amount of attached metal 

The influence of the rigid body motion on the area of attached metal is shown in the graphs in Figure 

7.5. The simulation results (denoted ‘with’) are compared to the results from section 6.2, in which 

rigid body motion was not present (denoted ‘without’).  

 

Figure 7.5 area attached metal for several xi,xs-combinations to investigate the influence of rigid body motion (assigned 

as ‘with’) 

For xi = 0.605, more metal is attached to the solid particle when no rigid body motion is present in 

the system, except for xS = 0.60. However, this finds its origin in the fact that in this study we 

investigated xi = 0.605 instead of 0.61 as in the previous study (this xi = 0.605 in turn was chosen to 

be able to compare to the other initialisation method with fV = 0.20). Because xi = 0.605 was 

investigated, less metal was present in the system and this also influences the amount of attached 

metal. This is also visible in the fact that the fraction of attached metal does not change when rigid 

body motion is applied to the system. Moreover, for xi = 0.605 and xS = 0.60, no spinodal 

decomposition took place, as observed previously. 

For xi = 0.63, no conclusive effect of the presence of rigid body motion of the solid particle on the 

amount of attached metal can be observed. For xi = 0.65, except for the non and the full wetting case, 

the simulations with rigid body motion have less attached metal to the solid particle. However, on 

average, there is no effect on the amount of metal attached to the solid particle. The same 

comparison between presence and absence of rigid body motion was made for the random 

initialization, as shown in Figure 7.6. 
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Figure 7.6 area attached metal in several fV,xS-combinations to investigate the influence of rigid body motion (assigned 

as ‘with’) 

In most cases, the amount of attached metal seems larger for the cases without rigid body motion. 

7.4.3. Influence of rigid body motion on the contact angle 

Another quantitative measure of the influence of the rigid body motion on the microstructure can 

be found in the apparent contact angle. A comparison of the mean contact angles for situations with 

and without rigid body motion are tabulated in Table 7.2 and Table 7.3, for the spinodal and random 

initializations, respectively. 

xS predicted (°) 
 xi=0.61(°) 
without 

 xi=0.61(°) 
with 

 xi=0.63 (°) 
without 

 xi=0.63 (°) 
With 

 xi=0.65 (°) 
without 

 xi=0.65 (°) 
with 

0.5 / / / 164.2±5.2 / / 150.2±3.9 

0.6 147.5 152.8±2.3 / 148.1±9.2 158.1±10.7 155.3±7.2 143.3±7.8 

0.7 102.6 103.3±5.7 105.5±16.3 104.3±8.9 123.8±16.2 111.8±2.7 115.0±9.4 

0.74 90.0 Full 73.5±2.8 87.1±2.7 114.1±27.3 85.4±5.7 112.1±18.3 

0.8 70.6 Full Full Full 55.1±4.5 70.4±4.1 81.8±5.9 

0.9 6.1 Full Full Full Full Full Full 
Table 7.2 Comparison of the predicted and measured contact angles (°) of the metallic droplets attached to the solid 

particle for the spinodal initialization 

xS predicted (°) 
 fV=0.1(°) 
without 

 fV=0.1(°) 
with 

 fV=0.2(°) 
Without 

 fV=0.2(°) 
with 

0.5 / / / / / 

0.6 147.5 146.9±7.6 / 128.9±2.7 160.2±2.3 

0.7 102.6 111.4±38.5 / 96.1±10.4 / 

0.74 90.0 102.2±7.6 / 79.5±38.5 98.6±13.4 

0.8 70.6 73.4±15.8 / 71.2±13.2 77.4±11.0 

0.9 6.1 Full Full Full Full 
Table 7.3 Comparison of the predicted and measured contact angles (°) of the metallic droplets attached to the solid 

particle for the random initialization 
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For xi = 0.605 and xi = 0.63, the full wetting regime is encountered at larger xS-values (corresponding 

to higher wetting regimes) when rigid body motion is present. Moreover, in most of the cases, the 

apparent contact angle is larger when rigid body motion is present. Except for the xi = 0.65; xS = 0.50-

case, which was an illustration that the rigid body motion can increase the attachment of the metal 

to the solid particle in the no and low wetting cases. On the other hand, a larger apparent contact 

angle corresponds to a lower wettability. The reason for this can be that the particle ‘pushes’ its way 

through the liquid metal. It should be noted that this effect is very clear, even though the speed of 

movement of the solid particle is rather low. Ogino et al. [10] and Muhmood et al. [11] also observed 

that during intense mass transfer between two phases, a low apparent interfacial tension is the 

result.  

The fact that rigid body motion makes it appear that a lower wetting regime is present than expected 

based on the contact angles predicted by Young’s equation sheds a new light on the previous 

comparison of experimental observations in a PbO-FeO-CaO-SiO2-Cu2O-ZnO-Al2O3 system [12] to our 

simulations in chapter 6. It could imply that the actual wetting regime is not a low-almost-no wetting 

regime, but, depending on the velocity with which the particles move in the liquid, it could as well 

correspond to a higher (but still low) wetting regime.  

It would be expected that the influence of the rigid body motion on the apparent contact angle 

disappears again once the rigid body motion is stopped. This was also checked with simulations 

without rigid body motion starting from the final situation (xM and ϕ-values) of a simulation with rigid 

body motion. These simulations ran for 107 time steps and the measured apparent contact angles 

are tabulated in Table 7.4.  

xS predicted (°) 
 xi=0.63 (°) 
without 

 xi=0.63 (°) 
With 

Equilibration 
after with 

0.5 / 164.2±5.2 / / 

0.6 147.5 148.1±9.2 158.1±10.7 144.4±12.8 

0.7 102.6 104.3±8.9 123.8±16.2 108.0±4.4 

0.74 90.0 87.1±2.7 114.1±27.3 100.3±13.0 

0.8 70.6 full wetting 55.1±4.5 41.4±19.7 

0.9 6.1 full wetting full wetting Full wetting 
Table 7.4 Comparison of the predicted and measured contact angles (°) of the metallic droplets attached to the solid 

particle for the spinodal initialization with xi = 0.63 without and with rigid body motion and for a simulation without rigid 

body motion, starting from the final simulation step of a rigid body motion simulation 

It is observed that these ‘equilibration’ simulations result in contact angles that return towards the 

values corresponding to the motionless simulations, as expected. Only the xS = 0.80-case did not 

return to the full wetting situation where the solid is surrounded by a metallic droplet, as illustrated 

in Figure 7.7. 

(a)   (b)   (c)  

Figure 7.7 The comparison of the apparent contact angle between three different cases: (a) without movement of the 

solid particle; (b) with the rigid body motion of the solid particle; (c) an ‘equilibration’ simulation without movement of 

the solid particle (starting from the final result in (b)).  
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7.4.4. Influence of the speed of rigid body motion  

The speed of the rigid body motion of the solid particles, m, was varied: the solid particle moved with 

either 5 ∆x per 10 s (6.32∙10-8 m/s) or 10 ∆x per 10 s (1.26∙10-7 m/s). These results will be compared 

with the results of our previous study at a speed of 1 ∆x per 10 s (1.26∙10-8 m/s). As a reference, the 

characteristic diffusion distance is √𝐷𝑡 and can be considered as a measure for the distance the metal 

can diffuse during the simulation. In this case, i.e. for 100 s, this distance equals 6.32∙10-5 m, which 

results in an average speed of 6.32∙10-7 m/s. The influence of the rigid body motion on the finally 

obtained microstructures is illustrated in Figure 7.3. 

Wetting 
regime 

speed 

xS 

without 1∆x per 10s 5∆x per 10s 10∆x per 10s 

No wetting 0.50 

    

Low 
wettability 

0.60 

    

Low 
wettability 

0.70 

    

High 
wettability 

0.80 

    

High 
wettability 

0.90 

    
Figure 7.8 the influence of the speed of motion of the solid particle and xS on the resulting microstructures for spinodal 

initialization (xi = 0.63) 

The fact that the shape of the solid particles is changed, i.e. the angles and corners are softened, 

finds it origin in taking the kinetic coefficient for the phase field evolution larger every 100th time 

step, which in turn is needed to move the diffuse interface along with the bulk solid particle when 

rigid body motion takes place. In the non-wetting regime, it is clear that the attachment of the metal 

to the solid particle depends on coincidence, i.e. whether or not a metal droplet is present on the 

path in which the solid particle moves. Thus, there is no influence of the solid particle speed. For the 

low, and high wetting regimes, however, the influence of the interfacial energies becomes larger, 

which means that the metal will try to remain attached to the solid particle, by moving along with it. 
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However, if the solid moves too fast, for example in the 10∆x per 10s case, the metal liquid cannot 

keep up with the solid and the attachment disappears. Finally, in the full wetting case (xs = 0.90), the 

interfacial energy attraction of the metal towards the solid is so high that the liquid follows the solid 

even at very high velocities.  

The influence of the speed of rigid body motion on the area of attached metal is shown in the graphs 

in Figure 7.6 for the different xS-values, and thus for different wetting regimes.  

  

(a) xS = 0.50 (non-wetting) (b) xS = 0.60 (low wetting) 

  

(c) xS = 0.70 (low wetting)     (d) xS = 0.74 (contact angle of 90°) 
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(e) xS = 0.80 (high wetting) (f) xS = 0.90 (high wetting) 

Figure 7.9 area attached metal for several values of the speed of motion of the solid particles for different xS-values (or 

wetting regimes). Full black symbols represent the simulations without rigid body motion; grey full symbols represent 

the simulation with a solid particle velocity of 1 ∆x/10 s; the open black symbols represent the simulation with a solid 

particle velocity of 5 ∆x/10 s and the open grey symbols represent the simulation with a solid particle velocity of 10 

∆x/10 s 

It is clear that at a low speed of the solid particle, it does not influence the amount of attached metal 

significantly, as was already observed in section 7.4.2. However, when the solid particle moves faster, 

a clearer influence becomes visible, depending on the wetting regime.  

For the non-wetting case (xS = 0.50), there is no clear influence of the movement of the solid particle, 

it results in either a ‘pick up’ of droplets, hereby increasing the amount of attached metal, or it can 

lose an already attached metal droplet. 

For the low wettability cases (xS = 0.60 and 0.70), the amount of attached metal decreases as the 

speed of motion of the solid particle increases. At xS = 0.74, with an expected contact angle of 90°, 

the velocities of x5 and x10 clearly show the disappearance of attached metal to the solid particle. 

Also note that this detachment happens faster at a velocity of x10.  

For the high wetting regime (xS = 0.80), the interfacial energies favour the attachment of the metal 

to the solid more, which is also seen in the fact that the detachments for both the x5 and x10 velocity 

take place at a later time step than for xS = 0.74.  

Finally, at a value of xS = 0.9, which corresponds to very high wetting, the attachment of the metal to 

the solid is energetically so favourable that the metal remains attached during the whole simulation, 

even during the very fast movement of the solid particle.  

7.4.5. Realistic microstructures for solid particles 

The influence of rigid body motion with a relatively low speed of 1 ∆x per 10 s (1.26∙10-8 m/s) was 

investigated while comparing two initialization methods, moreover, realistic microstructures, based 

on actual micrographs, were used for the solid particles. The spinodal initialization was carried out 

for an initial supersaturation of xi = 0.605, which corresponds to a volume fraction of metal of 0.219. 

For the random initialization, the actual initial metal fractions are: 0.202 ± 0.001; 0.202 ± 0.001; 0.205 

± 0.002 and 0.201 ± 0.001, respectively for micrographs 1 until 4, for a proposed volume fraction of 

0.20. Both initialization methods were applied for a non-wetting situation (xS = 0.50), an extremely 

low wetting case (xS = 0.58 is the limit between the low and no wettability regimes) and a low wetting 
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case (xS = 0.60). The results are shown as greyscale plots at the final time step in Figure 7.10, Figure 

7.12 and Figure 7.14. For the xS = 0.50 and xS = 0.58 cases, the resulting microstructures are compared 

to the microstructures without the presence of rigid body motion, from our previous work [9]. For 

the xS = 0.60 case, extra simulations without rigid body motion were conducted for comparison. 
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Figure 7.10 Comparison of the spinodal (upper row) and random (lower row) initialization methods in a non-wetting 

situation (xS = 0.50) 

In the no-wetting regime, the rigid body motion can be responsible for both attachment and 

detachment of solid particles, as was already observed in section 7.4.1. The area and fraction 

attached metal as a function of the particle fraction, which is characteristic for each micrograph, at 

the final 106 th simulation step, which corresponds to 100 s, are shown in Figure 7.11. 
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Figure 7.11 The area and fraction attached metal as a function of the particle fraction at the final simulation step (106), 

which corresponds to 100 s for the non-wetting case (xS = 0.50). The particle fraction is characteristic for each micrograph, 

which is indicated by the label above the x-axis 

In the non-wetting case, most of the metal remains unattached. Rigid body motion can both increase 

the amount of attached metal, such as for the spinodal initialization for micrograph 1, or decrease it, 

such as for the random initialization for micrograph 3. However, it should be noted that this seems 

to be somewhat arbitrary and that an increase is also possible for the random initialization and a 

decrease for the spinodal initialization.  
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Figure 7.12 Comparison of the spinodal (upper row) and random (lower row) initialization methods in an extreme low 

wetting situation (xs = 0.58) 

In between the no and low wetting case (xS = 0.58), the rigid body motion can also cause both 

detachment and attachment of the metal droplets to the solid particles. But the movement of the 

solid seems to mainly decrease the amount of attached metal, as also illustrated quantitatively in 

Figure 7.13. 

 

Figure 7.13 The area and fraction attached metal as a function of the particle fraction at the final simulation step (106), 

which corresponds to 100 s for the limiting case (xS = 0.58). The particle fraction is characteristic for each micrograph, 

which is indicated by the label above the corresponding white rectangle 

As observed in section 7.4.2, in the low wettability case, the amount of attached metal is lower when 

rigid body motion is present in the system. Whether this is also the case for the low wetting case (xS 

= 0.60) is investigated qualitatively in Figure 7.14 and quantitatively in Figure 7.15.  
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Figure 7.14 Comparison of the spinodal (upper row) and random (lower row) initialization methods in an extremely low 

wetting situation (xs = 0.60) 

 

Figure 7.15 The area and fraction attached metal as a function of the particle fraction at the final simulation step (106), 

which corresponds to 100 s for the limiting case (xS = 0.60). The particle fraction is characteristic for each micrograph, 

which is indicated by the label above the corresponding white rectangle 
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Again, the rigid body motion seems to decrease the amount of attached metal, except for micrograph 

3 with the spinodal initialization. The differences between the ‘with’ and ‘without’ simulations are 

lower as compared to the xS = 0.58 case. This can be due to the fact that the interfacial energy 

situation in the xS = 0.60 case favours the attachment of metal a little more than the xS = 0.58 case, 

resulting in less detachment of the metal from the solid.  

These results show that the conclusions from our previous work for a single solid particle are still 

valid for multi-particle systems. The resulting simulations can also be compared to experimental 

observations in the FeO- SiO2-Cu2O- Al2O3 system [13], such as in Figure 7.16, made in the Fe-Al-Si-

Cu system which was first oxidized to dissolve all the metallic copper in the slag and subsequently 

reduced to provoke the formation of metallic copper, either as a free droplet or attached to a spinel 

solid particle [13].  

  

  

Figure 7.16 Experimental micrograph of Cu droplets attached to solid particles in the FeO- SiO2-Cu2O- Al2O3 system [13] 

The rigid body motion seems to decrease the amount of attached metal for the non-wetting and low 

wetting cases, which is in accordance with the first results obtained in this chapter. In all wettability 

regimes, the attached metal droplets have a less spherical shape when rigid body motion is present 

in the system. This can also be observed in the experiments (Figure 7.16). It can also be clearly 

observed than one metal droplet is surrounded by more than one solid particle in most cases. In the 

simulations, this behaviour is best observed for micrograph 4. Clearly, the non-wetting regime (xS = 

0.50) does not correspond well to the experimental observations, whereas a good correspondence 

is observed with the simulations in the low wetting regimes.  
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8. Conclusions 

In this part of the doctoral work, several influences on the attachment of liquid metal droplets to 

solid particles in liquid slags with a binary phase field model were studied. The following parameters 

were addressed: 

 the initial supersaturation of the liquid 

 the interfacial energies 

 the particle morphology (particle fraction, perimeter, shape and distribution) 

 initialization method  

 movement of the solid particle  

 the speed of movement of the solid particle 

In practice, when a fraction of the metallic phase is attached to the solid particles, this fraction cannot 

settle and the yield of the phase separation will decrease, which in turn means an important loss of 

valuable metals. 

In the simulations with the spinodal initialization, three stages were observed: first ‘localized’ 

spinodal decomposition takes place near the particle, then, the non-localized decomposition occurs 

in the remaining supersaturated liquid. Finally, Ostwald ripening and coalescence take place. 

Depending on the interfacial energies, four regimes were observed: no wettability of the metal on 

the particle, low wettability, high wettability and full wetting. A higher initial supersaturation 

generally resulted in a higher metal fraction in the system. The effect of the initial supersaturation 

on the fraction of attached metal was, however, not fully conclusive and also varied with time. The 

simulations show that the attached droplets do not have preferred positions, as various places with 

several configurations and variations in time were encountered. 

As the fraction of solid particles in the system decreases, a lower fraction of the metal is attached to 

the solids. In the case of low wettability, the amount of attached metal does not increase with an 

increasing perimeter per area, even though the number of available positions for the metal increases. 

For high wettability, the expected increase in attached metal for an increasing perimeter per area is 

observed. The shape of the particles was also varied. Unfortunately, no clear trends were discovered 

regarding the shape of the particles. Nevertheless, it became clear that several small particles yield 

more attached metal than one large particle. The distance between the particles slightly influences 

the amount of metal attached, as the metallic droplets do orient themselves away from the other 

solid particles when these are too close to one another. Moreover, some of the simulations with 

particles with cavities confirmed that not only the perimeter per area, but also the available space 

for the droplet to grow is an important factor. 

The model was also extended to consider realistic microstructures based on actual micrographs of 

the solid particles. The origin of the attachment was investigated by comparing two initialization 

methods for the metal droplets: by spinodal decomposition of a supersaturated liquid, corresponding 

in practice to a reactive origin of the droplets, and a method with random positioning of the droplets, 

corresponding to the separate formation of particles and droplets. Based on previous research, both 

methods were considered for two wettability regimes: no and low wettability. From a simulation 

point of view, the random initialization allows for more flexibility in the metal fraction of the system 

as there are no restrictions on the metal volume fraction fv, as opposed to the spinodal 

decomposition, where the initial supersaturation xi should be selected in between the inflection 
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points of the free energy curve representing the spinodal decomposition. The random initialization, 

however, has a much larger spread on the results than the spinodal initialization. As a consequence, 

a larger number of simulations are required to draw relevant conclusions for the random initialization 

than when the droplets form through spinodal decomposition of a supersaturated slag, since the 

droplets are then first formed close to the particle. In the non-wetting case, the spinodal initialization 

gave microstructures with the best correspondence with the experiments, but in the low wettability 

case, the simulation results of both initialization methods correspond well with the experimental 

system. This confirms that the droplet-particle interaction can have multiple origins: either reactive 

or non-reactive  

Afterwards, it was investigated how rigid body motion of the solid particle influences liquid metal 

droplet attachment to that solid particle in liquid slags with a phase field model. Regarding the 

amount of attached metal, no actual trends could be observed. At no wettability, the microstructures 

show that the rigid body motion could either ‘pick up’ droplets, hereby increasing the amount of 

attached metal, or it can lose an already attached metal droplet. The low wettability case is similar, 

but the loss of an already attached droplet was not observed. However, this might no longer be the 

case if the solid particle moves faster. At higher wetting regimes and full wetting, the influence of the 

rigid body motion seems to be smaller, as the attachment is more determined by the interfacial 

energies and the metallic phase ‘follows’ the solid particle when it moves. Again, this might no longer 

be the case if the solid particle moves faster. However, on average, there is no effect on the amount 

of metal attached to the solid particle. 

A major observation, on the other hand, is the fact that the apparent contact angle of the metal is 

larger when rigid body motion is present, which corresponds to a lower apparent wettability. This 

effect was very clear, even at the small rate with which the solid particle moved in this study. This 

fact could indicate that a previous classification of the experimental PbO-FeO-CaO-SiO2-Cu2O-ZnO-

Al2O3 system as a system with very low wettability has to be revised. 

The study on the influence of the speed of the rigid body motion showed that there is a trade-off 

between the speed of the movement of the liquid metal on the one hand, which depends on the 

attraction of the metal towards the solid particle by interfacial energies and the speed of the 

movement of the solid particle, which we varied. For slow solid motion, the interfacial energies have 

the upper hand, but for larger velocities, the metal cannot necessarily keep up with the movement 

of the solid. Thus, the amount of metal will decrease in case of faster movement. However, this is 

only the case for the low and high wettability regimes. For the non-wetting case, metal droplets 

coincidentally present on the path of the solid particle will get attached, but the solid particle 

movement can similarly decrease the amount of the attached metal by moving away from the metal 

droplet. On the other hand, for the very high (almost full) wetting case, the interfacial energy 

attraction of the metal to the solid is so large that even the largest velocity did not decrease the 

amount of attached metal.  

For the real-micrograph-based simulations, the simulation in the absence or presence of rigid body 

motion for the spinodal initialization corresponds better to the experimentally observed micrographs 

than the one with the random initialization. Moreover, the trends for the different wetting regimes 

observed for a single solid particle were observed to still be valid for multi-particle systems. 

In this work, the interaction between the solid particles and metallic droplets resulted from the 

interfacial energies between the solid, the liquid oxide and the liquid metal. It should also be 
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mentioned that chemical reactions between the solid and the two liquid phases can take place and 

might affect the interaction, as shown by Villanueva et al. [1].  

The better correspondence to the spinodal initialization shows that the droplet-particle interaction 

could result from a reactive origin, as was also confirmed experimentally by De Wilde et al. [2–7] in 

a synthetic slag system. These experiments show the growth of solid spinel particles on the edge of 

already existing metallic droplets or their formation together with new droplets. They also proposed 

a mechanism for this observation: the spinel solids and copper droplets form together due to a 

simultaneous reduction of copper oxides into metallic copper and the oxidation of slag oxides into 

more stable spinel structures. Additionally, the spinel solids can also form on an already present Cu 

droplet in an analogous way. Moreover, experimentally, the actual ‘attachment’ of the droplets 

seems to be a non-equilibrium phenomenon, which is in correspondence with the results for the 

spinodal initialization, as in that case the droplets are first attached to the solid as they are formed 

simultaneously and are afterwards also detached/dissolved. Explicit implementation of a model of 

the formation of the solid particles within a liquid slag on the side of or together with a metal droplet 

in a multicomponent multiphase system will allow us to simulate and study the reactive origin for 

the attachment in more detail. Therefore, future investigations will include additional parameters 

and phenomena such as the redox reactions occurring in the system under evaluation. 
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“It doesn't matter how beautiful your theory is, it doesn't matter how smart you are. If it doesn't 

agree with experiment, it's wrong.”  

- Richard P. Feynman 

 

 

 





C. Experiments 

159 

9. Sessile drop experiment 16 

In De Wilde’s previous work [1], the interaction between MgAl2O4, a copper droplet and a synthetic 

PbO-based slag was studied using an adapted sessile drop experiment to focus on the simultaneous 

copper-spinel-slag interaction. During the experiment, the copper droplet moved towards the slag 

droplet and a certain emulsification took place between the slag and copper droplet, after which the 

copper droplet positioned itself on top of the slag droplet. An extensive microstructural study was 

performed afterwards to study the spinel-copper-slag interactions. Within the slag droplet, small 

entrained copper droplets were observed to be attached to spinel particles. A reactive origin was 

proposed: the spinel solids and copper droplets form together due to a simultaneous reduction of 

copper oxides into metallic copper and the oxidation of slag oxides into more stable spinel structures. 

As spinel solids are characterized by very fast formation rates, new spinel solids can form directly 

next to the metallic copper droplets, leading to copper droplets, which are attached to spinel solids. 

However, the presence of the small metal droplets within the large slag droplet could also find its 

origin in the emulsification step. 

The aim of this work was to investigate this hypothesis. Therefore, additional experiments with the 

adapted sessile drop set-up were performed. Moreover, several Cu-Ag alloys were used as Ag fulfilled 

the role of a tracer element. Ag is very noble and very unlikely to undergo oxidation, thus it will 

remain in the metallic phase. If the small metal droplets within the large slag droplet do not contain 

the tracer element, this confirms the fully reactive origin hypothesis. Whereas, if the tracer element 

is observed within the small metal droplets in the large slag droplet, these small metal droplets 

originated fully or partially from the emulsification step. Moreover, as a combined origin would result 

in lower Ag-contents in the smaller droplets than in the large metal droplet, several Ag-contents in 

the alloys were investigated to investigate this possibility.  

9.1. Experimental procedure 

9.1.1. Production of the slag system 

The same industrially relevant synthetic slag system (PbO-CaO-SiO2-Cu2O-Al2O3-FeO-ZnO) as 

previously used [1] was employed. It was produced by melting oxides of appropriate quantities, 

corresponding to a slag composition in the spinel primary phase field. The targeted slag composition 

is shown in Table 9.1. 
 

ZnO PbO SiO2 Al2O3 Cu CaO FeO 

wt% 6.5 39.3 13.8 7.3 3.9 9.8 19.4 
Table 9.1 Selected targeted synthetic slag composition based on thermodynamic calculations with FactSage (FactPS and 

FTOxid databases; Input: 100 g of this composition; Selection of all possible pure compound species and all solution 

species; Conditions: 1473K (1200°C), 1 atm total pressure and fixed partial pressure of O2 of 10-7; resulting in three phases 

at equilibrium: liquid metallic copper phase, liquid slag phase and solid spinel phase) 

FeO was added as a combination of metallic iron and hematite and CaO was added as limestone.  

400 g of the targeted composition was weighed, mixed and transferred in an Al2O3 crucible (270 ml). 

The Al2O3
 crucible, surrounded by a protective SiC crucible, was heated in an inductive furnace 

                                                           
16 Based on the following publication: I. Bellemans, E. De Wilde, B. Blanpain, N. Moelans, K. Verbeken, 

Investigation of origin of attached Cu-Ag-droplets to solid particles during high temperature slag/copper/spinel 

interactions, Metallurgical and Materials Transactions B. Submitted 
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(Indutherm, MU3000) up to a temperature of 1073K (800°C), under a protective N2 atmosphere. At 

1073K (800°C), the N2 atmosphere was replaced by a CO/air mixture with volume ratio of 1 to 2.44, 

corresponding to an oxygen partial pressure (po2) of 10-7atm, with a total flow rate of 60 l/h. This 

atmosphere was kept constant during the remainder of the experiment. The slag was heated to 

1473K (1200°C) and this temperature was kept for 30 min to melt all components. Subsequently, N2 

(60 l/h) was bubbled through the slag for homogenization purposes. Afterwards, the induction 

furnace was kept at 1473K (1200°C) for 150 min. The high-temperature state of the slag was obtained 

using a cold sampling bar, which was directly quenched in water and subsequently dried in a dry 

chamber at 423K (150°C). 

A representative sample of the quenched slag was investigated microscopically previously [1]. Three 

phases were observed: slag (SL), spinel (SP) and copper droplets (Cu-dr). Some of the present copper 

droplets display a sticking behaviour to spinel particles. The spinel often had a border richer in Fe 

with respect to the core, which was generally richer in Al. Similarly, the Cu-droplets often had a Pb-

rich border. The various phases present in the system are illustrated in Figure 9.1. WDS analysis was 

also performed on the various phases. The resulting compositions are summarized in Table 9.2. 

 
Figure 9.1 Representative LOM (a) and BSE (b,c) images of quenched slag system obtained after 150 min equilibration at 

1523K (1250°C). (SP = spinel, SL = slag, Cu-dr = Cu-alloy droplets, Al-SP = Al-rich spinel phase, Fe-SP = Fe-rich spinel phase) 

[1] 

wt% Al2O3 ‘FeO’ ‘Cu2O’ CaO ZnO PbO SiO2 

Slag 7.1 16.1 1.3 8.7 5.5 36.4 25.7 
Al-rich spinel 36.9 39.7 0 0 22.5 0.1 0.2 
Fe-rich spinel 17.7 63.6 0.1 0 14.3 0.3 0.4 
Cu core 0.7 0 1.5 95.0 0 0.5 1.2 
Pb-rich border 3.4 0 1.4 1.9 0.12 0.9 92.3 

Table 9.2 Overview WDS analysis of the slag, Fe-rich spinel phase, Al-rich spinel phase and Cu-rich core and the Pb-rich 

border of the present Cu-Pb alloy droplets. [1] 

The composition of the slag itself was different compared to the targeted composition in Table 9.1. 

For Cu, this difference can be explained by the formation of alloy droplets within the slag phase. 

Moreover, Pb will dissolve mostly in the alloy phase rather than in the slag phase, in accordance with 
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the findings of Takeda et al. [2], resulting in a lower PbO content of the slag (see Table 9.2). Takeda 

et al. [2] also showed that Zn dissolves more in the slag phase, but the amount of ZnO in Table 9.2 is 

lower than the start composition given in Table 9.1, as it is one of the major spinel-forming 

components. The spinel solids consist of the three spinel forming components in the slag (i.e., ‘FeO’, 

ZnO and Al2O3). Some of the spinel particles consist of two phases, namely an Fe-rich spinel phase at 

the border (Fe-SP) and an Al-rich spinel phase in the core (Al-SP) of the particle. Other spinel particles 

consist completely of the Fe-rich spinel phase. Under the present experimental conditions, Cu-Pb 

droplets with a phase separation between a Cu-rich core and a Pb rich border are formed. The phase 

separation is a direct consequence of the low Pb solubility in Cu at lower temperatures, and therefore 

this phase separation is expected not to be present at the high temperature during the experiment. 

9.1.2. Spinel preparation 

Spinel (MgAl2O4) substrates were produced in a similar way as in the previous work [1], using a spark 

plasma sintering set-up (type HP D25/1, FCT system Rauenstein, Germany, equipped with a 250 kN 

uniaxial press)). The MgAl2O4 powder (Sigma Aldrich, spinel nano powder, < 50 nm particle size) was 

sintered at a temperature of 1573K (1300°C) under a load of 60 MPa. Subsequently, the sintered 

spinel plates were annealed at 1273K (1000°C) for 3 h and were in a final step polished to a mirror 

finish using 9 µm, 3 µm and 1 µm diamond pastes. The spinel phase was confirmed by XRD analysis 

(Siemens diffractometer D5000), while some additional small corundum peaks were present in the 

XRD spectrum as well. The roughness parameter RA of the MgAl2O4 substrates has an average value 

of 0.19 ± 0.08 µm (Talysurf profilometer).  

9.1.3. Alloy production 

The Cu-Ag-alloys were produced with an inductive micro-granulation furnace (Indutherm, GU500), 

allowing the production of granules with proper dimensions for the contact angle measurements. 

Four different Cu-Ag alloys were produced, containing respectively 5wt% Ag, 12.5wt% Ag, 20wt% Ag 

and 30 wt% Ag. Appropriate amounts of the metals were weighed and melted under a protective Ar-

atmosphere in graphite crucibles. Once molten, the high frequency magnetic field ensured mixing of 

the alloying elements during 15 min. Subsequently, the alloy was granulated into small granules. 

9.1.4. Sessile drop experiments  

9.1.4.1. Set-up 

The interaction between MgAl2O4 and copper or slag was studied using an infrared heating furnace, 

included in the confocal scanning laser microscopy set-up (Lasertec 1LM21- SVF17SP, CSLM). The 

infrared heating furnace allows fast heating and cooling with a 1.5 kW halogen lamp placed in the 

lower focal point of a small Au-coated gastight ellipsoidal chamber that reflects the light to the other 

focal point where the observed sample is positioned. A programmable PID controls the temperature, 

read from a type B (Pt-6%Rh / Pt-30%Rh) thermocouple, which is part of the sample holder. An extra 

window is placed on the side of the heating chamber, allowing to monitor the wetting of the droplet 

on the substrate, which is recorded with a camera (Ganz ZC-F10C3), placed on the same height. An 

oxygen gas analyser in the gas outlet monitors pO2 variations in the heating chamber (Cambridge 

Sensotec LTD, Rapidox 2100). 
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9.1.4.2. Performed experiment  

The simultaneous interaction of copper and slag with a MgAl2O4 substrate was evaluated under a 

protective Ar atmosphere. Before the start of the experiment, the MgAl2O4 substrate was cleaned 

ultrasonically in acetone and the copper was etched using a 1H2O : 1HCl solution, to remove the outer 

copper oxide layer. The MgAl2O4 substrate was placed on the sample holder and levelled carefully. 

Subsequently, both copper and slag were placed on the substrate. The heating chamber was closed 

and flushed three times with Ar. First, the temperature was raised to 573K (300°C), with a heating 

rate of 50K/min. After 1 min at 573K (300°C), the temperature was increased further to 1173K 

(900°C), with a heating rate of 200K /min. After 1 min at 1173K (900°C), the chamber was further 

heated to 1523K (1250°C), which was maintained for 8 min. Finally, the sample was cooled down 

with a cooling rate of 500K/min. The complete process, starting from the melting of the droplet until 

the final cooling, was monitored and an example of the measured temperature in the sample holder 

is shown in Figure 9.2.  

 
Figure 9.2 Temperature as a function of time during one of the experiments 

Special care was taken to assure that the masses of the slag and copper alloy were very similar. The 

average weights of slag and copper alloys during the experiments were 0.0269 ± 0.0041 g and 0.0265 

± 0.0048 g, respectively. The experiment was repeated multiple times to ensure the reproducibility 

of the observations and to investigate whether the wt%Ag in the Cu-Ag alloys has a certain influence. 

The monitored pO2 value during the experiments was of the order of 1.5 10-5 ± 1% atm. 

The obtained sessile drop samples were analysed using light optical microscopy (LOM, Keyence VHX-

S90BE) and electron probe microanalysis, using the secondary electron (SE) microscopy mode (SEM-

SE, FEI Quanta 450 with field emission gun). For the latter, the sample was coated with a conductive 

carbon layer. The composition of the different phases was analysed using energy dispersive 

spectroscopy (SEM-EDX, FEI Quanta 450 with field emission gun).  

9.2. Results and discussion 

9.2.1. Melting, wetting and interaction behaviour of copper alloy and slag 

on MgAl2O4 

A typical example of the melting and wetting behaviour of slag and copper on a spinel substrate is 

presented in Figure 9.3 using the captured video images obtained during the experiment. The 

moment at which the slag starts to melt is considered as the start of the experiment and is chosen as 

zero-point for the time-scale of the experiment (tmelt slag = tstart = 0 s). It should be noted that the first 

three images of Figure 9.3 were slightly adapted in contrast and brightness to make the slag and 
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copper droplet more visible. These phases were not clearly visible at these temperatures (1273K 

(1000°C)), because the extra side-window of the heating chamber used for the sideways observation, 

was obscured. This was done because the sample emits too much light at the higher temperatures 

(1523K (1250°C)), which would make the interaction at higher temperatures not observable. Thus, 

even though the sample is already radiating light at 1273K (1000°C), this was not enough to cancel 

out the effect of the obscured side window.  

 
Figure 9.3 Captured images during the high-temperature CSLM experiment with Cu-20wt%Ag. Above each image, the 

time in seconds is shown, where the melting point of the slag is taken as the zero-point for the timescale (tmelt slag = tstart 

= t0). Different stages were defined within the melting and heating process: melting of the slag; melting of the copper; 

wetting of slag on the substrate, movement of the slag towards the Cu; coalescence of Cu and slag and increased wetting 

of slag on top of the Cu. 

Different stages during the experiment can be distinguished, as indicated on Figure 9.3. First, the slag 

droplet melts, followed by the melting of the copper alloy. Usually, as the viscosity of molten metals 

is very low, the time needed for millimetric size droplets to reach capillary equilibrium in non-reactive 

systems is less than 10-1 s, whereas the spreading times in reactive metal/ceramic systems, usually 

lay in the range of 101-104 s and these systems are typically controlled by the interfacial reaction 

itself. [3] Once the slag is completely molten, a good wetting with the spinel substrate is observed. 

The apparent contact angle is 25.9 ± 1.7°. The copper alloy, on the other hand, is almost spherical 

Increased wetting of slag on Cu 

Start melting Cu 

T = 1523K (1250°C) 

Start melting slag 

10 s 20 s 34 s 

Wetting slag on MgAl
2
O

4
 

Movement of slag towards Cu Coalescence Cu and slag 

t
melt slag 

= t
start

 = 0 s  

40 s 60 s 80 s 

85.1 s 85 s 

70 s 

85.2 s 85.3 s 

85.4 s 85.5 s 120 s 

180 s 150 s 

90 s 

210 s 240 s 

300 s 270 s 420 s 480 s 

Slag Cu 
MgAl2O4 1.5 

mm 



9. Sessile drop experiment 

164 

with an apparent contact angle of 118.5 ± 1.4°, indicating a very low wettability of the alloy on the 

spinel. This wetting behaviour is in good correspondence with previous observations by De Wilde et 

al. [4]. The wetting behaviour of the slag with respect to the spinel appears to be much higher than 

that of the alloy. The slag gradually spreads on the spinel substrate and eventually reaches the copper 

droplet, which continuously keeps it spherical shape.  

After 85 s, the slag touches the copper droplet. Once this takes place, the coalescence of the slag and 

copper happens very rapidly, i.e. the copper droplet gets on top of the slag in about half a second. 

After the coalescence, the liquid copper stays on top of the slag and this image gives the impression 

that the copper droplet is not in contact with the MgAl2O4 substrate. Based on the densities of copper 

and slag, the opposite behaviour would be expected. It should be noted that due to the very low 

masses of slag and copper used in the sessile drop experiment, the gravity effect on the droplets is 

limited and it can be assumed that the interfacial energies between the spinel substrate and both 

liquids will be the dominant factor in our experiment [5]. 

After the coalescence, during the interaction time of 8 min at 1523K (1250°C), the slag starts to wet 

the copper droplet, which lies on top of the slag. This is particularly visible when considering the 

height of the left side of the slag with respect to the height of the copper droplet on top of the slag. 

First, the copper droplet is clearly situated in a higher position, but in the end of the experiment, the 

slag on the left side, reached the same height.  

Because the coalescence happens so fast, the small metal droplets attached to spinel particles that 

were observed in the slag phase in similar experiments previously [1] might result from this fast 

‘sweeping’ of the slag in between the copper alloy droplet and the spinel substrate. This is why, in 

this study, copper-silver alloy droplets were used. If the mechanically entrained copper alloy droplets 

have the same composition as the large alloy droplet, the origin of the attachment of the small 

copper droplets to the solid spinel particles, lies in the fast mixing of the two phases during the 

coalescence. However, when the mechanically entrained copper alloy droplets have a different 

composition than the large alloy droplet, this would be a strong indication that the entrainment of 

the copper droplets has a reactive origin, as was proposed in previous work [1,6]. If the small metal 

droplets within the large slag droplet do not contain the tracer element Ag at all, the origin can be 

stated as fully reactive. If the concentration of the tracer element is less than the large alloy droplet, 

a combined origin would be responsible for the mechanically entrained small droplets. 

The adapted sessile drop experiment allowed the simultaneous study of the interactions between 

both liquid slag and liquid copper with a solid spinel MgAl2O4 substrate. Consequently, the relevant 

interactions that determine the phenomenon of sticking copper droplets in slags will be examined in 

the next section. The microstructures and compositions of different regions within the high 

temperature CSLM samples are examined for the different Ag alloys. 

9.2.2. Microstructural analysis 

9.2.2.1. General overview 

The LOM images of the cross-section of the MgAl2O4-slag-Cu(30wt%)Ag sample are shown in Figure 

9.4. Central in this figure, a global overview is shown, surrounded by more detailed micrographs of 

several regions in the cross-section. Similar results were obtained for the other Cu-Ag alloys. 
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Figure 9.4 LOM of the cross-section of the MgAl2O4-slag-Cu(30wt%)Ag sessile drop sample. (central) General overview of 

slag droplet and copper droplet on the substrate. (surrounding) Detailed overview of the microstructure of the slag 

droplet within the copper or slag droplet 

The general overview image (central in Figure 9.4) confirms that there is no direct contact between 

the MgAl2O4 substrate and the large copper droplet. The large Cu-Ag droplet has undergone a certain 

phase separation during the cooling down, as the Cu-Ag phase diagram predicts one completely liquid 

Cu-Ag phase at high temperatures, but a phase separation between a Cu-rich and a Ag-rich phase at 

temperatures below the eutectic temperature of 1052K (779°C).  

The slag situated close to the big copper alloy droplet contains several small metal droplets attached 

to spinel particles within the slag. Further away from the large copper alloy droplet, smaller non-

attached metal droplets are also present alongside finely dispersed spinel solids. In the outer regions 

of the slag phase, less or almost no metallic droplets are observed. Underneath the big copper alloy 

droplet, a very thin interaction layer can be observed. However, it is immediately clear that this slag 

layer is much thinner (on the order of 10µm) than in the previous work [1] (on the order of 100 µm). 

The different zones were also investigated with SEM-EDX and are discussed into more detail in the 

following sections. 

9.2.2.2. Big alloy drop 

The phase separation within the big droplet can be observed by both the SE images and the elemental 

maps in Figure 9.5. The Cu-Ag alloy clearly separates into a copper-rich and a silver-rich phase. The 

average measured composition of the complete droplets and the compositions of the separate 

phases for the 20 and 30 wt% Ag alloys are shown in Table 9.3. Only the amounts of Cu and Ag are 

presented here, because the other elements were detected in amounts lower than the error of the 

measurement. 
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Figure 9.5 SE images and Cu and Ag EDX-maps illustrating the phase separation within the big Cu-Ag droplet 

Proposed 
wt% Ag 

Measured average 
composition 

Composition of Ag-rich 
phase 

Composition of Cu-rich 
phase 

20 17.2 wt% Ag / 94.7 wt% Cu – 5.3 wt% Ag 

30 22.2 wt% Ag 18.4 wt% Cu – 81.6 wt% Ag 94.4 wt% Cu – 5.6 wt% Ag 
Table 9.3 Average measured composition of the complete droplets and the compositions of the separate phases for the 

20 and 30 wt% Ag alloys 

The Ag-rich phase in the 20wt%Ag alloy could not be measured accurately due to the limits of spatial 

resolution of the EDX. However, it is clear that such an Ag-rich phase is present, as the SE images 

clearly indicate this and the average composition has more Ag than the Cu-rich phase. 

The Cu-Ag phase diagram, calculated with the Factsage thermodynamic software [7], predicts a 

homogeneous liquid Cu-Ag phase at 1523K (1250°C). Upon cooling a phase separation occurs which 

shows characteristics of spinodal decomposition instead of a nucleation and growth mechanism [8]. 

Therefore, the temperature at which the alloy droplet solidified and simultaneously decomposed 

spinodally can be approximated by a Factsage calculation which fits the observed phase compositions 

to the theoretical ones. The compositions of the two measured phases correspond to the equilibrium 

situation at a temperature of 1003K (730°C) and 1051K (778°C), respectively, where the latter 

temperature is the eutectic temperature (the temperature at which the last liquid phase disappears 

under equilibrium cooling).  

9.2.2.3. Slag at the side of big alloy drop 

An overview of the microstructures at the side of the large metal droplet for the different Cu-Ag 

alloys is given in Figure 9.6. For the 5, 12.5 and 30 wt%Ag alloys, the microstructures are similar and 

contain metal droplets attached to solid spinel particles in the slag phase. This is not the case for the 

20wt%Ag alloy, where small darker solids are also present. An elemental map of an attached droplet 

for the 5wt%Ag sample is shown in Figure 9.7. 
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Figure 9.6 SE images of the microstructures at the side of the big copper alloy droplet for the different Cu-Ag alloys. 

 

Figure 9.7 Elemental map of the microstructure next to the large Cu-5wt%Ag droplet. 

It is clear from this map that the spinel forming elements are O, Al, Fe and Zn. Si, Pb and Ca only 

appear inside the slag phase while the metal droplets consist of Cu and Ag. The latter is more clear 

for the 30 wt% Ag alloy, as shown in Figure 9.8. In Figure 9.7, it is also shown that the spinel particle 

has a core which contains Fe, Al and Zn, but the border of the particle, clearly contains a higher 

concentration of Fe. Quantitatively, this is also reflected in the compositions obtained by EDX 

measurements, as summarized in Table 9.4. 
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Figure 9.8 Elemental map of the attached metal droplets next to the large Cu-30wt%Ag droplet.  

Sample Phase 
Wt% 

Si 
Wt% 

Pb 
Wt% 

Ca 
Wt% 
Mg 

Wt% 
O 

Wt% 
Al 

Wt% 
Fe 

Wt% 
Zn 

Wt% 
Cu 

Wt% 
Ag 

5 

Slag 17.0 14.6 7.2 - 31.7 6.5 19.4 4.4 2.5 - 

Inner spinel - - - - 30.9 12.8 42.0 12.7 - - 

Outer spinel 9.7 10.6 5.6 - 26.5 5.6 18.2 3.8 19.2 - 

Attached Cu - - - - 5.3 1.9 4.1 1.1 79.3 - 

Non-attached Cu - - - - - - 2.0 - 94.2 1.0 

12.5 

Slag 14.9 23.4 8.5 - 30.2 6.3 7.1 1.9 6.9 - 

Inner spinel - - - - 28.2 5.2 50.2 14.7 - - 

Outer spinel 1.1 1.4 - 1.1 30.4 7.7 46.2 10.0 1.5 - 

Attached Cu - - - - - - 2.6 - 90.6 3.0 

Non-attached Cu - - - - - - - - 94.5 2.6 

Other solids 2.6 3.3 1.4 - 11.2 2.6 11.2 2.8 61.3 2.8 

20 

Slag 15.9 23.6 9.0 - 29.9 6.8 5.0 1.4 7.3 - 

Outer spinel 1.4 1.6 1.0 2.8 31.6 15.1 32.8 12.2 1.4 - 

Attached Cu 2.1 3.5 1.5 - 1.5 1.1 1.5 - 84.3 3.2 

Other solids 16.0 13.1 12.5 1.7 34.9 7.2 11.1 1.1 2.3 - 

30 

Slag 15.8 24.7 8.7 - 30.3 6.0 6.5 2.4 5.0 - 

Inner spinel - - - - 30.7 10.8 44.1 11.8 - - 

Outer spinel 2.1 2.3 - - 30.6 11.3 39.4 11.5 1.2 - 

Attached Cu - - - - - - 2.8 - 88.6 6.0 
Table 9.4 Average measured compositions for the various phases in the microstructure at the side of the large alloy for 

the different Cu-Ag alloys. Compositions below 1wt% were assigned with ‘-‘.  

These measurements show that Pb, Si and Ca are mainly present in the slag. Mg, which could only 

come from diffusion from the substrate, is nearly always measured in concentrations below the 

detection limit. The spinel particles mainly consist of O, Al, Fe and Zn while the outer rim of the spinel 

clearly contains less Al and Zn. However, the amount of Fe also seems lower, as opposed to what is 

expected from the elemental map in Figure 9.7. Moreover, the amounts of the slag forming elements 

are also higher. This is probably due to the interaction volume (typically of the order of µm) inherent 

to SEM-EDX measurements and the fact that the spinel border is very thin and thus has slag 

underneath it, which will be measured by the EDX as well. 

The metal droplets within the slag phase, either attached or non-attached, clearly contain Ag. They 

contain, however, less Ag than the proposed and actually measured (cfr. Table 9.3) Ag content of the 

alloy. The Ag content in the slag or the spinel phases is mostly below the detection limit as Ag mainly 

resides in the metal phase. The amount of Ag in the attached Cu droplets increases with the 

increasing Ag content in the Cu-Ag alloy. The attached metal droplets have a higher fraction of other 

elements (mainly Fe) than the non-attached metal droplets which could be related to interactions 

with the spinel particles. However, another possible explanation of the very high Fe-content is 
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secondary X-ray fluorescence 17. This secondary fluorescence of X-ray spectra of small Cu-particles in 

Fe-containing slags was already investigated and modelled with Monte Carlo simulations [9].  

The behaviour of the slag and the copper alloy droplet on the MgAl2O4 substrate during the high 

temperature CSLM experiment (Figure 9.3), indicate that the copper-MgAl2O4 interaction is not 

stable in the presence of a slag phase. This seems to be in contradiction with the presence of the 

small entrained sticking copper droplets in the slag droplet, and with the observations of the attached 

droplets in slags in the previous work of De Wilde et al. [6]. In [1], it was already demonstrated that 

an attached copper droplet is more stable than a non-attached droplet from a thermodynamic point 

of view, assuming that the surface of the droplet does not change after the attachment, when the 

following condition is valid [6]: SL-Cu + SP-SL ≥ SP-Cu. With SL-Cu the slag-copper interfacial energy, SP-

SL the spinel-slag interfacial energy and SP-Cu the spinel-copper interfacial energy. 

Unfortunately, at present, only limited data is available on SL-Cu for calcium ferrite slags [10], and, to 

our knowledge, no data is available for SP-Cu or SP-SL. However, it was already shown that the spinel 

composition influences the wetting behaviour of copper alloys [11]: the contact angle of copper on 

ZnFe2O4 substrates (88°) was lower than on MgAl2O4 substrates (123°). The composition of the small 

spinel particles within the slag in our experiment are more related to the ZnFe2O4 substrate, thus the 

attachment of small alloy droplets within the slag is thermodynamically feasible and not in 

contradiction with the non-wetting behaviour of the large copper-alloy droplet on the MgAl2O4 

substrate. 

On the other hand, the origin of sticking droplets was proposed to be found in a chemical reaction, 

as elaborated in [1,6]. It is suggested that dissolved Cu can precipitate by reduction of the copper 

oxide, while the iron oxides in the slag next to the copper droplet are oxidized to form spinel solids, 

according to the following overall reaction [1,6]:  

(Cu2O, CuO) slag + (FeO) slag + (ZnO) slag + (Al2O3) slag → (Zn2+, Fe2+, Cu2+)(Al3+, Fe3+)2O4 + Cu-alloy droplet 

However, the fact that silver is present in a lower concentration in the attached copper droplets 

compared to the master alloys in this study indicates that the origin of the attachment is not purely 

dispersive. Moreover, it is almost impossible that the Ag would dissolve in such large amounts into 

the slag, as illustrated by the SEM-EDX measurements in Table 9.4. This is confirmed by the 

observations of Takeda et al. [2]. They showed that Ag dissolves slightly into the slag with a 

distribution coefficient (= % in slag / % in Cu-Ag alloy) of the order 10-4 to 10-2 atm for partial pressures 

of oxygen going from 10-11 to 1 atm. Note that even if it were possible for more Ag to dissolve into 

the slag, this would also not result in precipitation of the Ag, as the equilibrium allows for more Ag 

to be dissolved, unless the slag drop on the spinel substrate possesses variations in composition or 

pO2.  

However, as Ag-diffusion cannot be excluded, a purely reactive origin is possible, as is a combination 

of dispersion and reaction. In the latter case, it is suggested that during the coalescence of the copper 

alloy and slag droplets on the substrate during the high-temperature CSLM experiment, some Cu-Ag 

                                                           
17 After a characteristic X-ray is emitted, it can be absorbed again by an atom in the sample. Then, the absorbing 

atom is excited, but subsequently relaxes, emitting its own characteristic X-rays. This is called secondary 

fluorescence. Because X-rays (primary or secondary) can travel relatively large distances through the sample, it 

is possible that the secondary emission process may occur at a location remote from that of primary emission, 

further degrading the spatial resolution of the X-ray signal. 
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alloy is introduced into the slag phase as small dispersed alloy droplets. However, some Cu and Ag 

also dissolve into the slag under the high temperature and low oxygen partial pressure conditions. 

The small alloy droplets introduced in the slag during the coalescence, can be considered as 

heterogeneous nucleation sites, where dissolved Cu and Ag can precipitate by reduction of the 

copper and silver oxides, while the iron oxides in the slag next to the copper droplet are oxidized to 

form spinel solids, according to the overall reaction (cfr. Supra) as suggested by De Wilde et al. [1,6]. 

A higher amount of Cu was observed in the outer spinel (Table 9.4), which confirms the above 

mechanism. Moreover, a higher concentration of Fe was also observed in the outer part of the spinel 

(Figure 9.7), which endorses the mechanism suggested further. Furthermore, it was already observed 

by Scheunis et al. [12,13] that spinel solids can form and grow very fast within the slag, which would 

be essential for the reactive origin of the attachment.  

9.2.2.4. Alloy droplet – slag interface 

The interface between the large copper alloy droplet and the slag phase, could only be visualized for 

the 20 wt%Ag alloy (Figure 9.9), as all the other samples had no clearly visible interface due to a large 

number of pores concentrated at this interface.  

 

Figure 9.9 Optical micrograph, SE image and elemental map of the interface between the large alloy droplet (20 wt% Ag) 

and the slag phase. The scale bar in the in the SE image and elemental maps are the same. 

The large copper alloy droplet is situated in the lower left corner of the SE image as can also be seen 

on the elemental Cu and Ag EDX maps. When moving towards the slag phase over the interface, no 

intermediate phase, such as a copper-oxide phase, was observed. Directly next to the alloy droplet, 

a slag layer with Si, Pb, Al and O is found. This slag layer is flanked by a set of spinel solids (consisting 

of O, Al, Fe and Zn).  
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De Wilde et al. [1] observed the presence of an intermediate copper oxide layer between the large 

copper drop and slag phase. They presented two possible explanations for this: a quenching effect 

or a reaction between the copper and slag. The quenching effect was considered unlikely as the 

remainder of the microstructure of the sample did not contain any other quench effects. The slag 

phase in our work also contains a higher amount of Cu with respect to the amount initially present 

in the slag phase, also indicating the dissolution of the copper alloy drop in the slag. It is possible that 

the presence of Ag in the copper alloy retarded or stopped the formation of the copper oxide layer 

at the interface between the two phases. De Wilde et al. [14] also found different behaviour between 

oxygen and Cu-Ag alloys compared to pure copper in sessile drop experiments. As stated by Lee et 

al.[15] and Fima et al. [16], this could be attributed to the accumulation of Ag at the surface, which 

is then responsible for the different behaviour with oxygen either in the atmosphere in the sessile 

drop experiments, or in the slag in this study. 

9.2.2.5. Slag further away from the big alloy droplet 

Further away from the big alloy droplet and in the lower slag phase (closer to the substrate), some 

attached copper droplets are also observed as can be seen in Figure 9.10. However, they are present 

to a smaller extent in these areas. Moreover, more darker solids are present, as already observed in 

the slag directly next to the alloy drop for the 20 wt% Ag case. An elemental map illustrating the 

distribution of the elements over the different phases in the slag phase further away from the big 

alloy drop is shown in Figure 9.11. 

 

Figure 9.10 SE images of the microstructures further away from the big copper alloy droplet and in the lower slag phase 

for the different Cu-Ag alloys  
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Figure 9.11 Elemental map of the microstructure slag further away from the big alloy drop with 12.5 wt%Ag. The scale 

bar in the in the SE image and elemental maps are the same. 

The amount of attached metal droplets is lower and the spinel particles seem smaller. The 

compositions of the different constituents in the microstructures further away from the big alloy 

drop were measured with EDX and the results are shown in Table 9.5.  

Sample Phase 
Wt% 

Si 
Wt% 

Pb 
Wt% 

Ca 
Wt% 
Mg 

Wt% 
O 

Wt% 
Al 

Wt% 
Fe 

Wt% 
Zn 

Wt% 
Cu 

Wt% 
Ag 

5 
Slag 13.4 14.3 7.2 1.0 30.6 7.9 18.4 4.3 2.7 - 

Inner spinel 1.2 1.1 - 1.2 30.3 7.4 49.0 8.2 - - 

20 

Outer spinel 6.9 3.1 5.3 4.1 35.6 15.6 21.8 6.8 - - 

Attached Cu 5.2 4.4 2.2 - 4.7 3.4 2.0 - 76.1 - 

Non-attached Cu - - - - - - 1.2 - 95.8 - 

Solids 16.3 8.7 14.1 1.9 35.1 8.3 11.2 - 3.6 - 

30 

Inner spinel - - - - 30.6 13.4 39.4 14.9 - - 

Attached Cu 1.3 2.5 1.1 - 1.3 - 3.7 1.0 84.5 3.1 

Non-attached Cu - - - - - - 2.2 - 91.1 3.2 
Table 9.5 Average measured compositions of the various phases in the microstructure further away from the large alloy 

drop for the different Cu-Ag alloys. Compositions below 1wt% were assigned with ‘-‘. 

The compositions of all phases are very similar to the ones listed in Table 9.4. The spinel particles are 

again mainly constituted of O, Al, Fe and Zn and the same observations can be made regarding the 

inner and outer spinel parts. The attached metal droplets clearly contain less Cu as more of the other 

elements (not Cu or Ag) are present within the droplets. Due to the very small dimensions of these 

solids, it is not straightforward to quantify the amounts of Fe and Al precisely and to determine the 

chemical formula. Based on the composition, it could be suggested that the small darker solids are 

hedenbergite (CaFeSi2O6) or esseneite (CaFeAlSiO6), which is in accordance with the findings of De 

Wilde et al. [1]. The compositions of the different constituents in the microstructure in the lower slag 
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were measured with EDX and are very similar to the compositions corresponding to the slag phase 

further away from the large alloy droplet. 

9.2.2.6. Slag – spinel substrate interface 

The large copper alloy drop did not have direct contact with the spinel substrate, but the slag did and 

a certain interaction between the slag and the spinel substrate could be observed, as shown in Figure 

9.12.  

 

Figure 9.12 SE images of the microstructures at the interface between the slag phase and the MgAl2O4 substrate for the 

different Cu-Ag alloys  

An intermediate layer is formed between the slag and the MgAl2O4 substrate. The SE image of the 

12.5 wt% Ag sample does not give a clear intermediate layer, but it is present, as confirmed by the 

elemental map in Figure 9.13.  

 

Figure 9.13 Elemental map of the microstructure of the slag-substrate interface for the 12.5 wt% Ag sample. The scale 

bar in the in the SE image and elemental maps are the same. 

The Zn and Fe map in particular illustrate the presence of the intermediate layer. This is even clearer 

in a sample with a larger intermediate layer, such as the 5 wt%Ag sample in Figure 9.14. Moreover, 

the EDX measurements of the slag, intermediate layer and the substrate for all the samples are 

shown in Table 9.6. 
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Figure 9.14 Elemental map of the microstructure of the slag-substrate interface for the 5 wt% Ag sample. The scale bar 

in the in the SE image and elemental maps are the same. 

Sample Phase 
Wt
% Si 

Wt
% 
Pb 

Wt
% Ca 

Wt
% 

Mg 

Wt
% O 

Wt
% Al 

Wt
% Fe 

Wt
% Zn 

Wt
% 
Cu 

Wt
% 
Ag 

5 

Substrate - - - 13.9 43.3 41.9 - - - - 

Intermediate layer 2.0 2.5 - 3.5 35.1 24.4 15.0 16.0 - - 

Attached Cu in slag - - - - 1.9 - 1.0 - 93.6 - 

12.5 

Substrate - - - 14.0 43.0 42.3 - - - - 

Intermediate layer 4.0 5.2 1.9 4.3 36.1 22.5 12.4 11.9 1.7 - 

Slag 15.0 24.6 8.3 0.7 30.8 6.4 5.3 1.3 7.4 - 

Attached Cu in slag - - - - - - - - 93.1 2.4 

Non-attached Cu in 
slag 

- - - - - - 1.2 - 94.0 1.6 

20 

Substrate - - - 15.1 41.3 42.7 - - - - 

Intermediate layer - - - 11.1 36.2 34.3 7.6 7.9 1.0 - 

Slag 15.6 20.6 10.0 1.2 31.8 7.4 7.0 1.4 4.7 - 

Spinel in slag  14.5 19.4 9.0 - 32.1 7.3 10.2 1.6 4.6 - 

Solids in slag  12.5 11.7 9.6 1.9 35.1 9.9 12.6 3.8 2.8 - 

30 

Substrate - - - 14.2 42.3 42.5 - - - - 

Intermediate layer 2.5 3.3 1.3 8.2 37.8 28.4 10.5 7.5 - - 

Slag 15.8 22.8 8.7 1.6 32.6 9.4 5.8 - - - 
Table 9.6 Average measured compositions of the various phases in the microstructure at the interface between the slag 

and the MgAl2O4 substrate for the different Cu-Ag alloys. Compositions below 1wt% were assigned with ‘-‘. 

The substrate consists of Mg, Al and O and virtually no other elements. It should be noted, however, 

that the points measured in the substrate were situated at a specific distance from the intermediate 

layer, where no diffusion processes are expected to alter the substrate composition. The 
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intermediate layer is a spinel solid solution of Mg, O, Al, Fe and Zn, but with a different composition 

than the spinel solids in the slag phase. The large difference with the spinel solids in the slag phase, 

is the presence of the Mg. Some non-spinel forming elements (such as Si and Pb) are also measured 

to a small amount. The slag phase near the intermediate slag layer contains more Mg than in the 

other regions of the samples. This Mg can only originate from a diffusion process from the MgAl2O4 

substrates, which indicates its dissolution. Additionally, the amount of Al in the slag is a little bit 

higher next to the interaction layer with respect to the other regions in the samples, which also 

confirms that the MgAl2O4 dissolves into the slag. De Wilde et al. [1] observed gradients in 

composition seen on the elemental maps, which could result from the diffusion of Fe and Zn from 

the slag and intermediate layer into the spinel substrate. However, this is not visible in our results 

and it should be noted that De Wilde et al. [1] also indicated that the gradients in composition seen 

on the elemental maps could also be due to an interference with the interaction layer.  

Both the captured images during the high temperature CSLM experiment (Figure 9.3) and the 

microstructural overview of the samples (Figure 9.4) demonstrate that the big copper alloy droplet 

is not in contact with the spinel substrate after coalescence with the slag. This agrees with the results 

of standard sessile drop experiments in literature: copper generally displays a non-wetting behaviour 

on spinel substrates, whereas slags display good wetting on spinel substrates. This good wetting of 

the slag on the MgAl2O4 substrate was also observed previously by Abdeyazan et al. [17], Tran et al. 

[18] and Donald et al. [19]. Moreover, an interaction layer consisting of (Mg, Zn, Fe)(Al, Fe)2O4, is 

formed. This is in accordance with the results of De Wilde et al. [1,4], i.e. that the MgAl2O4 substrate 

dissolves into the slag. Due to this dissolution, the concentration in spinel-forming elements becomes 

very high, inducing the formation of the spinel intermediate layer. They proposed the following 

reaction taking place at the studied MgAl2O4-slag interface:  

MgAl2O4 solid + (Fe2O3, FeO, ZnO Al2O3) slag  

→ (Mg2+, Zn2+, Fe2+)(Al3+, Fe3+)2O4 interaction layer + (MgO) slag + (Al2O3) slag 

Furthermore, this overall reaction was confirmed previously by thermodynamic calculations using 

FactSage [4]. 

9.3. Conclusions 

In this study, the attachment of copper droplets to spinel particles in slags, retaining the 

sedimentation of the droplets, is studied. Adapted sessile drop experiments were performed, in 

which both copper alloys and slag were placed on a spinel substrate. Several copper-silver alloys, a 

synthetic PbO-CaO-SiO2-Cu2O-Al2O3-FeO-ZnO slag and a MgAl2O4 substrate were used to represent 

the copper alloy droplets, slag and spinel solids, respectively. The silver was added to the copper alloy 

as a trace element to get more insights into the origin of the attachment. 

The slag displayed a very good wetting behaviour on the MgAl2O4 substrate, whereas the copper alloy 

drop did not wet the spinel substrate. During the high temperature CSLM experiment, the slag moved 

towards the alloy drop and coalescence occurred, after which the slag positioned itself between the 

substrate and the alloy drop. Thus, no direct interaction between the copper and the MgAl2O4 

substrate was possible.  

The microstructures within the different samples were studied and the compositions of the different 

phases present were determined. A (Mg, Zn, Fe)(Al, Fe)2O4 interaction layer was formed at the slag-



9. Sessile drop experiment 

176 

MgAl2O4 interface. At the slag-copper droplet interface, no interaction layer was observed, but 

copper dissolution into the slag was noted.  

Small entrained copper droplets sticking to spinel solids were present within the slag droplet. A 

mechanism is proposed to explain the presence of those sticking droplets: either purely reactive or 

a combination of dispersion and reaction. In the latter case, it is suggested that during the 

coalescence phase in the high temperature CSLM experiment, some small Cu-Ag droplets are 

dispersed within the large slag drop. These Cu-Ag droplets then act as nucleation sites for a 

simultaneous reduction of copper and silver oxides into metallic copper and the oxidation of slag 

oxides into more stable spinel structures. In this way, the spinel solids grow at the side of the Cu-Ag 

droplets, which in turn are enriched with Cu and grow. This leads to copper droplets attached to 

spinel solids within the slag phase. 
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10. Smelting experiment 18 

De Wilde et al. [1,2] developed a methodology for smelting experiments to observe the attachment 

of metal droplets to solid spinel particles in synthetic slags. These synthetic slags contained over 7 

components to be industrially relevant. However, one of the limitations of modelling is the ‘curse of 

dimensionality’ [3], i.e. the more components in the system, the more computational time is required 

to simulate this system. The dependence is even exponential. Thus, from a modelling point of view, 

smelting experiments with as few as possible elements are interesting. Of course, the number of 

elements required should exceed a certain value to be able to capture the attachment of the metal 

droplet to the spinel particle in a liquid slag phase. The following paragraphs describe the 

requirements for such a system, the changes in methodology which were required [4], as systems 

with fewer elements typically encounter certain problems and finally an oxidation-reduction 

experiment in the Fe-Si-Al-O system with Cu-Ag droplets is described.  

10.1. Introduction 

First, the slag-copper system was calculated using the FactSage 6.4 thermodynamic software package 

to obtain a suitable elemental composition, together with the temperature and the equilibrium 

partial pressure of oxygen for which attached copper alloy droplets can possibly occur. The 

temperature and the equilibrium partial pressure of oxygen together determine the degree of 

oxidation of the system which is very important for controlling parameters like chemical losses, 

fractions of micro-solids and slag viscosities. 

10.1.1. Temperature and pO2 

The temperature can be easily controlled by providing feedback from a temperature sensor, placed 

in the liquid slag-copper system, to the power control of the furnace. The equilibrium partial pressure 

of oxygen is expressed in the same units as pressure and represents the pressure of oxygen gas that 

needs to be applied above the liquid slag-alloy system in order to prevent the net exchange of oxygen 

between the gas and the system. From basic thermodynamics, it can be understood that when a slag 

is brought into contact with a gas mixture containing a higher partial pressure of oxygen than the 

equilibrium oxygen partial pressure of the slag, oxygen transfer from the gas to the slag will occur.  

The best way to obtain a gas with a known partial pressure of oxygen is to create a mixture of carbon 

monoxide (CO) and carbon dioxide (CO2). When this gas mixture is exposed to the high temperatures 

of the furnace, a certain oxygen fraction is produced by the Boudouard reaction. The 

thermodynamics of these type of CO/CO2 mixtures is very well known and the oxygen partial pressure 

at equilibrium, depending on the temperature, can be calculated accurately. Thus, at equilibrium, 

the oxygen partial pressure is given by pO2 = Kp* (pCO2/pCO)². Where Kp is the equilibrium constant of 

the Boudouard reaction. This reaction constant depends strongly on the temperature and 

thermodynamic properties of the reactants and products. The value of Kp can be calculated with 

software such as FactSage. 

 

                                                           
18 Based on some of the work in the master’s thesis of V. Cnockaert titled “Investigation of the attachment of 

metallic droplets to solid particles in liquid slags”, during academic year 2015-2016 at Ghent University. 
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10.1.2. System selection 

The system that needs to be considered should have a high enough volume fraction of metal alloy, 

should contain slag-forming elements and spinel-forming elements and should have a sufficiently low 

viscosity. The first element that is required is copper (Cu), as we want to study the attachment of 

liquid copper to spinel micro-crystals in the liquid slag. For spinel particles to be formed, iron (Fe) is 

a very useful element, as it can occur in both the +3 and the +2 oxidation states, which are required 

to form the spinel crystal structure. Thus, it can even form a spinel particles by itself in the form of 

magnetite (Fe3O4). Moreover, iron oxide is the main compound for many copper smelting and 

converting slags. The third element is aluminium (Al), as the crucible containing the high-temperature 

system is made of alumina (Al2O3) and the interaction between the slag and the alumina crucible, 

temperature sensors and gas injection pipes should be kept as low as possible. Significant dissolution 

of the crucible and equipment can be prevented by using a slag that is close to alumina saturation. 

Moreover, aluminium can form spinel solids together with iron. The elements iron, copper and 

aluminium, together with oxygen, are able to create a system that contains the required three phases 

in equilibrium. However, such slags typically will possess high melting temperatures, thus the slag is 

fluxed, similarly as in industry. For this, silicon (Si) was added and is expected to stay in the slag as it 

is not a spinel-forming element.  

For the volume of the copper alloy, a rough estimate can be made by using the approximation that 

the copper alloy phase only contains copper. The copper content of the system was chosen to be 

approximately 25wt% of the entire system. In this way, the alloy represents about 1/8th of the entire 

liquid bath, by volume. This amount should be sufficient to create a fine suspension of copper 

droplets in the liquid slag during stirring by bubbling. 

To be able to investigate the interaction between the different phases, all phases are required to be 

present in the system. This can be visualized in a phase diagram, such as in Figure 10.1, wherein the 

important regions are the ones where alloy and slag (1) and alloy, slag and spinel (2) phases are in 

equilibrium with each other. The region containing alloy, slag and spinel (2) is the most interesting 

for this study.  

 

Figure 10.1 Phase diagram for a system containing iron, aluminium, silicon and copper at a partial pressure of oxygen of 

10−8 atm. The coloured region (2) in the diagram shows where alloy, slag and spinel are in equilibrium within the system. 

Region (1) corresponds to the compositions where alloy and slag are in equilibrium with each other. The thick line in 

region (2) indicates the compositions where the liquid slag contains about 10 wt% of solid spinel particles. [4] 

A small fraction of silver metal was also added to the system. This silver metal acts as a tracer element 

for the alloy phase. By measuring the silver content of alloy droplets in the slag phase, the origin of 
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the alloy droplets in the slag phase can be investigated, i.e. whether the droplet precipitated from 

the supersaturated slag or if the droplet was just ripped from the bulk liquid alloy phase at the bottom 

of the crucible. In the former case, no silver in the droplet is expected. In the latter case, the droplet 

originates from the alloy which contains silver and thus the occurrence of silver in the alloy droplets 

is expected. 

10.1.3. Viscosity 

Note that it is not sufficient to consider any composition within the alloy, slag and spinel (2) region, 

but that the viscosity of the slag itself and the combination of the spinel solids within this slag should 

remain low enough to have a workable slag. A low viscosity slag is preferred in industry because it 

makes stirring and good mixing of the liquid phase possible, is easy to pour and decreases 

decantation times. 

The mass fraction of spinel particles in the slag depends on the exact position of the state of the 

system within this region. This fraction of spinel particles can be estimated with the lever rule within 

the three-phase region (2). Because the spinel micro-solids have almost the same density as the slag, 

the mass fraction can be approximated as the volume fraction of micro-solids in the slag phase. These 

small spinel crystals float around in the liquid slag phase and create a slurry. The viscosity of the slurry 

strongly increases with increasing volume fraction of micro-solids as described by an Einstein-Roscoe 

type equation (η = η0(1 − af)−n). Here, η and η0 are the viscosity of the slurry and the viscosity of the 

liquid slag in the absence of micro-solids, respectively, and f is the volume fraction of solid particles. 

The constants a and n depend on the general shape and size of the micro-particles: for a slag-spinel 

system, these constants have been determined to be 4.4 and 2.5 for a and n, respectively [5]. This 

means that a slurry with a solid particle volume fraction of 16% can have a viscosity that is 20 times 

larger than the slag itself. A weight fraction of maximum 10% should give a good balance between 

the required presence of spinel particles, needed for the attachment of copper droplets, and the 

increasing viscosity of the system. A volume fraction of 10% spinel particles would quadruple the 

viscosity of the slag.  

The viscosity of the slag on its own represents the minimal viscosity of the slurry. The Viscosity 

module of the software package FactSage can be used to estimate the viscosity of the liquid slag. 

Although this is a very useful tool, it does not take the presence of copper oxides into account 

because data for these kind of slags is not available. It is assumed that the contribution of copper 

oxide to the viscosity of the slag is negligible at low copper concentrations in the slag phase. 

Figure 10.2 (right) shows a part of the ternary phase diagram for the system at the previously 

mentioned conditions. The section of interest (2) is coloured and the compositions that could be used 

during high-temperature experiments are indicated with the thick red line AB. For these 

compositions, the system exists of a liquid copper and slag phase, together with a small fraction of 

spinel micro-solids. For these compositions, the slag viscosity can be seen in Figure 10.2 (left). The 

composition in this plot changes according to line AB in the phase diagram at the right side of the 

figure. It can be seen that the slag viscosity is at its lowest when the slag mainly exists of iron oxide 

(A). The viscosity increases when more alumina or silica is present in the slag (B). When even more 

of the iron oxide gets replaced by other compounds, the spinel particles get unstable or other solid 

phases become stable. 
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Figure 10.2 Viscosities of liquid slags that can exist in equilibrium with solid spinel particles in the Fe-Al-Si-Cu system at 

a temperature of 1400 °C and a partial pressure of oxygen of 10−8 atm for compositions ranging from A to B as calculated 

by FactSage 6.4. [4] 

10.1.4. Avoiding quench effects 

Preliminary experiments have shown that slags with high amounts of iron oxides show quenching 

effects, such as the needles in parts (a) and (b) of Figure 10.3. This is in contrast with a slag containing 

lesser iron oxides (parts (c) and (d) of Figure 10.3), where no such needles are observed. From SEM 

and EDX analyses, it could be concluded that the fine crystals that are present in the quenched slag 

exist mainly of ferrous oxide (FeO). 

 

Figure 10.3 Optical microscope images of the quenched samples, collected during the high-temperature experiment. 

Images (a) and (b) correspond to a composition high in iron oxides, images (c) and (d) correspond to a composition lower 

in iron oxides. [4] 

The reason for the presence of this quench effect is that the Fe-monoxide has a very simple crystal 

structure and thus can be easily formed within the slag. This is illustrated by Factsage calculations at 

various temperatures in Figure 10.4. During the cooling of a composition rich in iron oxides, the metal 

monoxide gets stable from a temperature of about 1240 °C. Performing the same calculation for a 
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composition with less iron oxides, for which no quench effects were observed, shows that the 

stability of this monoxide phase does not occur. Instead, it is replaced by the stability of a different, 

more complex clinopyroxene, phase which becomes thermodynamically stable below approximately 

1175 °C. Clinopyroxene is a group name for all pyroxene minerals with a monoclinic crystal structure. 

Pyroxenes are chain silicate minerals with the general formula AB(Si,Al)2O6. This much more intricate 

structure works as a kinetic barrier for the phase to actually form during quenching.  

 

Figure 10.4 Thermodynamic stable phases of the Fe-Al-Si-Cu system with on top a composition rich in iron oxides and on 

the bottom a composition with less iron oxides at different temperatures. [4] 

When the calculations are repeated for more slag compositions along the boundary between region 

(1) and (2), the transition from ferrous oxide stability during cooling and pyroxene stability lays 

around a Fe/(Al+Si+Fe) -ratio of 0.75 under the specified conditions. This means that we can assume 

that the slag from a system with a Fe/(Al+Si+Fe)-ratio of more than 0.75 will develop quench effects 

during cooling while a system with a Fe/(Al+Si+Fe)-ratio of less than 0.75 will be able to be quenched 

without distortion due to unintentional crystal growth. It should be noted, however, that it is likely 

that the reality is more complex and that the occurrence of quench effects depends on more than 
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just the thermodynamically stability of unwanted phases during quenching. Nevertheless, this 

method of calculating the stable phases during cooling can be a good guideline for in which cases 

quench effects in solidified slag can be expected or not. 

Figure 10.4 also shows that the equilibrium fraction of spinel particles increases during cooling. This 

means that the existing spinel particles will have the tendency to grow during quenching, if sufficient 

rearrangement of atoms due to diffusion can occur. Diffusion is also necessary for the growth of the 

ferrous oxide crystal structures, starting from nuclei in the solidified slag. For liquids, this diffusion 

coefficient D related to the viscosity η as given by the Stokes–Einstein equation: D = kBT/ (6πηr). In 

this equation kB is the Boltzmann constant and r is the radius of the diffusing atom. This equation 

shows that the diffusion coefficient is inversely proportional to the viscosity of the liquid phase. This 

means that by choosing a mixture with a low slag viscosity we also choose for a slag with a higher 

diffusion coefficient which might increase the occurrence of quench effects and unwanted phase 

growth during quenching. Thus, for the choice of the system, a slag with low viscosity is required for 

practical reasons but this results in a high diffusion coefficient. Therefore, there will always be the 

need to find a compromise between low viscosity and high diffusivity. 

10.2. Experimental method 

10.2.1. Experimental set-up 

The smelting experiments were executed in an Indutherm induction melting furnace. A schematic 

representation of the different parts of the furnace are shown in Figure 10.5. The walls of the furnace 

(1) are made of insulating material, wherein the water-cooled copper electromagnetic coil (2) is 

embedded. A silicon carbide crucible (3) is placed inside the furnace, for conductivity and safety 

purposes. Three smaller alumina crucibles (4) of 400 ml are placed inside the large silicon carbide 

crucible. Heating of these small non-coupled crucibles occurs due to conduction, convection and 

radiation from the inductively heated silicon carbide crucible. The small crucibles contain slag and 

alloy (5), for which the temperature is measured with thermocouples inside alumina tubes (6). 

Moreover, gas is injected in the liquid phases through extra alumina tubes (6). The measured 

temperature is used as feedback for the furnace control. Small covers made of refractory stone with 

some holes for the thermocouple and bubbling pipes were positioned on top of the small alumina 

crucibles. 
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Figure 10.5 A schematic of the experimental set-up for performing high-temperature experiments in an Indutherm 

inductive melting furnace. Here, the insulating outside (1), water-cooled copper electromagnetic coil (2), silicon carbide 

crucible (3), alumina crucibles (4), slag and alloy (5) and extra equipment (6) are shown. [4] 

10.2.2. Input compounds 

The systems were prepared by melting oxides of appropriate quantities. The targeted system 

composition, based on thermodynamic FactSage calculations, is shown in Table 10.1. The total mass 

of the system in a 400 ml crucible was chosen as approximately 600g, to have a liquid volume of less 

than about half of the total crucibles volume, to avoid too much splashing or foaming. FeO was added 

as a combination of metallic iron and hematite, while CaO was added as limestone, which 

decomposes in quicklime and carbon dioxide at high temperatures. 

Cu [wt%] Ag [wt%] Al2O3 [wt%] Fe [wt%] Fe2O3 [wt%] SiO2 [wt%] 

24.6 1.4 18.6 9.4 26.9 19.1 
Table 10.1 Targeted composition in wt% for the input compounds 

10.2.3. Partial melting 

The preliminary experiments also showed that certain mixtures, which were predicted to be liquid at 

high temperatures and a reductive atmosphere, stayed in a very thick pastry like state. This was due 

to the high-melting temperatures of the pure compounds. Iron oxide is the only slag compound that 

will melt below a working temperature of 1400°C and thus the higher melting compounds need to 

dissolve in the already liquid iron oxide, which requires a long time. Moreover, it should be noted 

that the furnace control is not exactly accurate: the uncertainty on temperature can be 

approximately 10 °C and the control of the partial pressure of oxygen, using a CO/CO2 gas mixture, is 

even more challenging. These uncertainties can be taken into account to a certain extent in the 

thermodynamic calculations, as shown in Figure 10.6. The variations of the boundaries between the 

different regions in the phase diagram at 1450°C and a pO2 of 10-8 atm (red lines) are denoted with 

dotted lines (temperature ± 15°C and/or log(pO2) ± 0.5 atm). The composition aimed for during this 

experiment, lies close to the boundary between region (1) and (2), to obtain liquid alloy and liquid 

slag, but with a reasonable amount of solid spinel particles, to avoid too high viscosities. 
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Figure 10.6 Ternary phase diagram for the Fe-Al-Si-Cu system at a temperature of 1450 °C and a partial oxygen pressure 

of 10−8 atm. This diagram (solid) is overlaid with the phase diagrams of the system under small variations of the applied 

conditions (dotted). These variations are ±15°C for the temperature and ±0.5 for log(pO2). [4] 

To prevent problems involving the ease of melting and related to the viscosity, a method of partial 

melting was used, as illustrated in Figure 10.6. [4] During partial melting, the system is melted in a 

multiple-step process. The targeted mixture of compounds (composition B) that needs to be melted 

is split into two parts. A low-temperature melting part (composition A), close to the eutectic, and a 

high-temperature melting part (composition C) containing the remaining compounds. First, the low-

temperature melting part is mixed and brought to the operating temperature. This low-temperature 

melting mixture is designed to be fully molten from approximately 100 °C below the temperature at 

which the experiment will be performed. When this mixture is fully molten, the remaining compound 

mixture (denoted as ‘additive’) is added stepwise. This will give rise to the melting point of the system 

until the liquidus temperature of the slag becomes equal to the operating temperature. Adding more 

of the additive will result in the formation of spinel particles and thus, also in an increase in viscosity 

of the slag-spinel slurry. With the step-wise addition, the addition of this high-temperature melting 

mixture can be stopped before the viscosity of the liquid becomes too high. This multiple-step 

process is visualized in Figure 10.7 for the Fe-Al-Si-Cu system at a temperature of 1400 °C and a partial 

pressure of oxygen of 10−8 atm. With this method, an uncertainty on the exact position of the 

boundary between region (1) and region (2) is allowed, as long as this boundary lies between point 

A and point B. The viscosity increases and the addition of composition C can be stopped in time. In 

this way, the volume fraction of solid spinel in the liquid slag will never be too high to be able to 

perform an experiment. The used masses for this partial melting procedures are listed in Table 10.2. 
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Figure 10.7 Ternary phase diagram for the Fe-Al-Si-Cu system at a temperature of 1400 °C and a partial oxygen pressure 

of 10−8 atm. In the liquid region (1), the isotherms of the liquidus surface are shown. [4] 
 

Cu Ag Al2O3 Fe Fe2O3 SiO2 Total 

A START [g] 150.00 8.40 75.81 47.20 134.97 116.12 532.50 

C ADDITIVE [g] 0 0 37.55 9.94 28.41 0 75.90 

B TOTAL [g] 150.00 8.40 113.36 57.14 163.38 116.12 608.40 

B TOTAL [wt%] 24.65 1.38 18.63 9.39 26.85 19.09 / 

Table 10.2 Amounts of the different compounds corresponding to the compositions of the low-melting temperature 

mixture (composition A), the additive (composition C) and the targeted composition (composition B) 

10.2.4. Oxidation – reduction 

The control over the oxygen content and equilibrium of the system is important because one of the 

suggested mechanisms [6,7] is the formation of a copper droplet and spinel by the simultaneous 

precipitation of copper and formation of spinel solid in an over-oxidized slag. To replicate this 

phenomenon, the oxygen equilibrium partial pressure in the system will be varied throughout the 

experiment. For the copper to be precipitated, copper should first be dissolved in the slag by oxidizing 

the system, followed by reducing the system to lower the solubility of copper in the slag in turn.  

Thus, the Fe-Al-Si-Cu system will be first oxidized and subsequently reduced by bubbling a CO/CO2 

gas mixture in the liquid system. The system was first oxidised with pure CO2 for a period of 70 

minutes, followed by a reducing step of 60 minutes using a CO/CO2 gas mixture with a CO/CO2 volume 

ratio of 2. The total gas flow of the used gas is in both cases 60 l/h. This will result in a supersaturated 

copper solution from which copper droplets can easily precipitate under the right conditions. The 

corresponding change in equilibrium partial pressure of oxygen was predicted by FactSage and is 

shown in Figure 10.8. 
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Figure 10.8 The calculated change in equilibrium oxygen partial pressure for the Fe-Al-Si-Cu system during the course of 

the high-temperature experiment at 1400°C. During this experiment, the melt is sequentially bubbled with a pure CO2 

gas for 70 min and with a CO/CO2 gas mixture with a volume ratio of 2. The gas flow is in both cases 60 l/h. [4] 

The system starts with a partial pressure of oxygen of approximately 10−9.35 atm. During the oxidation 

step, the partial pressure of oxygen rises to a maximum of approximately 10−6.25 atm after 70 minutes 

of oxidation. The rate of oxidation slows down at higher partial pressures of oxygen. When the 

reducing step starts, the partial pressure of oxygen drops again. For this prediction, equilibrium was 

assumed between the escaping gas mixture and the system. Thus, the exchange between the gas 

and the liquid system is at its maximum and the presented change in equilibrium oxygen partial 

pressure is the maximum change rate for the oxygen partial pressure. It is expected that the real 

oxygen content varies less quickly due to non-equilibrium effects. The change in phase fractions with 

the equilibrium partial pressure of oxygen can also be predicted by FactSage, as shown in Figure 10.9.  

 

Figure 10.9 Mass of the phases present at equilibrium in the system at 1400°C as a function of the equilibrium partial 

pressure of oxygen. 
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Moreover, the elemental composition variation of the different phases can also be predicted by 

FactSage, as illustrated in Figure 10.10. The element oxygen was omitted from these calculations and 

the compositions were recalculated.  

 

 

Figure 10.10 Prediction of the composition of the slag, spinel and alloy phases according to FactSage. 

10.2.5. Smelting experiment 

The previously calculated amounts of pure substances for the low-smelting temperature composition 

are mixed and put in the small alumina crucibles. The mixture is then heated and melted by the 

furnace. During heating and melting, a protective atmosphere is placed above the mixture’s surface 

to protect it from oxidation by contact with air. This is done by blowing a constant stream of pure 

nitrogen over the surface. When the temperature of the slag-copper system reaches 800°C, the 

nitrogen stream is replaced by a gas mixture of carbon monoxide and carbon dioxide: 40 l/h CO and 

20 l/h CO2. Once the bath is liquid, the additive was added in small steps and in the meantime, the 

gas mixture was blown through the slag to ensure faster mixing. The mixture was then left to rest for 

10 min, during which no gas was blown through the slag. The slag was sampled by dipping a steel rod 

in the slag and quenching it in water, as illustrated in Figure 10.11. The first dip sample of the slag 

also corresponds to the start of the time reference (t = 0 min).  
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Figure 10.11 Schematic overview of the sample collection by dipping with a steel rod and quenching in water. (1) slag 

phase; (2) metal alloy; (3) dipping steel bar which is then quenched in water; (4) cold water; (5) quenched slag particles; 

(6) entrained metal droplets in the slag microstructure; (7) solid spinel particles in the slag microstructure; (8) attached 

metal droplets to solid spinel particles in the slag microstructure. [4] 

After the first dipping sample at t = 0 min, the oxidative part of the cycle was started: the bubbling 

pipe is lowered into the slag phase and the gas mixture is switched to 60 l/h pure CO2. Above the 

bath, a 60 l/h N2 atmosphere was used. At 10, 40 and 70 min dip samples were taken. The 70 min 

sample was taken after switching of the pure CO2 gas stream and letting the system decant for 5 min. 

After this dip sample, the reductive part of the cycle was started by blowing a gas mixture of 40 l/h 

CO and 20 l/h CO2 through the slag and keeping a 60 l/h N2 atmosphere above the bath. Dip samples 

were taken at 5, 10, 25 and 50 min after the start of the reductive part of the cycle. The last dip 

sample was taken after a 5 min decantation time after switching of the gas stream blowing through 

the slag. The different names for these samples are shown in Table 10.3. 

 Oxidation Reduction 

Sample nr. 1 2 3 4 5 6 7 8 

Time 00’00” 10’03” 39’36” 70’00” 5’12” 9’53” 24’43” 55’06” 
Table 10.3 Overview of the different times at which the dip samples were taken and the corresponding sample number. 

10.2.6. Sample preparation 

Because the steel bar used for sampling is below the melting temperature of the slag, a layer of solid 

slag material is quickly formed around the steel bar. The bar is dipped in the slag for about a second 

before it is transferred to a bucket of water to quench the hot slag. Because of the quick cooling of 

the slag, the internal structure is frozen in the state that it existed at elevated temperatures. The 

solidified slag is recovered in small parts from the quenching. These slag granules were dried in a 

drying chamber at 150 °C.  

The obtained slag sample was embedded, ground and polished using 9 and 3 µm diamond pastes. 

The sample was analysed using light optical microscopy (Keyence VHX-S90BE) and scanning electron 

microscopy (SEM; FEG SEM JSM-7600F, JEOL). The latter was used in combination with energy 

dispersive X-ray spectroscopy (EDAX, EDX) to measure the phase compositions.  
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10.3. Results and discussion 

10.3.1. Microstructural evolution during oxidation 

Representative LOM images for the four samples during the oxidation part of the experiment are 

shown in Figure 10.12. Only a small amount of droplets is present and those present are small with 

a diameter of approximately 5 µm at most. The amount of droplets in the slag increases during the 

course of the oxidation part of the experiment. Some droplets were found to be unattached to solid 

spinel particles, whereas the majority of the droplets was attached to spinel particles. Some BSE-SEM 

images are shown in Figure 10.13 and they also confirm these observations. 

 

Figure 10.12 Optical images taken from the samples that were taken during the high-temperature oxidation part of the 

experiment. 

 

Figure 10.13 BSE SEM images taken from the samples that were taken during the high-temperature oxidation part of the 

experiment. 

The amount and size of droplets increases, which is in contrast with the prediction by FactSage in 

Figure 10.9. However, as the system was left to rest before the start of the oxidative part of the 

experiment, once the oxidation started by blowing pure CO2 through the slag, the liquid slag was 

disturbed, which in turn disturbed the underlying alloy layer, thus introducing small metal droplets 

into the slag phase.  

10.3.1. Microstructural evolution during reduction 

Representative LOM images for the four samples during the reduction part of the experiment are 

shown in Figure 10.14. It can be seen that the amount and size of copper droplets in the slag increases 

during this part of the experiment and the diameter of the alloy droplets clearly increases. Moreover, 

the alloy droplets are mostly attached to solid spinel particles, but some unattached droplets can 

also be noted. The attached solid spinel particles also seem to increase in size. However, the total 
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fraction of spinel solids seems to remain similar. Some BSE-SEM images are shown in Figure 10.15 

and they also confirm these observations. 

 

Figure 10.14 Optical images taken from the samples that were taken during the high-temperature reduction part of the 

experiment. 

 

Figure 10.15 BSE SEM images taken from the samples that were taken during the high-temperature reduction part of the 

experiment 

The fact that the spinel particles get bulkier suggests that they grow during the reduction phase of 

the experiment, similarly as the alloy droplets. This can be due to two reasons or a combination of 

both. Firstly, the equilibrium fraction of the liquid alloy phase and solid spinel particles in the system 

are higher at lower equilibrium partial pressures of oxygen, as shown in the FactSage prediction in 

Figure 10.9. Secondly, as most of the alloy droplets are attached to the solid spinel particles, it is 

possible that the reductive gas stream causes the reduction of copper dissolved in the slag, which is 

counteracted by the oxidation of certain iron oxides, which in turn can react with other slag 

components to form solid spinel particles. The latter reactive origin was suggested by De Wilde et al. 

[7–9] and was also confirmed by Bellemans et al. [10]. 

10.3.2. Compositional variation during experiment 

The SEM-EDX results for the compositions of the different samples taken during the experiment are 

listed in Table 10.4. The measurement of oxygen was excluded in these measurements as EDX does 

not yield reliable results for oxygen or other light elements. 
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Sample Phase Fe Si Al Cu Ag 

1 
Slag 54.9 ± 0.4 24.5 ± 0.3 20.0 ± 0.7 0.6 ± 0.0 - 

Spinel 51.5 ± 0.2 0.2 ± 0.1 48.2 ± 0.2 0.1 ± 0.0 - 

2 
Slag 56.6 ± 0.1 23.5 ± 0.1 19.2 ± 0.1 0.8 ± 0.1 - 

Spinel 51.6 ± 0.2 0.3 ± 0.0 47.9 ± 0.1 0.1 ± 0.0 - 

3 

Slag 56.3 ± 0.1 23.0 ± 0.1 18.8 ± 0.1 1.9 ± 0.0 - 

Spinel 52.2 ± 0.2 0.3 ± 0.0 47.3 ± 0.2 0.1 ± 0.0 - 

Alloy 6.5 ± 0.6 0.8 ± 0.7 1.1 ± 0.9 89.8 ± 2.5 1.4 ± 0.4 

4 

Slag 55.7 ± 0.4 24.1 ± 0.9 16.6 ± 1.2 3.5 ± 0.2 - 

Spinel 54.6 ± 0.0 0.4 ± 0.0 44.7 ± 0.1 0.3 ± 0.1 - 

Alloy 7.3 ± 2.4 1.6 ± 1.7 1.5 ± 1.1 87.7 ± 5.4 1.9 ± 0.2 

5 

Slag 55.4 ± 0.4 23.1 ± 0.2 17.9 ± 0.4 3.6 ± 0.3 - 

Spinel 54.7 ± 0.2 0.3 ± 0.1 44.7 ± 0.2 0.3 ± 0.0 - 

Alloy 5.2 ± 0.5 0.3 ± 0.1 1.3 ± 0.6 90.6 ± 0.8 2.6 ± 1.4 

6 

Slag 55.9 ± 0.5 24.2 ± 1.6 16.8 ± 1.6 3.1 ± 0.6 - 

Spinel 54.7 ± 0.2 0.4 ± 0.1 44.7 ± 0.3 0.2 ± 0.1 - 

Alloy 6.5 ± 2.4 0.6 ± 0.3 2.5 ± 1.0 88.3 ± 3.5 2.2 ± 0.7 

7 

Slag 56.2 ± 0.1 21.3 ± 0.0 19.6 ± 0.3 2.9 ± 0.2 - 

Spinel 54.1 ± 0.2 0.4 ± 0.1 45.3 ± 0.1 0.3 ± 0.1 - 

Alloy 3.8 ± 0.5 0.3 ± 0.1 1.4 ± 0.9 91.5 ± 1.0 3.0 ± 0.2 

8 

Slag 56.3 ± 0.3 23.7 ± 0.4 18.1 ± 0.4 1.9 ± 0.2 - 

Spinel 52.6 ± 0.1 0.3 ± 0.1 46.9 ± 0.2 0.2 ± 0.1 - 

Alloy 3.8 ± 0.8 0.3 ± 0.0 1.2 ± 0.6 92.9 ± 0.6 1.8 ± 0.5 

Table 10.4 Measured compositions of the different phases in the eight quenched slag samples. The measurement of 

oxygen was excluded in these measurements. 

The copper content of the slag increases during the oxidative part and decreases during the 

reduction, which is expected by the FactSage prediction in Figure 10.10. The iron content of the slag 

remains approximately constant. According to the FactSage prediction, the Fe content should 

decrease slightly, as some of the iron is used to form spinel solids. The silicon content remains 

approximately constant, but a slight decrease was predicted. Aluminium in the slag phase decreases 

during the oxidative part and increases again during the reductive part, where it is predicted to 

remain constant. Thus, it looks as if the amounts of iron and aluminium were switched. In reality, 

more Al is incorporated in the spinel than predicted by FactSage. This can be quantified by looking at 

the predicted Fe/Al ratio for the spinel at a pO2 of 10-6 atm, which equals 60/40 = 1.5. The ratio for 

the observed composition on the other hand is 55/45 = 1.22. It is possible that an interaction with 

the alumina crucible is responsible for this. Heating up the slag in an alumina crucible will dissolve 

part of it, resulting in a higher amount of alumina in the slag, which results in a higher driving force 

to incorporate this dissolved alumina in the spinel solids. After melting of the slag, once the oxidation 

starts, the spinel solids within the slag can no longer be formed and some of the alumina will 

precipitate against the crucible wall. Once the reduction part of the experiment starts, spinel solids 

will form again, reducing the alumina content of the slag.  

The spinel solids contain an increasing amount of Fe during the oxidative part, whereas this amount 

remains approximately constant during the reductive part of the cycle. The aluminium content in the 

spinel decreased during the oxidation and increased during the reduction. This is also shown in the 
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FactSage prediction in Figure 10.10. However, the iron content during the reduction was expected to 

decrease, which was not observed. This suggests a higher Fe content than thermodynamically 

predicted, which could point towards a reactive formation of the spinel solids. This change in 

composition and the presence of an Fe-rich border of the solid spinel particles was also observed by 

De Wilde et al. [7,10,11].  

It is clear that all metal droplets, when they are observed (i.e. starting from sample 3), contain Ag. 

Moreover, no Ag was observed to be dissolved in the slag or spinel phases. The amount of Ag in the 

alloy droplets is much lower than the initially targeted amount: 8.4 g Ag / 150 g Cu = 0.056. E.g., the 

maximally measured value of that ratio is 3 wt% Ag / 91.5 wt% Cu = 0.033. The amount of iron in the 

alloy increases as the oxidation takes place and decreases again during the reduction. The latter is in 

contrast with the prediction by FactSage in Figure 10.10. Moreover, the amount of Fe in the alloy is 

very high compared to the prediction. This could be explained by secondary X-ray fluorescence, which 

was already modelled with Monte Carlo simulations for systems with small Cu-particles in Fe-

containing slags [12]. The behaviour of the other elements, on the other hand, is in accordance with 

this prediction. 

The origin of sticking droplets was proposed to be found in a chemical reaction, as elaborated in [7,9]. 

It is suggested that dissolved Cu can precipitate by reduction of the copper oxide, while the iron 

oxides in the slag next to the copper droplet are oxidized to form spinel solids, according to the 

following overall reaction [7,9]:  

(Cu2O, CuO) slag + (FeO) slag + (Al2O3) slag → (Fe2+, Cu2+)(Al3+, Fe3+)2O4 + Cu-alloy droplet 

However, the fact that silver is present in a lower concentration in the attached copper droplets 

compared to the master alloys in this study indicates that the origin of the attachment is not purely 

dispersive. Moreover, it is almost impossible that the Ag would dissolve in such large amounts into 

the slag, as illustrated by the SEM-EDX measurements in Table 10.4. This is confirmed by the 

observations of Takeda et al. [13]. They showed that Ag dissolves slightly into the slag with a 

distribution coefficient (= % in slag / % in Cu-Ag alloy) of the order 10-4 to 10-2 atm for partial pressures 

of oxygen going from 10-11 to 1 atm.  

However, as Ag-diffusion cannot be excluded, a purely reactive origin is possible, as is a combination 

of dispersion and reaction. In the latter case, it is suggested that during the first oxidative blow of the 

experiment, some Cu-Ag alloy is introduced into the slag phase as small dispersed alloy droplets. 

Moreover, the Cu dissolved into the slag and during the reductive blow, this copper precipitates 

again. The small alloy droplets introduced in the slag, can be considered as heterogeneous nucleation 

sites, where dissolved Cu can precipitate by reduction of the copper oxide, while the iron oxides in 

the slag next to the copper droplet are oxidized to form spinel solids, according to the overall reaction 

as suggested by De Wilde et al. [7,9] (cfr. supra).  

Furthermore, an elemental analysis was performed to check if any quench effects or phase growth 

during quenching did occur. The equilibrium fraction of the spinel phase namely increases when the 

temperature decreases, i.e. during cooling, in the FactSage prediction in Figure 10.9. If the spinel 

solids would grow during quenching, a local segregation of silicon is expected, because that element 

does not occur in the spinel solids and would thus be pushed out of the growing particle. This 

segregation of silicon around the spinel particles in the quenched slag is indeed observed in multiple 

locations, which is illustrated in Figure 10.16.  
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Figure 10.16 Variation in aluminium and silicon weight fraction along a line as measured. Oxygen was excluded from the 

measurements. 

The spinel solid indeed grew during quenching, as the aluminium was depleted and the silicon was 

enriched at the edge of the spinel particle. The dotted lines in the graph show the composition of 

aluminium and silicon that are measured in the bulk quenched slag of the sample, far away from any 

spinel particles or copper droplets. The segregation effect is even more clear in the contained pocket 

of slag inside the spinel particle.  

From the quenched slag samples, the actual partial pressure of oxygen present in the system can also 

be estimated by fitting the measured compositions of the experiment to the predictions of FactSage. 

As it was seen in the previous paragraphs, the slag around the spinel particles may suffer a change in 

composition due to segregation and particle growth. Thus, the measurement of the composition of 

the slag phase to fit to the prediction by FactSage is not an ideal choice. Therefore, the measured 

compositions of the spinel particles were fitted to the calculations of FactSage. As the main elements 

of the spinel particles, the iron over aluminium weight ratio was used to fit the equilibrium partial 

pressure of oxygen.  

Before this fitting, the measured weight fractions were corrected with the expected composition of 

the spinel particles in the initial system, before oxidation or reduction was started, predicted by 

FactSage. This is done because although the precision, i.e. the attainment of the correct composition 

with a low statistical variability, of the EDS measurement is generally quite good (± 0.2 wt%), the 

accuracy, the appearance of systematic errors, of the technique is low (± 2 wt%). By using the initially 

expected spinel concentration as a benchmark, the weight fractions obtained during the further 

course of the experiment can be corrected. Then, the Fe/Al weight ratio is fitted to the values 
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obtained by FactSage calculated to obtain the actual equilibrium pressures of oxygen present during 

the experiment. The results are summarized in Figure 10.17. 

 

Figure 10.17 Full line: predicted change in equilibrium oxygen pressure of a Fe-Al-Si-Cu system during the 

oxidation/reduction high-temperature experiment. The data points (squares for the oxidation and triangles for the 

reduction part) were gathered by fitting the composition of the samples to thermodynamic predictions using FactSage. 

The general expected trend in change of equilibrium oxygen pressure was followed during the 

experiment. The expected equilibrium oxygen pressure of 10−6.25 atm after 70 minutes of CO2 

injection at the rate of 60 l/h is not reached. Instead, a maximum oxygen partial pressure of 

approximately 10−7.16 atm is found. This lower oxygen pressure can be expected as the calculated 

curve corresponds with the maximum rate of oxygen exchange and the real oxygen transfer will 

always be lower due to non-equilibrium effects. A possible mechanism here is that during reactive 

gas injection, only the liquid boundary in direct contact with the gas takes up the oxygen from the 

gas. This layer is oxidized to a large extent and is characterized by a larger equilibrium partial pressure 

of oxygen than the surrounding liquid system. This oxidised layer is then transported to the bulk of 

the system where it oxidizes surrounding slag and spinel particles while the layer itself is reduced, 

this is similar as the observations made by [14,15]. This is a way in which the equilibrium oxygen 

pressure is equilibrated over the whole system due to convection. This would mean that the liquid 

system would contain a complex structure of regions with high and regions with low oxygen partial 

pressure.  

10.4. Conclusions 

In this study, the attachment of copper droplets to spinel particles in slags, retaining the 

sedimentation of the droplets, is studied. A high-temperature smelting experiment was executed for 

this. The methodology was adapted from previous studies [1,2] to be able to perform these 

experiments with as few components as possible. The latter is meant for a comparison to modelling 

results, for which more components in the system result in more computational time required.  

Certain problems were encountered during the adaptation of the experimental methodology, but 

these were solved by considering thermodynamic modelling and the use of the ‘partial melting’ 
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method. During partial melting, the system is melted in a multiple-step process. The targeted mixture 

of compounds that needs to be melted is split into two parts. A low-temperature melting part, close 

to eutectic, and a high-temperature melting part. First, the low-temperature melting part of the 

compounds is mixed and brought to the operating temperature until it is fully molten. Then, the 

‘additive’ is added stepwise, resulting in the formation of spinel particles and thus, also in an increase 

in viscosity of the slag-spinel slurry. With the step-wise addition, the addition of this high-

temperature melting mixture can be stopped before the viscosity of the liquid becomes too high.  

The control over the oxygen content and equilibrium of the system is important because one of the 

suggested mechanisms [6,7] is the formation of a copper droplet and spinel by the simultaneous 

precipitation of copper and formation of spinel solid in an over-oxidized slag. Therefore, an oxidation-

reduction experiment in the Fe-Si-Al-O system with Cu-Ag droplets was executed. For the copper to 

be precipitated, copper should first be dissolved in the slag by oxidizing the system, followed by 

reducing the system to lower the solubility of copper in the slag in turn.  

The amount and size of copper droplets and spinel particles increase during the complete 

experiment. This is in accordance with the expectations from the suggested mechanism during the 

reductive part, but during the oxidation part, this is not expected. Because the system was left to rest 

before the start of the oxidative part of the experiment, it is possible that the disturbance of the 

underlying alloy layer by the blowing of the gas through the slag phase, introduces small metal 

droplets into the slag phase.  

During oxidation, iron oxide has a tendency to shift towards Fe2O3 and the metallic copper is oxidized. 

During the reductive part of the experiment, a lack of oxygen becomes apparent and because copper 

is more noble than iron, Cu2O acts as oxygen donor for the oxidation of iron oxide, thereby 

precipitating metallic copper: 2FeO + Cu2O <-> 2Cu0 + Fe2O3. The resulting increase of Fe2O3 leads to 

the formation of magnetite spinel particles by reaction with FeO. The former is also similar to the 

reactions observed by Durinck et al. [16] for iron oxides and chromium oxides. However, in this case, 

iron is the more noble element. 

The silver was added to the copper alloy as a trace element to get more insights on the origin of the 

attachment. The fact that this silver is present in the attached copper droplets in a smaller 

concentration than the master alloy in this study indicates that the origin of the attachment is not 

purely dispersive and either a purely reactive or a dispersion-reaction combination is possible. In the 

latter, small Cu-Ag droplets were introduced in the slag during the first oxidative blow. During the 

reductive blow, these droplets then act as nucleation sites for a simultaneous reduction of copper 

oxides into metallic copper and the oxidation of slag oxides into more stable spinel structures. In this 

way, the spinel solids grow at the side of the Cu-Ag droplets, which in turn are enriched with Cu and 

grow. This leads to copper droplets attached to spinel solids within the slag phase.  
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11. Conclusions 

Previous work by De Wilde et al. [1,2] suggested that sticking droplets can originate from a chemical 

reaction. A reaction scheme was proposed, where, on the one hand, the spinel solids and copper 

droplets form together due to a simultaneous reduction of copper oxides into metallic copper and, 

on the other hand, slag oxides oxidize into more stable spinel structures. Additionally, the spinel 

solids can also form by heterogeneous nucleation on an already present Cu droplet in an analogous 

way.  

This hypothesis was based on the observations made during a sessile drop experiment of both Cu 

and slag on top of a MgAl2O4 substrate [2]. An extensive microstructural study afterwards showed 

the presence of small entrained copper droplets attached to spinel particles, leading to the reactive 

origin hypothesis. However, during the experiment, the copper droplet moved towards the slag 

droplet and a certain emulsification took place between the slag and copper droplet, after which the 

copper droplet positioned itself on top of the slag droplet. This emulsification step could in fact also 

be responsible for the presence of the small metal droplets attached to spinel particles within the 

large slag droplet. 

To investigate the hypothesis, adapted sessile drop experiments were performed, in which both 

copper alloys and slag were placed on a spinel substrate. Several copper-silver alloys, a synthetic 

PbO-CaO-SiO2-Cu2O-Al2O3-FeO-ZnO slag and a MgAl2O4 substrate were used to represent the copper 

alloy droplets, slag and spinel solids, respectively. The silver was added to the copper alloy as a trace 

element to get more insights into the origin of the attachment. 

The microstructures within the different samples were studied and the compositions of the different 

phases present were determined. Small entrained copper droplets sticking to spinel solids were 

present within the large slag droplet and contained Ag. It is suggested that during the coalescence 

phase in the high temperature CSLM experiment, some small Cu-Ag droplets are dispersed within 

the large slag drop. These Cu-Ag droplets then act as heterogeneous nucleation sites for a 

simultaneous reduction of copper oxides into metallic copper and the oxidation of slag oxides into 

more stable spinel structures. In this way, the spinel solids grow at the side of the Cu-Ag droplets, 

which in turn are enriched with Cu and grow. This leads to copper droplets attached to spinel solids 

within the slag phase. 

Moreover, a high-temperature smelting experiment was executed. The methodology was adapted 

from previous studies [3,4] to be able to perform these experiments with as few components as 

possible. The latter is meant for a comparison to modelling results, for which more components in 

the system result in more computational time required. An oxidation-reduction experiment in the 

Fe-Si-Al-O system with Cu-Ag droplets was executed. For the copper to be precipitated, copper 

should first be dissolved in the slag by oxidizing the system, followed by reducing the system to lower 

the solubility of copper in the slag in turn. 

The amount and size of copper droplets and spinel particles increase during the complete 

experiment. This is in accordance with the expectations from the suggested mechanism during the 

reductive part, but during the oxidation part, this is not expected. Because the system was left to 

settle before the start of the oxidative part of the experiment, it is possible that the disturbance of 

the underlying alloy layer by the blowing of the gas through the slag phase, introduces small metal 

droplets into the slag phase.  
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During oxidation, iron oxide has a tendency to shift towards Fe2O3 and the metallic copper is oxidized. 

During the reductive part of the experiment, a lack of oxygen becomes apparent and because copper 

is more noble than iron, Cu2O acts as oxygen donor for the oxidation of iron oxide, thereby 

precipitating metallic copper: 2FeO + Cu2O <-> 2Cu0 + Fe2O3. The resulting increase of Fe2O3 leads to 

the formation of magnetite spinel particles by reaction with FeO.  

The fact that the silver, added as a trace element, is present in the attached copper droplets in a 

smaller concentration than in the master alloy in both studies indicates that the origin of the 

attachment is not purely dispersive. Therefore, the attached metal droplets can be formed either 

due to a purely reactive formation (simultaneous reduction of copper and silver oxides to metallic 

phase and the oxidation of slag oxides to spinel) or a combination of dispersion and reaction. In the 

latter case, small Cu-Ag droplets are introduced in the slag during the emulsification step or during 

the first oxidative blow. afterwards, these droplets act as nucleation sites for a simultaneous 

reduction of copper oxides into metallic copper and the oxidation of slag oxides into more stable 

spinel structures. In this way, the spinel solids grow at the side of the Cu-Ag droplets, which in turn 

are enriched with Cu and grow. This leads to copper droplets attached to spinel solids within the slag 

phase.  
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“Software is like entropy. It is difficult to grasp, weighs nothing, and obeys the second law of 

thermodynamics; i.e. it always increases.”  

- Norman Ralph Augustine  
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12. Phase field modelling in slag systems 19 

The previous binary model discussed in part B was focussed on the growth and wetting behaviour of 

the metal droplets. The experimental study of the attachment of metal droplets to spinel particles in 

slags showed that the origin of this attachment lies in a redox reaction within the slag. However, the 

phase field model in part B of this work considered a binary model in which the solid particles and 

metallic droplets interact through differences in interfacial energies between the various phases. 

Moreover, the solid particle was assumed to not react, whereas it was shown in the experiments that 

the solid spinel particles grow on a small metallic droplet-nucleus, while this metal droplet also grows 

and remains attached to the solid. Therefore, a better phase field approximation would first of all 

consider a thermodynamically-sound multi-component multi-phase field model for the growth of the 

solid phase in a liquid slag. For this, we will use the implementation and model of Heulens [1]. This 

chapter gives some details on general aspects of slags and then on the possibilities of this model, and 

the next chapter goes into more detail in the implementation of that model. 

12.1. Slag structure 

A slag phase is a mixture of metal oxides and silicate melts typically consist of a network of charged 

complex silicate, aluminate and phosphate ions, introducing a certain ordering in the phase. An 

illustration of this network can be found in Figure 12.1. The slags consist of the silicate tetrahedral 

SiO4
4- or larger charged complexes, such as Si2O7

6- and the different metal cations are distributed 

throughout to maintain electroneutrality. A silicate slag may also be considered as a nearly close-

packed arrangement of larger oxygen anions with smaller metal cations that occupy the interstices 

and interact with each other. The properties of a silicate slag can be related to the internal slag 

structure through the concentrations of three different types of oxygen: ‘bridging O’ (O0 – connected 

to two silicon atoms), ‘non-bridging O’ (O- - connected to only one silicon) and ‘free O’ (O2- - 

associated with no silicon cations). [2,3] The anionic matrix contains silicate chains that have a 

polymeric nature. Moreover, O2- can be responsible for the charge transfer resulting in acid-base type 

reactions. The length of the silicate chains depends on the degree of polymerization of the melt. The 

latter can be expressed by the ratio of NBO/T, where NBO stands for non-bridging oxygen atoms and 

T for tetrahedrally bound silicon. The value of NBO/T ranges from 0 to 4, corresponding to a fully 

polymerized silicate melt and a non-polymerized melt, only containing SiO4
4- tetrahedrons, 

respectively. The degree of polymerization is a strong function of composition as there can be either 

network breaking ions, such as Ca2+ or Fe2+, or network forming ions, such as Si4+ or Fe3+. [4]  

                                                           
19 This chapter is based on the following publication: I. Bellemans, E. De Wilde, N. Moelans, K. Verbeken, Metal 

losses in pyrometallurgical operations - a review, Advances in Colloid and Interface Science. Submitted 
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Figure 12.1 Schematic representation of the silicate network with the dissolution of metal oxides in silicate melts. Si-ions 

are represented as black circled, O-ions as white circles and other cations as grey circles. [3] 

It is clear that the phase has a structural complexity that cannot be described by ideal or regular 

solutions. To describe the Gibbs energy of a slag phase, the modified quasi-chemical model was 

introduced by Pelton et al. [5–8] and describes the Gibbs energy as a function of the pair fractions, 

amongst others. The description is quite intricate for more than two components and thus it becomes 

appropriate to establish a coupling with a thermodynamic database (which essentially calculates 

Gibbs energies using the modified quasi-chemical model). 

The local oxidation state of iron, i.e. the ratio of ferrous (Fe2+) to ferric (Fe3+) cations, in a silicate melt 

is very important to slag practice in pyrometallurgy as it determines the physical, chemical and 

structural properties of silicate melts. If the slag is in equilibrium with an atmosphere, the Fe2+/Fe3+ 

or FeO/Fe2O3 ratio depends on the activity of oxygen in the atmosphere, the temperature and 

composition of the silicate melt. When a silicate melt, which contains Fe, is not in thermodynamic 

equilibrium with the surrounding atmosphere, a redox reaction will take place within the melt. The 

diffusion of oxygen to or from the atmosphere is typically assumed to be the rate-determining step 

for these redox processes in slags. [1] The super-fast diffusion of oxygen in liquid iron oxide slags has 

been considered to be the result of the semi-conductive nature of the slag and of the multitude of 

mobile charge carriers. [9] However, when alkali cations are present, their diffusion influences the 

redox behaviour a lot. [1] 

12.2. Modelling oxide systems 

As became clear above, a slag phase typically has a structural complexity that cannot be described 

by ideal or regular solutions and thus the modified quasi-chemical model is used to describe the 

Gibbs free energy of the phase. This model description is complex for multicomponent systems and 

thus it becomes appropriate to establish a coupling with a thermodynamic database.  

This was done by Heulens [1] to model the isothermal crystallization of oxide melts, based on the 

model of Moelans et al. [10–12]. The model of Heulens et al. [1] considers different phases but not 

different orientations, and is thus a more simplified version of the model of Moelans et al. [10–12], 

but it was also extended in another aspect. He implemented a multicomponent, multiphase system, 

and coupled the model with a thermodynamic database for oxides (FTOxid from Factsage / Chemapp) 

to obtain the bulk thermodynamic properties of the liquid slag as a function of composition. The 

stoichiometric solid phases were modelled with a paraboloid Gibbs energy with specific constraints 

to ensure correct phase equilibria and minimal solubility in the stoichiometric phase and the 

interfacial mobility and interfacial energy were modelled with anisotropy, as both faceted and 
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dendritic crystallization can take place in oxide systems. The model was able to describe both 

crystallization and dissolution of the stoichiometric phase. The influence of the surface energy on the 

crystallization of wollastonite (CaSiO3) is illustrated in Figure 12.2. 

 

Figure 12.2 Simulation results of 2-D crystallization of wollastonite in a CaO–Al2O3–SiO2 melt with four different surface 

energies, 0.3 (outer solid), 0.4 (dashed), 0.5 (solid) and 0.6 J/m² (dotted), and six-fold symmetry as observed in 

experiments. As the interfacial energy increases, the tip radius increases while the dendrite tip velocity decreases. For 

the simulation with r = 0.3, the diffusion field of Al2O3 is plotted as well. The system size is 12.5 x 12.5 µm, and the total 

simulation time for all four cases was 0.2226 s. Only the left lower quarter of the simulation domain is plotted to increase 

the readability. [1] 

They also treated the redox dependent behaviour of multivalent cations when an oxygen-containing 

atmosphere is present above an iron-containing melt [13]. If such an iron-bearing silicate melt is not 

in thermodynamic equilibrium with its oxygen-containing atmosphere, the melt is subjected to a 

redox reaction. In this model, the diffusion is assumed to be much slower than the redox reaction 

kinetics, and the redox ratio of FeO/Fe2O3 is thus locally in equilibrium with the oxygen activity in the 

melt. He simulated the crystallization of Fe3O4 in FeOx-SiO2 melts under oxidizing conditions. The 

oxidizing conditions were present on the upper boundary of the system with a condition to ensure 

conservation of Fe while the FeO/Fe2O3 ratio is in equilibrium with the oxygen fugacity of the 

atmosphere. Two-dimensional simulations were performed with different nucleation densities of 

Fe3O4 and varying oxygen fugacity in the atmosphere. They concluded that, for the considered 

nucleation densities, the crystallization of the melt has a larger effect on the oxidation state than the 

oxygen fugacity of the atmosphere. This is illustrated in Figure 12.3. 



12. Phase field modelling in slag systems 

206 

 

Figure 12.3 Contour plots of the mole fraction of FeO, showing the effect of the number of nucleation sites. From left to 

right, the number of crystal nuclei is 1, 4 and 9 and corresponds to a nucleation density of 7.1×106 cm−2, 2.8×107 cm−2 

and 6.4×107 cm−2, respectively. All three contour plots are scaled between xFeO=0.40 and xFeO=0.62 with a step of 0.004. 

The oxygen fugacity of the atmosphere was fO2=1.5×10−3 while the melt has initially an equilibrium oxygen activity of 

aO2=2.4×10−5. [13] 

Liu et al. [14] also used this model to simulate the isothermal crystallization of wollastonite in the 

CaO-Al2O3-SiO2 system. The effects of composition and temperature on the crystallization behaviour 

were studied. The simulations show that for the considered cases, the wollastonite morphology is 

mainly determined by anisotropy in the interface energy and hardly affected by anisotropy in the 

interface kinetics. Some simulated shapes of isothermally crystallized wollastonite at different 

undercooling temperatures are compared with the experimental observations in Figure 12.4. 

 

Figure 12.4 Simulated and experimental morphologies of wollastonite for different undercooling temperatures for slag 

A (initial composition 42wt%CaO - 48wt%SiO2 - 10wt%Al2O3): (a) Δ=65°C; (b) Δ=8°C; (c) Δ=105°C after a simulation time 

of 1 s and (d) Δ=15°C; (e) Δ=35°C; (f) Δ=65°C observed in the experiments. 

In agreement with the observations from in-situ experiments [15,16], the simulations show a 

transition from planar (a) to dendritic (b-c) growth with decreasing temperature and the dendritic 

structure becomes finer (c) when the temperature is decreased further. Even though the 

experiments and simulations correspond well qualitatively, the temperature at which the transition 

occurs deviates from the experimentally observed transition temperature. Possible reasons for these 

deviations between experiments and simulations are found in the intrinsic errors in the 
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experimentally determined temperatures. The transition from a flat to dendritic growth with 

decreasing temperature can be primarily explained by an instability of the planar interface due to the 

larger driving force for crystallization at higher undercoolings. 

Later, Liu et al. [17] also used this model to investigate the dissolution of Al2O3 in a CaO-Al2O3-SiO2 

slag. The simulation results fit well to the analytical solution for dissolution in a one dimensional 

system and the dissolution rate of a circular Al2O3 particle. The simulations also agree well with 

experimental data [18]. Furthermore, the simulation results demonstrate that (1) the dissolution rate 

of Al2O3 increases with temperature, (2) the dissolution rate increases with increasing CaO content 

and with decreasing Al2O3 content for a fixed CaO/SiO2 ratio.  

12.3. Conclusion 

Although it is clear that the phase field method has been successfully applied to numerous 

applications, it is still a challenge to apply the phase field method to multi-component systems and 

for realistic conditions. So far, only few simulations were performed in real ternary systems, even 

less for oxide systems. This part of the doctoral work will therefore focus on the study of the growth 

of the spinel phase in a realistic quaternary slag system. 
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13. The multi-component model 

This part of the doctoral work focusses on studying the growth of the spinel solid within a realistic 

slag system. The model for this purpose will use the already existing model of Heulens et al. [1–3] for 

the isothermal crystallization of oxide melts as starting point. This model, in turn, is based on the 

multi-component multi-phase field model developed by Moelans et al. [4,5]. However, different from 

these previous models, we did not consider different grains or crystallographic orientations in the 

phases. Some details of the model of Heulens will be briefly described in this chapter and it will be 

discussed how the code was adapted to eliminate some of the remaining limitations. 

13.1. Model and implementation by Heulens et al. [1–3] 

13.1.1. Free energy functional 

The model by Heulens et al. [1–3] was constructed from a phase field model for multi-phase systems, 

based on the grain growth model of Moelans et al. [4] and the multi-component approach of Eiken 

et al. [6], and describes the isothermal crystallization of oxide melts. The total free energy of a 

heterogeneous isothermal system with p phases and c components is formulated as a functional of 

the non-conserved phase field variables i and the conserved concentration fields xk (i.e. the mole 

fractions of the different components). The free energy functional decreases monotonously during 

microstructural evolution towards thermodynamic equilibrium and consists of interfacial and bulk 

Gibbs free energies, but no elastic or magnetic contributions were considered: 

𝐹 = ∫𝑓(휂𝑖 , ∇⃗⃗ 휂𝑖, 𝑥𝑘) 𝑑𝑉 =  ∫[𝑓𝑖𝑛(휂𝑖, ∇⃗⃗ 휂𝑖) + 𝑓𝑏(휂𝑖, 𝑥𝑘)] 𝑑𝑉 (13.1) 

In this model, the interfacial free energy density is represented by:  

𝑓𝑖𝑛 = 𝑚𝑓0(휂𝑖) +
𝜅

2
∑(∇⃗⃗ 휂𝑖)

2
𝑝

𝑖=1

 (13.2) 

With f0 a fourth order Landau polynomial of the order parameters, representing a homogeneous free 

energy of the double-well type: 

𝑓0(휂𝑖) = ∑[
휂𝑖

4

4
−

휂𝑖
2

2
]

𝑝

𝑖=1

+ 𝛾 ∑∑휂𝑖
2휂𝑗

2

𝑝

𝑗>𝑖

𝑝

𝑖=1

+
1

4
 (13.3) 

Each term in the first set of summations is a double-well potential with minima located at -1 and +1 

for I. The cross term (휂𝑖
2휂𝑗

2) was added to make it energetically unfavourable to have two order 

parameters different from zero at the same position in the system because it gives a positive 

contribution to the local free-energy density for each extra phase field variable with a value different 

from 0. By consequence, within the grains only one of the phase field variables differs from 0 and at 

a grain boundary and multi-junctions, only those phase field variables representing the adjacent 

grains are different from zero. [4,7] The parameter 𝛾 is taken constant and equal to 1.5 because the 

phase field profiles are symmetrical and cross each other at 0.5 in the interface in this case, as 

investigated previously by Moelans et al. [4]. With this constant value, ij and mij define the physical 

properties of an interface between phases i and j, such as the interfacial energy ij and the diffuse 

interface width lij. [4,8] The local values of the model parameters ((r), m(r) and L(r) with r 
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representing the space) are defined as a weighted sum of the interfacial parameters ij, mij and Lij [3–

5]: 

𝜅(𝑟) =
∑ ∑ 𝜅𝑖𝑗휂𝑖(𝑟)

2휂𝑗(𝑟)
2𝑝

𝑗>𝑖
𝑝
𝑖=1

∑ ∑ 휂𝑖(𝑟)
2휂𝑗(𝑟)

2𝑝
𝑗>𝑖

𝑝
𝑖=1

 

𝑚(𝑟) =
∑ ∑ 𝑚𝑖𝑗휂𝑖(𝑟)

2휂𝑗(𝑟)
2𝑝

𝑗>𝑖
𝑝
𝑖=1

∑ ∑ 휂𝑖(𝑟)
2휂𝑗(𝑟)

2𝑝
𝑗>𝑖

𝑝
𝑖=1

 

𝐿(𝑟) =
∑ ∑ 𝐿𝑖𝑗휂𝑖(𝑟)

2휂𝑗(𝑟)
2𝑝

𝑗>𝑖
𝑝
𝑖=1

∑ ∑ 휂𝑖(𝑟)
2휂𝑗(𝑟)

2𝑝
𝑗>𝑖

𝑝
𝑖=1

 

(13.4) 

The interfacial energy ij of the phase boundary between the phases i and j can be calculated 

analytically for symmetrical phase field profiles (if 𝛾=1.5) [3–5]: 

𝜎𝑖𝑗 =
√2

3
√𝑚𝑖𝑗𝜅𝑖𝑗  (13.5) 

Moreover, the interfacial width can be calculated as [3–5]:  

𝑙𝑖𝑗 = √
8𝜅𝑖𝑗

𝑚𝑖𝑗
 (13.6) 

In thin-interface models, it is recommended to take lij equal for all interfaces in the system to 

maintain a similar accuracy. The bulk energy density part of the total free energy of the system is 

derived from the Gibbs energies of all phases as a function of temperature and composition, Gm(xk,T), 

but divided by the molar volume to get the energy density per phase (fi).  

𝑓𝑏 = ∑ℎ𝑖𝑓𝑖(𝑥1
𝑖 , … , 𝑥𝑘

𝑖 , … , 𝑥𝐶−1
𝑖 )

𝑖

 (13.7) 

The following interpolation function was used: 

ℎ𝑖 = 𝜙𝑖 =
휂𝑖

2

∑ 휂𝑖
2

𝑖

 (13.8) 

Where i represents the phase field variable and i represents the local phase fraction. Note that the 

local phase fractions sum up to one, but there is no restriction on the phase field variables i.  

As proposed by Kim et al. [9], every phase has its own set of composition variable xk
i, called the phase 

compositions. These differ from the local composition xk but are unambiguously defined at each point 

by the requirement of equal phase diffusion potentials for all components in all coexisting phases, 

due to the thin-interface approach, and a mass balance equation (at constant molar volume) for each 

component to relate the overall composition of a component k to the phase compositions:  

�̃�𝑘 =
𝜕𝑓1(𝑥𝑘)

𝜕𝑥𝑘
1 = ⋯ =

𝜕𝑓𝑝(𝑥𝑘)

𝜕𝑥𝑘
𝑝 ,         ∀ 𝑘 (13.9) 

𝑥𝑘 = ∑ℎ𝑖𝑥𝑘
𝑖

𝑖

 (13.10) 

The diffusion potential of component k in phase i is defined as the difference between the chemical 

potential of that component and the chemical potential of a reference component (say component 

0):  
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�̃�𝑘 = �̃�𝑘
𝑖 = 𝜇𝑘

𝑖 − 𝜇0
𝑖 ,         𝑘 = 1… 𝑐 − 1 (13.11) 

Actually, the difference between the chemical potentials of a certain component and the chemical 

potential of the reference component in the same phase, i.e. the diffusion potential, equals the 

derivative of the molar Gibbs free energy of that phase to the mole fraction. However, for constant 

molar volumes, an assumption usually made in phase field models, these relations are equivalent for 

Gibbs energies and chemical potentials per volume. 

13.1.2. Phase field equations 

The evolution of each phase field variable is assumed to be linear with its driving force, according to 

the linear non-equilibrium thermodynamics theory of Onsager: if the free energy is not minimal with 

respect to a local variation of the non-conserved variable, a direct change will take place in the value 

of that variable. Every change in the phase field variables should decrease the total energy F of the 

system. The evolution equation of i, is thus written as a time-dependent Ginzburg-Landau equation 

for non-conserved variables:  

𝜕휂𝑖

𝜕𝑡
= −𝐿(𝑚

𝜕𝑓0
𝜕휂𝑖

+
𝜕𝑓𝑏
𝜕휂𝑖

− ∇𝑥 (
𝜕𝑓

𝜕∇𝑥휂𝑖
) − ∇𝑦 (

𝜕𝑓

𝜕∇𝑦휂𝑖
)) (13.12) 

Where the ∇𝑥 and ∇𝑦 operators are equivalent to the one-dimensional partial derivatives ∂/∂x and 

∂/∂y. The expansion of these terms depends on whether or not anisotropy is taken into account. For 

the isotropic derivation, both terms can be replaced by a single term of −𝜅∇2휂𝑖. The anisotropic case 

is derived in the following section. The other terms in (13.12) have the following expressions:  

𝜕𝑓0
𝜕휂𝑖

= 휂𝑖
3 − 휂𝑖 + 2𝛾휂𝑖 (∑휂𝑗

2

𝑝

𝑗≠𝑖

) (13.13) 

 

𝜕𝑓𝑏
𝜕휂𝑖

= ∑
𝜕𝜙𝑗

𝜕휂𝑖
(𝑓𝑗 − ∑ �̃�𝑘𝑥𝑘

𝑗

𝐶−1

𝑘=1

)

𝑝

𝑗=1

 (13.14) 

 

𝜕𝜙𝑗

𝜕휂𝑖
=

−2휂𝑖휂𝑗
2 + 2𝛿𝑖𝑗휂𝑖(∑ 휂𝑟

2𝑝
𝑟=1 )

(∑ 휂𝑟
2𝑝

𝑟=1 )
2  (13.15) 

Where 𝛿𝑖𝑗  represents the Kronecker delta, being 1 if i=j and 0 if not. Because of the cross products, 

ghost fields (i.e. other phase fields than those representing the neighbouring phases but contributing 

at the phase boundaries) always result in an increase of the local free energy and are accordingly 

unstable. Therefore, expressions for the grain boundary properties derived for two-grain structures 

remain valid for individual grain boundaries in polycrystalline structures, except for very small grains. 

[5]  

∂m/∂i and ∂κ/∂i are not taken into account, because they give rise to extra phase field variables at 

an interface between two phases. The dependence of κ on the phase field variable was determined 

[4] to be merely present to locate and characterize the grain boundaries and must be omitted in the 

derivation of the driving force. Thus, the expressions above are not obtained in a fully variational 

manner. The effect of the omitted derivatives is, however, significant for multi-junctions, which are 

not expected in the case of isothermal crystallization. 
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13.1.3. Anisotropy  

The morphology of a growing crystal depends on the properties of the solid-liquid interface, i.e. the 

anisotropy of the interfacial energy and mobility. The degree of anisotropy will have a significant 

effect on the growth morphology and equilibrium shape of particles [10], as illustrated by the 

evolution of flat interfaces according to the Wulff construction [11]. Two types of interfaces can be 

distinguished, atomically smooth and atomically rough. Both types of interfaces differ in their 

response to the thermodynamic driving force present in a supersaturated melt. An atomically smooth 

interface is present during reaction-controlled crystal growth and results in faceted crystal growth, 

while an atomically rough interface is present during diffusion-controlled growth and induces non-

faceted growth, such as dendrites. This thermodynamic description uses the Jackson factor (a 

measure of smoothness of the interface) and indicates the tendency for the formation of atomically 

smooth or rough interfaces, but is based on a simplified two-layer model. Another approach is 

investigating the kinetics of the roughening: at low velocities and low driving forces, atomically 

smooth interfaces are expected, whereas high velocities and high driving forces yield atomically 

rough interfaces. [3] Both dendritic and faceted growth morphologies are frequently observed in 

multi-component oxides: many minerals exhibit a faceted shape in a melt at low supersaturation, 

whereas high supersaturation mostly yield dendrites. [1]  

For two-dimensional systems, the normal to the interface �⃗� = (𝑛1, 𝑛2), which is in fact the normal 

to contours of constant value of a phase field variable i, is given by 

(𝑛1, 𝑛2) =
1

√(
𝜕휂𝑖
𝜕𝑥

)
2

+ (
𝜕휂𝑖
𝜕𝑦

)
2

(
𝜕휂𝑖

𝜕𝑥
,
𝜕휂𝑖

𝜕𝑦
) 

(13.16) 

and the angle θ between the normal to the interface between phases i and j and the x-axis is  

tan(휃𝑖𝑗 − 휃0) =
|∇휂𝑖 − ∇휂𝑗|𝑦

|∇휂𝑖 − ∇휂𝑗|𝑥

 (13.17) 

With 휃0 the initial orientation of the interface. In all simulations, this was set as zero, as Heulens 

already demonstrated the rotation-invariance of the model [12]. 

In the case of dendrite growth, the morphology is determined by a weak anisotropy in the interface 

energy. [1] Several approaches are possible to introduce interfacial energy anisotropy in phase field 

models. [10] One of the simplest ways to include anisotropy in realistic simulations, is giving  the 

same orientation dependence as the interfacial energy, because generally the interfacial energy is 

proportional to. [13] Another possibility is to add higher order gradient energy terms, but most 

often the first method is used. [14] For weak anisotropy, the following formulation is commonly 

applied for two-dimensional systems [8,15]: 

√𝜅 = �̅�(1 + 𝜐 cos(𝑘휃)) (13.18) 

With ν (<1/15) a measure of the amplitude of anisotropy, usually a few percent, and k the order of 

anisotropy, e.g. four- or six-fold. The amplitude as a parameter which is difficult to measure and must 

satisfy the following inequality in such a way that the stiffness of the interface is always positive:  

𝜐 <
1

𝑘2 − 1
 (13.19) 
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If the energy gradient coefficient  depends on the orientation of the interface, the interfacial 

thickness varies along the interface. These variations may result in artefacts, such as enhanced 

particle coalescence along high-energy interfaces or numerical pinning along low-energy 

orientations. Therefore, a better approach would be to make both the energy gradient coefficient 

and the height of the double-well potential orientation dependent in such a way that the orientation 

dependence of the interfacial energy is reproduced, while the interfacial thickness is constant along 

the interface. [13] Thus the same orientation dependent function used for  is used for m:  

𝜅𝑖𝑗 = �̅�𝑖𝑗𝜆𝑖𝑗(휃𝑖𝑗) (13.20) 

𝑚𝑖𝑗 = �̅�𝑖𝑗𝜆𝑖𝑗(휃𝑖𝑗) (13.21) 

With λij the expression between brackets in the right-hand side of equation (13.18). 

For faceted crystal growth in oxide systems, the orientation dependence is characterized by strong 

anisotropy in the interface kinetics and thus the phase field mobility Lij is incorporated to have cusps 

at slow growth directions that define the growth geometry of the crystal. An example of orientation 

dependence resulting in strong anisotropy: 

𝜆𝑖𝑗(휃𝑖𝑗) = 1 + 𝜐(|sin휃𝑖𝑗| + |cos 휃𝑖𝑗|) (13.22) 

describes square particles and 

𝜆𝑖𝑗(휃𝑖𝑗) =
1

1 + 𝜐
(1 + 𝜐|cos 휃𝑖𝑗|) (13.23) 

results in plate-like particles. ν defines the amplitude of the anisotropy. In this model, facetted 

growth with sharp cusps at the facet plane orientations is described by the following orientation-

function for the kinetic coefficient L:  

𝜆𝑖𝑗(휃𝑖𝑗) = 1 − 𝛽𝑖𝑗 + 2𝛽𝑖𝑗 𝑡𝑎𝑛ℎ (
𝑟𝑖𝑗

|𝑡𝑎𝑛(𝑎𝑖𝑗휃𝑖𝑗)|
) (13.24) 

With 𝛽𝑖𝑗 a measure for the depth of the cusps (i.e. the difference in mobility between the fast and 

slow crystal planes), r the sharpness of the cusps (influencing the corner formation at the edges of 

two crystal planes) and 2aij the mode of symmetry of the anisotropy (mostly a value of 4 or 6 for 

minerals such as spinel or corundum).  

When anisotropy is taken into account in the surface energy and thus also in the gradient free energy 

coefficient, the term −∇(
𝜕𝑓

𝜕∇𝜂𝑖
) in the variational derivative in equation (13.12) becomes: 

𝜕𝑓

𝜕∇𝑥휂𝑖
= 𝑓0 (

−∇𝑦휂𝑖

(∇휂𝑖)
2
)(∑Ω𝑖𝑗�̅�𝑖𝑗

𝑑𝜆𝑖𝑗

𝑑휃𝑖𝑗

𝑝

𝑗≠𝑖

)

+
1

2
(
−∇𝑦휂𝑖

(∇휂𝑖)
2
)(∑Ω𝑖𝑗�̅�𝑖𝑗

𝑑𝜆𝑖𝑗

𝑑휃𝑖𝑗

𝑝

𝑗≠𝑖

)(∑(∇휂𝑟)
2

𝑝

𝑟=1

) + 𝜅∇𝑥휂𝑖 

(13.25) 

With  

Ω𝑖𝑗 =
휂𝑖

2휂𝑗
2

∑ ∑ 휂𝑟
2휂𝑠

2𝑝
𝑠>𝑟

𝑝
𝑟=1

 (13.26) 

And an analogous expression for 𝜕𝑓/𝜕∇𝑦휂𝑖.  
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13.1.4. Diffusion equations 

Each C-1 independent component evolves in time according to a diffusion equation, derived from a 

time-dependent Ginzburg-Landau equation for conserved variables:  

𝜕𝑥𝑘

𝜕𝑡
= ∇ ∙ [∑𝜙𝑖 (∑ 𝑀𝑘𝑙

𝑖 ∇�̃�𝑙
𝑖

𝐶−1

𝑙=1

)

𝑝

𝑖=1

]  (13.27) 

Where the gradients in the diffusion potential are the driving forces for multi-component diffusion 

because cross-terms are included. This mobility Mi
kl actually represents the Onsager coefficients L”ki, 

as defined in equation (3.13), that can be linked to the interdiffusion coefficient: 

𝐷𝑘𝑗
𝑛 = ∑𝐿𝑘𝑖

′′ 𝜕[𝜇𝑖 − 𝜇𝑛]

𝜕𝑐𝑗

𝑛

𝑖=1

 (13.28) 

13.1.5. Coupling to thermodynamic database 

There is a constant drive to perform more complex simulations which would allow for quantitative 

kinetic predictions of microstructural evolution in multicomponent industrial materials. Such 

simulations require the input of thermodynamic data. However, the thermodynamic and kinetic 

descriptions used in phase field simulations are often simple and idealized as the use of a proper 

CALPHAD database would drastically increase simulation time. [16] 

In this model, in equation (13.7), the bulk chemical energy density is calculated as a weighed sum of 

the Gibbs free energies of the different phases, fi. Previously, phase field models incorporated 

thermodynamic properties of phases by either evaluating analytical Gibbs energy functions in the 

model equations or by calling thermodynamic software libraries, such as thermo-calc through TQ-

interfaces. Heulens [3] linked his phase field model with commercial thermodynamic databases for 

oxides by extracting the necessary data from the database once, before the start of the phase field 

simulation, and storing it in an array, which is loaded at the start of the phase field simulation. This 

technique was developed because the Gibbs energy expressions of slag phases are not freely 

available and, moreover, the phase field simulation is run on a parallel computer cluster, which 

makes coupling to commercial thermodynamic software at run time quite cumbersome and 

unpractical. Furthermore, in this way, the developed phase field model is not reliant on a specific 

type of thermodynamic software or database with this method. [3] 

The Gibbs energies of the different phases are approximated by a second-order Taylor approximation 

𝑓�̂� around 𝒙�̂� = (𝑥1
�̂� , … , 𝑥𝑘

�̂� , … , 𝑥𝐶−1
�̂� ).  

𝑓�̂� = ∑ (
𝐴𝑘𝑘

𝑖

2
(𝑥𝑘

𝑖 − 𝑥𝑘
�̂� )

2
)

𝐶−1

𝑘=1

+ ∑ (∑ (𝐴𝑘𝑙
𝑖 (𝑥𝑘

𝑖 − 𝑥𝑘
�̂� )(𝑥𝑙

𝑖 − 𝑥𝑙
�̂�))

𝐶−1

𝑙>𝑘

)

𝐶−1

𝑘=1

+ ∑ (𝐵𝑘
𝑖 (𝑥𝑘

𝑖 − 𝑥𝑘
�̂� ))

𝐶−1

𝑘=1

+ 𝐶𝑖  

(13.29) 

The parameters A, B and C are retrieved at every concentration 𝒙�̂� from a thermodynamic database. 

The FToxid database was used to retrieve the thermodynamic data. The composition domain was 

first discretized on a square grid with a grid spacing of 0.005 and then A, B and C are calculated at 
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every grid point as 
𝜕�̃�𝑘

𝑖

𝜕𝑥𝑙
𝑖 , �̃�𝑘

𝑖  and 
𝐺𝑚

𝑖

𝑉𝑚
 [8], respectively with Chemapp [17]. 

𝜕�̃�𝑘
𝑖

𝜕𝑥𝑙
𝑖 , however, does not 

correspond to a function incorporated in Chemapp. Thus, a centred finite difference is implemented 

to determine these derivatives:  

𝜕�̃�𝑘
𝑖

𝜕𝑥𝑙
𝑖
=

�̃�𝑘
𝑖 (𝑥𝑙

𝑖 + 𝛿𝑥) − �̃�𝑘
𝑖 (𝑥𝑙

𝑖 − 𝛿𝑥)

2𝛿𝑥
 (13.30) 

With 𝛿𝑥=10-6. All these thermodynamic data are saved in several .txt files, which in turn will be read 

as input for the phase field program itself.  

The coupling to the thermodynamic database for oxides present in FactSage (FToxid) happens 

through the Chemapp-interface. Chemapp uses the same concept of a thermochemical system as 

FactSage: a thermochemical system consists of a number of chemical components and a number of 

phases. Some of the phases may have a composition expressed as amounts of a number of phase 

constituents, and others can have an invariant composition. Phases are divided into three groups in 

Chemapp: the gaseous phase, condensed mixtures and condensed stoichiometric phases. The latter 

consist of a single phase constituent only. Phases and phase constituents always have 

thermodynamic properties. Phase constituents have compositions expressed as amounts of a 

number of components. [17] The slag phase is typically described by the oxides in the database.  

First, an equilibrium calculation incorporating all relevant phases is required for different ‘pure’ 

situations, i.e. a system containing only one mole of a certain oxide in the slag phase. These reference 

states are required to obtain absolute values for the chemical potential, because Chemapp actually 

only gives the RT ln (activity) part when asked for the chemical potential. These chemical potentials 

are calculated for phase constituents in Chemapp with a reference to the standard state of the pure 

phase at the chosen temperature. However, these standard states differ for different phases or 

temperatures. However, in the final phase field simulations, the ‘absolute’ chemical potentials, i.e. 

referred to the same standard state, are required to be able to simulate phase transitions. Thus, the 

actual chemical potential value can be obtained by calculating µabsolute = G°reference + µfrom Chemapp. Thus, 

we need to add the obtained chemical potential value from Chemapp to the previously obtained 

G°reference-value. In this way, the standard state for the chemical potentials is changed from the pure 

phase at the considered temperature to the standard state for the calculations of G, which is the 

most stable phase at 298.15K, because G°reference is actually the ∆G-value for changing the reference 

temperature from the temperature of the calculation to 298.15K.  

13.1.6. Stoichiometric precipitates 

Intermetallic precipitates in which there is no solubility or the solubility is extremely small are known 

as ‘line compounds’. The free energy of a line compound, by definition, is represented by a single 

Gibbs free energy value at a given temperature. Modelling the growth of stoichiometric line 

compounds via the phase field approach poses serious numerical challenges since it is not compatible 

with a continuum model and the derivative of the free energy does not exist, hence no diffusion 

would be possible through that phase. One possible approach is to approximate the free energy of a 

line compound by a steep parabolic function of composition, as was done by Hu et al. [14]. They 

examined the effect of different approximations of chemical free energies on predicted precipitate 

growth kinetics with phase field modelling. They demonstrated that the parabolic function provides 

a good description for the chemical free energy of a stoichiometric compound while the growth 
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kinetics are sensitive to the approximation of chemical free energy for the solution phase. As the 

second derivative of the free energy of the matrix phase decreases, the overall driving force or 

effective diffusivity decreases, in turn reducing the driving force. The fact that the chemical 

contribution is formulated as a function of the phase composition xk
i and not the mixture composition 

xk turns out to be essential for phases which are stoichiometric or have a restricted solubility range 

for certain elements. [18] 

The stoichiometric phases were treated by Heulens et al. [1–3] in such a way to ensure that a correct 

Gibbs free energy value is found at the stoichiometric composition. Moreover, all components have 

the same chemical diffusion potential as the solution phases, to ensure the validity of equation (13.9) 

from the start of the simulation onwards. Furthermore, the curvature of the parabolic Gibbs free 

energy should be high enough (at least 10 times that of the liquid) to minimize the deviation from 

the expected equilibrium compositions in the coexisting solution phases and to minimize the 

solubility in the stoichiometric phase. Note that a too high value for the curvature will yield an ill-

conditioned set of equations, which becomes unsolvable. To avoid changes in the steady-state 

growth and solute trapping effects, the mobilities of the different components are chosen to have 

values of the same order of magnitude as in the liquid and the off-diagonal elements in this mobility 

matrix are zero. The expression of Gibbs free energy of the stoichiometric compound as a function 

of the complete composition domain is described as:  

𝐹 =
𝐴

2
𝑥1

2 +
𝐵

2
𝑥2

2 +  𝐶𝑥1 +  𝐷𝑥2 + 𝐸  (13.31) 

With x1 and x2 the mole fractions of the components within the stoichiometric phase and xS
1 and xS

2 

corresponding to the stoichiometric composition. A, B, C, D and E are constant for all phase 

concentrations. To get a solution for the above equation, we need a set of 5 equations: 

𝜕𝐹

𝜕𝑥1
= 𝐴𝑥1

𝑆 +  𝐶 =  �̃�1
𝑙𝑖𝑞𝑢𝑖𝑑

 

𝜕𝐹

𝜕𝑥2
= 𝐵𝑥2

𝑆 +  𝐷 =  �̃�2
𝑙𝑖𝑞𝑢𝑖𝑑

 

𝐹 =
𝐺

𝑉𝑚
 

𝐴 ≥ 10
𝜕�̃�1

𝑙𝑖𝑞𝑢𝑖𝑑

𝜕𝑥1
 

𝐵 ≥ 10
𝜕�̃�2

𝑙𝑖𝑞𝑢𝑖𝑑

𝜕𝑥2
 

(13.32) 

Here, the Gibbs free energy of 0.5 moles of the stoichiometric phase is used. This is because in the 

phase field model, a mole fraction of 0.5 of each component will react to form the stoichiometric 

phase. Moreover, the chemical diffusion potential of the liquid is evaluated at a liquid composition 

in equilibrium with the stoichiometric phase. However, the liquid interface composition is not known 

before the simulation. However, Heulens et al. [1] already investigated the influence of this initial 

equilibrium, used to construct the paraboloid, and found that this does not affect the steady state 

growth of the stoichiometric phase if the paraboloid is taken at least 10 times steeper than the Gibbs 

energies of the solution phases. The solution of the set of equations in (13.32) is: 
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𝐴 = 10
𝜕�̃�1

𝑙𝑖𝑞𝑢𝑖𝑑

𝜕𝑥1
 

𝐵 = 10
𝜕�̃�2

𝑙𝑖𝑞𝑢𝑖𝑑

𝜕𝑥2
 

𝐶 = �̃�1
𝑙𝑖𝑞𝑢𝑖𝑑

− 𝐴𝑥1
𝑆 

𝐷 =  �̃�2
𝑙𝑖𝑞𝑢𝑖𝑑

− 𝐵𝑥2
𝑆 

𝐸 =
𝐺𝑚

𝑉𝑚
−

𝐴

2
(𝑥1

𝑆)
2
−

𝐵

2
(𝑥2

𝑆)
2
− 𝐶𝑥1

𝑆 − 𝐷𝑥2
𝑆 

(13.33) 

In some cases, e.g. wollastonite in the CaO-Al2O3-SiO2 system, the stoichiometric phases have a 

composition on the edge of the composition domain. This would make it impossible to determine all 

parameters in the paraboloid expression and thus the paraboloid is moved slightly inwards and 

constructed with a slightly different composition. [1] Because a phase field model incorporates the 

full diffusion matrix correctly for all phases and ensure chemical equilibrium at the interface, if the 

interface mobility is chosen appropriately, it will automatically select the correct tie-line and interface 

velocity.  

One should note that within the model of Heulens et al. [1], the concentration fields are coupled by 

the condition that at every point in space and at every time step, the diffusion potentials should be 

the same for all coexisting phases. Moreover, the initial compositions are chosen in such a way that 

the diffusion potentials in the initial system are equal from the start. This is, however, not generally 

true: when two materials with different initial compositions are brought into contact, the diffusion 

potentials do not coincide. E.g. the model by Steinbach et al. [19] takes into account finite interface 

dissipation and enables starting from a system with different diffusion potentials. The model is based 

on that of Tiaden et al. [20], but the equal diffusion-potential-condition between the concentration 

fields is replaced by a kinetic equation that drives the concentration fields to the desired equilibrium 

and actually describes the transfer of components from one side of the interface to the other. The 

associated rate constant influences the interface dissipation. This model by Steinbach et al. [19] was 

limited to binary systems with only two phases, but it was extended by Zhang and Steinbach [21] to 

multi-component multi-phase systems.  

13.1.7. Parallelization of the implementation 

Although the present research has a clear focus on materials science and engineering, a well-

developed expertise in the numerical and code implementation is required when dealing with the 

computational technique of phase field modelling. Thus, the implementation of the code and the 

parallelization of the HPC cluster are described in this section.  

The code was compiled using the Intel C/C++/Fortran compilers, present in the HPC environment 

(intel-2016b). Parallelization of the code was executed on the HPC cluster of UGent (STEVIN 

Supercomputer Infrastructure at Ghent University). The program was run in parallel on the cluster, 

i.e. the system is divided into several subsystems and the code is executed for each of these 

subsystems on one processor of the cluster. Each processor executes the same compiled source code 

containing the actual phase field program. As the different subsystems are not independent from 

one another, communication between the different subsystems is required. This was done by using 

the Message Passing Interface (MPI) formalism.  
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The MPI formalism creates a ‘world of processors’ which all have their own boundaries (either 

another processor/subsystem or the global system border). This is illustrated in Figure 13.1 for the 

subdivision of the global system into four subsystems and thus dividing the ‘work’ over four 

processors.  

 

Figure 13.1 Schematic representation of communication between processors in parallel simulations. The simulation 

domain per processor is indicated by the bold black line and within these domains, two parts are distinguished: the bulk 

part (dotted square) and the border (separated from the bulk by dashed lines). The bulk part can be solved without 

communication during a parallel simulation, whereas the border part requires information from neighbouring processors 

(which one is indicated by the use of the same texture fill in the rectangles representing the ghost nodes of the processor 

under consideration and the border of the neighbouring processor). [3] 

The solution of the phase field equations in the bulk of the subsystems does not require 

communication with the other processors during a parallel simulation, whereas the border part 

requires information from neighbouring subsystems. The ghost nodes of the subsystem under 

consideration should equal the border of the neighbouring subsystem and vice versa. This requires 

communication between the different processors by routines provided by the MPI library. This also 

results in the fact that the processor under consideration can only start solving the evolution 

equations in the border, when it received the required information in the ghost nodes of the 

neighbouring processor. 

The scaling behaviour of a parallel implementation is investigated by performing parallel simulations 

of the same computational problem with a different amount of processors. The total computing time 

decreases for an increasing number of processors N. However, this increase stagnates, as the 

addition of a large amount of processors greatly increases the amount of time required for the 

communication between the different processors and will, from a certain number on, outweight the 

benefit of more computing power received by the larger amount of processors. The speed-up of a 

parallelization is the computing time required by one processor divided by the computing time 

1 2 

3 4 
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required by N processors. The efficiency of a parallelization is the speed-up divided by the number 

of processors N. These were calculated by Heulens and can be found in Figure 13.2[3]. 

 

 

Figure 13.2 The scalability, the speed-up and the efficiency of the parallel implementation of the model, as investigated 

by Heulens [3] 

The HPC cluster of UGent (STEVIN Supercomputer Infrastructure at Ghent University) uses CPUs 

(central processing units) to parallelize simulations. Another possibility, however, is the use of GPUs 

(graphical processing units). [22] Although GPU was originally developed as a visualization processing 

unit, since GPU offers high computing ability and high memory bandwidth and GPU is quite low priced 

comparing to the cluster computer with many CPUs, GPU is utilized as an accelerator for scientific 

simulations. [23] Some basics of parallel computing are similar to MPI, but the main differences with 

GPUs are the different layers of memory available (with different size and inversely scaling access 

time). [22] In one GPU, several streaming multiprocessors (SMPs) are present and one SMP contains 

several scalar processors (SP). A large global memory is present, and in each SMP, a shared memory 

can be found. A GPU cannot directly access the global memory of other GPUs, thus, host CPUs are 

used as bridges for data exchange. For phase field models, it would be possible to store all data for 

the phase fields and the concentrations in the global memory and all SP can access the data in the 

global memory. On the other hand, only SPs in the same SMP can access the data in the shared 

memory. Although the available amount of the shared memory is much lower than that of the global 

memory, the data transfer rate of the shared memory is higher than that of the global memory. 

Therefore, to reduce long latency for accessing the global memory, it is important to make effective 
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use of the shared memory. Thus, it is advisable to retrieve only necessary data to calculate the 

governing equations by the threads from the global memory and copy it to the shared memory. [23] 

Two main bottlenecks exist with GPU computing:  

 the total size of the calculation on one GPU (a few GBs)  

 memory transfer, which is now the main source of time spent during the calculation (not the 

calculation/mathematics itself, but the memory transfer/copies between the CPU host and 

the GPU device) 

GPUs can accelerate calculations immensely (up to approximately 150 times with basic 

implementations), but only for large enough calculations. Combining 4000 GPUs and 16000 CPUs in 

a supercomputer even made it possible to simulate multiple dendrites in the typical scales of 

microstructural patterns in a 5000³ mesh. [22] 

13.1.8. Implementation 

The numerical implementation of this model was done in Fortran 90. The system is divided into a 

two-dimensional grid with equal distances between grid points in both the x- and y-axis. The 

evolution equations for both the conserved and non-conserved field variables are solved with spatial 

central finite differences and temporal forward finite differences. To be able to account for different 

boundary conditions for the system, ghost nodes were introduced next to the outer rim of the system 

grid points, as illustrated by the outer rows and columns of empty circles in Figure 13.3. The ghost 

nodes were implemented because of the complexity of the variational derivative in the phase field 

equations, especially in anisotropic systems. [3] 

 

Figure 13.3 Illustration of the spatial numerical grid with the use of ghost nodes. The simulation domain consists of the 

black-filled grid points. This domain is extended with extra rows and columns of ghost nodes, indicated by empty circles. 

The dashed line indicates the physical boundary of the system, which lies between the outer grid points (solid black 

rectangle) and the ghost nodes. [3] 

The program starts by reading the input: 

 the number of phases, the number of components, the grid spacing, the time step, the 

number of processors used, the number of time steps, the number of outputs and whether 
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a previous simulation is loaded to start from or which type of initial microstructure should 

be used (pre-defined types), 

 the .txt files containing the thermodynamic data, 

 the constants in the phase field equations: m0,ij, κij, Lij, Mki and anisotropy data, 

 the initial and equilibrium compositions of the different phases. 

Afterwards, the system is initialized: 

 the initial microstructure is set for the phase fields 

(the solid phases are initialized by the insertion of a number of seeds of the solid phase, to 

provide nucleation positions), 

 the global concentration of one component is set according to (13.10) to a weighted sum of 

the product of the phase field variables and the initial concentration of that component in 

that phase, 

 the ghost nodes at the boundary of the complete system are given values according to the 

type of boundary (adiabatic, a certain pO2), 

 the phase concentrations are set to the equilibrium values. 

Then, a loop is started for the requested number of time steps and in every time step the following 

steps occur: 

 Start up the communication between the different processors by filling the information 

packages to be sent with the values in the outer grid points from the previous time step and 

preparing the packages to be received from the correct neighbouring processor. 

 Solving the bulk  

o Computation of the phase fractions 𝜙𝑖 from its definition and the computation of 

the phase compositions 𝑥𝑘
𝑝

 from the mass balance equation (13.10) and the quasi-

equilibrium condition (13.9). 

The derivative of the second-order Taylor expansion (13.29) to the phase 

composition is taken and then the quasi-equilibrium condition is used to obtain a 

part of the system of linear equations. The coefficients in the left hand side of the 

equations are the A-values for all combinations of 2 components in all phases. On 

the right hand side, a combination of A and B values and the 𝑥𝑘
�̂�

 values are used. 

Where A and B are calculated at the local phase composition using a bilinear 

interpolation20 and the 𝑥𝑘
�̂�

 values are actually the 𝑥𝑘
𝑝

 values from the previous time 

step. This is in accordance with the condition for Taylor expansions that the point 

around which the expansion is taken, lies close enough to the point in which the 

actual value will be calculated. The other part of equations in the system of linear 

equations has on the left hand side the phase fractions 𝜙𝑖 and on the right hand side 

the global mole fractions (13.10) of the C-1 independent components. The system of 

equations is solved for the new phase compositions 𝑥𝑘
𝑝

. The latter happens with the 

use of LU-decomposition with partial pivoting of the matrix representing the 

                                                           
20 The bilinear approximation is an extension of the linear interpolation and is used to interpolate functions of 

two variables on a regular 2D grid. The key idea is to first interpolate linearly in one direction and then again in 

the other direction. Thus each step is linear in the sampled values and position, but the bilinear interpolation 

as a whole is not linear, but rather quadratic in sample location. [24] 
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coefficients in the system of equations and the vector representing the right hand 

side of the equations (Crout’s method). The LU-decomposition is based on a Fortran 

90 numerical recipe [25]. 

o Computation of the local 𝜅(𝑟), 𝑚(𝑟) and 𝐿(𝑟) values according to equations (13.4) 

First the interface angle is determined based on equation (13.17) and the gradients 

herein are calculated with a higher accuracy nine-point stencil to treat anisotropic 

interfaces: 

𝛻𝑥휂𝑟𝑖,𝑗
=

1

8
(
휂𝑟𝑖+1,𝑗−1 − 휂𝑟𝑖−1,𝑗−1

2𝛥𝑥
) +

6

8
(
휂𝑟𝑖+1,𝑗 − 휂𝑟𝑖−1,𝑗

2𝛥𝑥
)

+
1

8
(
휂𝑟𝑖+1,𝑗+1 − 휂𝑟𝑖−1,𝑗+1

2𝛥𝑥
) 

𝛻𝑦휂𝑟𝑖,𝑗
=

1

8
(
휂𝑟𝑖−1,𝑗+1 − 휂𝑟𝑖−1,𝑗−1

2𝛥𝑦
) +

6

8
(
휂𝑟𝑖,𝑗+1 − 휂𝑟𝑖,𝑗−1

2𝛥𝑦
)

+
1

8
(
휂𝑟𝑖+1,𝑗+1 − 휂𝑟𝑖+1,𝑗−1

2𝛥𝑦
) 

(13.34) 

This nine-point stencil is required to reduce the effect of the grid anisotropy and 

provide a stable solution for the orientation-dependence. The factors were chosen 

to approximate a numerical isotropic discrete Laplacian. Then the normal dendritic 

anisotropy (13.18) and the facetted anisotropy (13.22) are calculated for κij and mij 

with the obtained interface angle and weighed with a function χ to enable the user 

to indicate what the characteristics (dendritic or faceted) are of the different 

interfaces between the different possible combinations of phases. Finally, the global 

κ and m are calculated according to (13.4). Similarly, the orientation dependence can 

be implemented for the phase field mobility with a weighed sum between the 

isotropic mobility and facetted growth (interface controlled growth) according to 

(13.24).  

o Computation of 𝑓𝑖 and �̃�𝑘
𝑖  at the local phase concentrations using a bilinear 

interpolation between the values of C and B, respectively, which were tabulated and 

read as input from .txt files. Thus, the second order approximation of the Gibbs free 

energy is not used for this, it is only used to solve the system of equations (13.9) and 

(13.10).  

o Computation of the phase field and concentration gradients: 

 Diffusion equation 

The temporal differential is discretized with a forward finite difference, i.e. the 

mole fraction at time step n+1 is calculated with the values of the previous time 

step n. The gradient can also be split up into its two components, yielding:  

(𝑥𝑘)𝑖,𝑗
𝑛+1 = (𝑥𝑘)𝑖,𝑗

𝑛 + ∆𝑡 (𝛻 ∙ [∑𝜙𝑖 (∑ 𝑀𝑘𝑙
𝑖 (𝛻𝑥�̃�𝑙

𝑖 + 𝛻𝑦�̃�𝑙
𝑖)

𝐶−1

𝑙=1

)

𝑝

𝑖=1

])

𝑛

 (13.35) 

 These gradients are discretized as:  

(𝑥𝑘)𝑖,𝑗
𝑛+1 = (𝑥𝑘)𝑖,𝑗

𝑛 + ∆𝑡 (
𝜉𝑥,𝑖,𝑗

𝑛 − 𝜉𝑥,𝑖−1,𝑗
𝑛

∆𝑥
+

𝜉𝑦,𝑖,𝑗
𝑛 − 𝜉𝑦,𝑖,𝑗−1

𝑛

∆𝑦
) 

(13.36) 

With 
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𝜉𝑥,𝑖,𝑗
𝑛 = [∑

(𝜙𝑖)𝑖+1,𝑗
𝑛 + (𝜙𝑖)𝑖,𝑗

𝑛

2
(∑ 𝑀𝑘𝑙

𝑖

𝐶−1

𝑙=1

(�̃�𝑙
𝑖)

𝑖+1,𝑗

𝑛
− (�̃�𝑙

𝑖)
𝑖,𝑗

𝑛

𝛥𝑥
)

𝑝

𝑖=1

]  

𝜉𝑦,𝑖,𝑗
𝑛 = [∑

(𝜙𝑖)𝑖,𝑗+1
𝑛 + (𝜙𝑖)𝑖,𝑗

𝑛

2
(∑ 𝑀𝑘𝑙

𝑖

𝐶−1

𝑙=1

(�̃�𝑙
𝑖)

𝑖,𝑗+1

𝑛
− (�̃�𝑙

𝑖)
𝑖,𝑗

𝑛

𝛥𝑦
)

𝑝

𝑖=1

] 

(13.37) 

 Phase field equation 

The gradients in the phase field equations were computed in a more elaborate 

way to take the anisotropy correctly into account. The temporal differential is 

discretized with a forward finite difference, i.e. the phase field at time step n+1 

is calculated with the values of the previous time step n, yielding: 

(휂𝑟)𝑖,𝑗
𝑛+1 = (휂𝑟)𝑖,𝑗

𝑛 + ∆𝑡 [−𝐿 (𝑚
𝜕𝑓0
𝜕휂𝑟

+
𝜕𝑓𝑏
𝜕휂𝑟

−
𝜉𝑥,𝑖,𝑗

𝑛 − 𝜉𝑥,𝑖−1,𝑗
𝑛

∆𝑥
−

𝜉𝑦,𝑖,𝑗
𝑛 − 𝜉𝑦,𝑖,𝑗−1

𝑛

∆𝑦
)]

𝑛

  (13.38) 

The first two terms in the large brackets are determined by equations (13.13) 

and (13.14) and are evaluated at time step n. The last terms in the large brackets 

are the gradient parts of the phase field equation and are numerically solved 

according to equation (13.25), together with equations (13.13)-(13.15). 

Moreover, 𝜉 in equation (13.38) is defined as 

𝜉𝑥,𝑖,𝑗
𝑛

= [(
𝑓0𝑖,𝑗

+ 𝑓0𝑖+1,𝑗

2
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𝑑𝜆𝑟𝑠

𝑑휃𝑟𝑠

𝑝

𝑠≠𝑟
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(∇𝑥휂𝑟 − ∇𝑥휂𝑠)
2 + (∇𝑦휂𝑟 − ∇𝑦휂𝑠)
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+
1
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(∑Ω𝑟𝑠�̅�𝑟𝑠

𝑑𝜆𝑟𝑠

𝑑휃𝑟𝑠

𝑝

𝑠≠𝑟

(
−(∇𝑦휂𝑟 − ∇𝑦휂𝑠)

(∇𝑥휂𝑟 − ∇𝑥휂𝑠)
2 + (∇𝑦휂𝑟 − ∇𝑦휂𝑠)

2))(∑(∇𝑥휂𝑡)
2

𝑝

𝑡=1

+ (∇𝑦휂𝑡)
2
) + (

𝜅𝑖,𝑗 + 𝜅𝑖+1,𝑗

2
) ∇𝑥휂𝑟]  

With ∇𝑥휂𝑟 =
1

8
(
(𝜂𝑟)𝑖+1,𝑗+1

𝑛 −(𝜂𝑟)𝑖,𝑗+1
𝑛

Δ𝑥
) +

6

8
(
(𝜂𝑟)𝑖+1,𝑗

𝑛 −(𝜂𝑟)𝑖,𝑗
𝑛

Δ𝑥
) +

1

8
(
(𝜂𝑟)𝑖+1,𝑗−1

𝑛 −(𝜂𝑟)𝑖,𝑗−1
𝑛

Δ𝑥
)  

and ∇𝑦휂𝑟 = (
(𝜂𝑟)𝑖,𝑗+1

𝑛 +(𝜂𝑟)𝑖+1,𝑗+1
𝑛 −(𝜂𝑟)𝑖,𝑗−1

𝑛 −(𝜂𝑟)𝑖+1,𝑗−1
𝑛

4Δy
) 

and 휃𝑟𝑠 determined with these gradients. 

(13.39) 

An analogous expression for 𝜉𝑦,𝑖,𝑗
𝑛  was used (the only difference is that the 

numerators in the first two terms contain +(∇𝑥휂𝑟 − ∇𝑥휂𝑠) instead of −(∇𝑦휂𝑟 −

∇𝑦휂𝑠).  

o Step evolution in the phase field equations according to equation (13.36). 

o Step evolution in the diffusion equations according to equation (13.38). 

o The phase field equations are only solved in proximity of interfaces to increase the 

numerical efficiency, while the diffusion equations are solved everywhere. 
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 Updating the values of the conserved and non-conserved variables on the ghost nodes 

according to the boundary conditions. This is only done for the sides of the subsystem, which 

have no neighbouring subsystems.  

o No-flux boundary conditions: demonstrated here for all boundaries on one 

processor. In reality, several processors are present and not all boundaries of the 

subsystem will be subject to such a boundary condition.  

 

The values in ghost nodes are put equal to the values in the outer rows and columns, 

i.e. the border. 

o Corresponding to an atmosphere with a certain pO2:  

this was implemented by Heulens [2] for an FeOx-SiO2 melt, where the FeO/Fe2O3 

ratio can be linked to the local oxygen potential in the melt. If the melt is in contact 

with an oxygen-containing atmosphere, the melt will be oxidized or reduced, 

depending on whether the oxygen fugacity in the atmosphere is higher or lower than 

its activity in the melt. At this boundary, representing the contact with an oxygen-

containing atmosphere, there is only an exchange possible for oxygen, but not for 

the other elements. For this, the atmosphere is assumed to be an ideal gas (thus the 

activity of a gaseous component equals its partial pressure and its fugacity) and 

diffusion is assumed to be much slower than the redox reaction, which are present 

in the melt when it is not in thermodynamic equilibrium with the oxygen-containing 

atmosphere. Moreover, the melt is assumed to be in local equilibrium with the 

gaseous atmosphere at the interface with the atmosphere. From these assumptions, 

the FeO/Fe2O3 ratio can be used as a direct measure for the oxygen activity within 

the atmosphere. Note, however, that this is not generally the case. Thus, the 

FeO/Fe2O3 ratio can be varied, but the amount of Fe should remain constant.  

Assuming the physical system boundary lies between the ghost nodes (i = 0) and the 

border (i = 1) and linearly interpolating the mole fractions of FeO and Fe2O3 between 

the corresponding two indices, together with the conservation of mass for Fe, yields 

the following set of equations at the boundary: 

(
𝑥𝐹𝑒𝑂

𝑖=1 − 𝑥𝐹𝑒𝑂
𝑖=0

∆𝑧
)(

∆𝑧

2
) + 𝑥𝐹𝑒𝑂

𝑖=0 = 𝜔 [(
𝑥𝐹𝑒2𝑂3

𝑖=1 − 𝑥𝐹𝑒2𝑂3
𝑖=0

∆𝑧
)(

∆𝑧

2
) + 𝑥𝐹𝑒2𝑂3

𝑖=0 ]  

𝑥𝐹𝑒𝑂
𝑖=0 + 2𝑥𝐹𝑒2𝑂3

𝑖=0 = 𝑥𝐹𝑒𝑂
𝑖=1 + 2𝑥𝐹𝑒2𝑂3

𝑖=1  

(13.40) 
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With 𝜔 the FeO/Fe2O3 ratio to be determined with the help of Factsage. This set of 

equations is solved for 𝑥𝐹𝑒𝑂
𝑖=0  and 𝑥𝐹𝑒2𝑂3

𝑖=0  to define the values of the global 

compositions in the ghost nodes for this boundary.  

For the non-conserved phase field variables, the no-flux boundary is still used. 

 Before the border can be solved, all packages should be received from the correct neighbour 

or the system boundaries should be updated, thus we need to await receipt of all information 

from other processors before continuing. The values of the ghost nodes of the processor 

under consideration are then inserted from the values in the boundaries of the neighbouring 

processors. 

 Solve the border:  

o computation of the phase fractions 𝜙𝑖 and the computation of the phase 

compositions 𝑥𝑘
𝑝

, 

o computation of the local 𝜅(𝑟), 𝑚(𝑟) and 𝐿(𝑟) values, 

o calculate the diffusion and phase field gradients , 

o step evolution in the diffusion and phase field equations. 

 Send the information from the border to other processors that require this as ghost nodes 

before a new time step can be taken in the simulation loop. 

13.2. Limitations of previous implementation 

Heulens implemented this model during his PhD [3]. During the investigation of the code, a few points 

were encountered where the implementation is limited to three components in practice:  

 Solving the set of equations (the mass balance equation (13.10) and the quasi-equilibrium 

condition (13.9)) to determine the phase compositions 𝑥𝑘
𝑝

 was hard-coded. 

 The Gibbs free energy, the chemical diffusion potential and the derivative of the chemical 

diffusion potential to the phase compositions are extracted from the thermodynamic 

database and saved to .txt files before the actual simulation starts for the complete 

compositional domain. This domain can be represented by a compositional triangle, i.e. two 

dimensions for two independent composition variables as the sum of the mole fractions 

always equals one. This extraction was implemented in a system-specific way and limits the 

number of components to 3, because more than three components would require more than 

two dimensions to describe the compositional domain. Moreover, the size of the variable 

space scales with the power of the number of components. [16] The compositional domain 

can still be scanned completely in a similar way, but saving the thermodynamic data for each 

composition to .txt files will need a different implementation.  

 The thermodynamic data extracted from the database are then read as input during an actual 

simulation. To obtain the correct values of the thermodynamic data corresponding to a 

certain composition, which does not necessarily lie on the investigated composition grid 

during the coupling with the thermodynamic database, the thermodynamic values lying on 

the grid are interpolated bi-linearly. The latter also limits the implemented code to two 

independent components. 

 The stoichiometric phases are described as paraboloid functions of two compositional 

variables. When more components are present, the expression should be extended. 
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13.3. Adaptations of previous implementation code 

As the implemented code of Heulens was limited to three component systems and this study requires 

systems with at least four components, some changes were made to the implementation of Heulens 

[3] to make it generally applicable to multi-component multi-phase systems. In the following 

paragraphs, the various steps taken to generalize the code are described into more detail. For every 

change made, a simulation in the FeO-Fe2O3-SiO2 system was repeated with the new implementation 

but the original input-parameters, to ensure that the same results were obtained and to investigate 

the influence of the changes made on the computational time. 

13.3.1. Solve mass balance and quasi-equilibrium in a more general 

way 

The first step in the solution is the computation of the phase compositions 𝑥𝑘
𝑝

 from the mass balance 

equation (13.10) and the quasi-equilibrium condition (13.9). In the as-received code, this part was 

hard-coded for three components. This part was generalized to N components by a clear 

investigation of how the set of equations was constructed. The set of equations was translated into 

the following matrix representation:  

[
 
 
 
 
 
 
 
 [

𝜕�̃�1

𝜕𝑥1

] [
𝜕�̃�1

𝜕𝑥2

] … [
𝜕�̃�1

𝜕𝑥𝑁−1

]

[
𝜕�̃�2

𝜕𝑥1

] [
𝜕�̃�2

𝜕𝑥2

] … [
𝜕�̃�2

𝜕𝑥𝑁−1

]

⋮ ⋮ ⋱ ⋮

[
𝜕�̃�𝑁−1

𝜕𝑥1

] [
𝜕�̃�𝑁−1

𝜕𝑥2

] … [
𝜕�̃�𝑁−1

𝜕𝑥𝑁−1

]

[�⃗� ]
1

[�⃗� ]
2

… [�⃗� ]
𝑁−1 ]

 
 
 
 
 
 
 
 

[

𝑥1⃗⃗  ⃗

𝑥2⃗⃗⃗⃗ 
⋮

𝑥𝑁−1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

] =  [�⃗�
 

𝑥 
] (13.41) 

Where the following notations for the submatrices and vectors are used: 

[
𝜕�̃�𝑘

𝜕𝑥𝑙

] =

[
 
 
 
 
 
 
 
 
 
 
 
 𝜕�̃�𝑘

1

𝜕𝑥𝑙
1

−
𝜕�̃�𝑘

2

𝜕𝑥𝑙
2

0 … 0 0 0

0
𝜕�̃�𝑘

2

𝜕𝑥𝑙
2

−
𝜕�̃�𝑘

3

𝜕𝑥𝑙
3

… 0 0 0

⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮

0 0 0 …
𝜕�̃�𝑘

𝑝−2

𝜕𝑥𝑙
𝑝−2

−
𝜕�̃�𝑘

𝑝−1

𝜕𝑥𝑙
𝑝−1

0

0 0 0 … 0
𝜕�̃�𝑘

𝑝−1

𝜕𝑥𝑙
𝑝−1

−
𝜕�̃�𝑘

𝑝

𝜕𝑥𝑙
𝑝
]
 
 
 
 
 
 
 
 
 
 
 
 

 (13.42) 

With p-1 rows and p columns. Also, �⃗�  collects all phase fractions in one row: 

[�⃗� ]
𝑖
=

[
 
 
 
 
0 0 … 0
⋮ ⋮ ⋱ ⋮

𝜙1 𝜙2 … 𝜙𝑝

⋮ ⋮ ⋱ ⋮
0 0 … 0 ]

 
 
 
 

 (13.43) 

With N-1 rows and p columns and only non-zero elements on the ith row of this submatrix. 𝑥𝑗⃗⃗  ⃗ has p 

rows and represents the vector of all phase compositions of one component j: 
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𝑥𝑗⃗⃗⃗  =

[
 
 
 
 
𝑥𝑗

1

𝑥𝑗
2

⋮
𝑥𝑗

𝑝]
 
 
 
 

 (13.44) 

�⃗�  has (p-1)(N-1) rows and represents the right hand side of the Taylor expansion for the quasi-

equilibrium condition. The element on the (p-1)(k-1)+ip th row equals: 

∑ (
𝜕�̃�𝑘

𝑖𝑝

𝜕𝑥𝑙
𝑖𝑝

𝑥𝑙
𝑖�̂� −

𝜕�̃�𝑘
𝑖𝑝+1

𝜕𝑥𝑙
𝑖𝑝+1

𝑥𝑙
𝑖𝑝+1̂

)

𝑁−1

𝑙=1

− �̃�𝑘
𝑖𝑝 + �̃�𝑘

𝑖𝑝+1 (13.45) 

Also 𝑥  has N-1 rows and represents the global compositions of all components, which satisfy the 

mass balance 

𝑥 = [

𝑥1

𝑥2

⋮
𝑥𝑁−1

] (13.46) 

The coefficients on the left-hand side of (13.41) are the A-values for all combinations of two 

components in all phases. On the right-hand side, a combination of A and B values and the 𝑥𝑘
�̂�

 values, 

which are the 𝑥𝑘
𝑝

 values from the previous time step, are used. This is in accordance with the 

condition for Taylor expansions that the point around which the expansion is taken, lies close enough 

to the point in which the actual value will be calculated. The other part of equations in the system of 

linear equations has on the left-hand side the phase fractions 𝜙𝑖 and on the right-hand side the global 

mole fractions (13.10) of the N-1 independent components. The system of equations is solved for the 

new phase compositions 𝑥𝑘
𝑝

. The latter happens with the use of a LU-decomposition with partial 

pivoting of the matrix representing the coefficients in the system of equations and the vector 

representing the right-hand side of the equations (Crout’s method). This was implemented in the 

following subroutine 

subroutine convert_composition(ix,iy) ! ix, iy is the position within the system 

 integer :: ix, iy, ip, k, l 

 real(8) :: r 

 real(8), dimension(1:np*(nc-1)) :: sol, RT 

 real(8), dimension(1:np*(nc-1),1:np*(nc-1)) :: coeff 

 integer, dimension(1:np*(nc-1)) :: IPIV 

 coeff = 0.d0 

 RT = 0.d0 

 ! Equilib for all components 

  do k=1,nc-1 

 do ip=1,np-1 

    do l=1,nc-1 

     coeff((np-1)*(k-1)+ip,(l-1)*np+ip) = dmudx(k,l,ip,ix,iy) 

     coeff((np-1)*(k-1)+ip,(l-1)*np+ip+1) = -dmudx(k,l,ip+1,ix,iy) 

     RT((np-1)*(k-1)+ip) = RT((np-1)*(k-1)+ip) + dmudx(k,l,ip,ix,iy)*  

       xp(l,ip,ix,iy) - dmudx(k,l,ip+1,ix,iy)*xp(l,ip+1,ix,iy) 

    end do 

    RT((np-1)*(k-1)+ip) = RT((np-1)*(k-1)+ip)- mu(k,ip,ix,iy)+ 

mu(k,ip+1,ix,iy) 

   end do 

  end do 

  ! Mass balance for all components 

  do k = (nc-1)*(np-1)+1,(nc-1)*np 

   do ip=1,np 

    coeff(k,np*(k-(nc-1)*(np-1)-1)+ip) = phi(ip,ix,iy) 
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   end do 

   RT(k) = x(k-(nc-1)*(np-1),ix,iy,old) 

  end do 

  sol = RT(:) 

  ! solve set of equations 

  call ludcmp(coeff,np*(nc-1),np*(nc-1),IPIV,r) 

  call lubksb(coeff,np*(nc-1),np*(nc-1),IPIV,sol) 

  ! put solutions in correct variables 

  do k=1,nc-1 

   xp(k,1:np,ix,iy) = sol((k-1)*np+1:k*np) 

  end do 

 end subroutine convert_composition 

13.3.2. Multilinear interpolation  

Any 
𝜕�̃�𝑘

𝑖

𝜕𝑥𝑙
𝑖 , �̃�𝑘

𝑖  and 
𝐺𝑚

𝑖

𝑉𝑚
 values in the program were calculated previously by a bilinear interpolation 

between the values that were extracted from the thermodynamic database. The reason for this type 

of interpolation and how to extend it to an arbitrary number of components is linked to the shape of 

the composition domain as a function of the number of components. This is illustrated with the phase 

diagrams in Figure 13.4. 

 
Figure 13.4 Binary Fe-O [26], ternary Fe-Si-O [27] and quaternary Fe-Si-Cu-O [28] phase diagrams to illustrate how the 

number of components influences the compositional domain 
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The binary (Fe-O) system has only one independent mole fraction of a certain component. The mole 

fraction of the other component is determined by this value because they need to sum up to one. 

Thus, the composition can be described by a single line, i.e. the x-axis in the binary phase diagram in 

Figure 13.4. The ternary system has two independent mole fractions to describe the composition of 

the system. Again, all mole fractions sum up to one and here the compositional domain can be 

described by a triangle. For a quaternary system, three independent mole fractions can be chosen to 

describe a certain composition and the compositional domain can be represented by a tetrahedron.  

These compositional domains should be ‘scanned’ on a certain grid, with grid points 5∙10-3 apart from 

each other, to obtain the thermodynamic data in the coupling to the thermodynamic database. To 

obtain the correct values during the simulations, the values on the grid points are interpolated in a 

way depending on the dimensions of the grid. To interpolate in the binary case, a normal linear 

interpolation is required, as illustrated in the left part of Figure 13.5. The blue dots represent the grid 

points and the red dot is the point where the interpolated value is required.  

     

Figure 13.5 Illustration of linear, bilinear and trilinear interpolation. The blue points represent the grid dots; the red dot 

represents the point where the value should be calculated by the interpolation and the other colours are intermediate 

interpolation points. 

In a ternary system (middle part of Figure 13.5), the grid becomes two-dimensional and a bilinear 

interpolation is required to obtain a value in the red dot. Thus, first the grid values are interpolated 

linearly in one direction. This gives the green dots, which in turn are interpolated linearly in the other 

direction perpendicular on the first direction to obtain the value in the red dot. Analogously, a 

quaternary system (right part of Figure 13.5) is described by a three-dimensional grid and thus the 

grid values (blue dots) are first linearly interpolated in one direction, these values (green dots) are 

then again interpolated in another direction perpendicular on the first direction and finally, these 

values (orange dots) are interpolated linearly in a direction perpendicular to the other two directions 

to yield the final requested interpolation function (represented by the red dot).  

As can be concluded from the previous paragraph, a multilinear interpolation is required to be able 

to model systems with an arbitrary number of components. Moreover, at the moment, the bilinear 

interpolation is hard-coded. Therefore, the implement a recursive linear interpolation method was 

opted to make the model applicable to an arbitrary number of components. For this, the following 

function was introduced:  

 function linear_interpolation (xg,x1,deltax,y1,y2) 

  real(8) :: linear_interpolation,xg,x1,deltax,y1,y2 

 ! Returns linearly interpolated y-value at x between 2 points: 

(x1,y1) and (x1+deltax,y2) 

  linear_interpolation = y1 + (y2-y1)*(xg-x1)/deltax 
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 end function linear_interpolation 

This linear interpolation function should be applied 2N-1-1 times starting from 2N-1 grid points (blue 

dots in Figure 13.5, surrounding the red point where the interpolated value is requested). These 

surrounding points are determined according to:  

 do k = 1,nc-1 

  indx(k)=floor(xp(k,ip,ix,iy)/thermo_dx+0.5d0)+1 

 enddo 

The required values in these grid point are stored in the first column of a ‘help’ variable (a matrix 

with 2N-1 rows and N columns) in a particular way to simplify the application of the recursive linear 

interpolation. The surrounding point values are stored in the first column in such a way that the first 

index will change every other row, the second index every two rows, the third every four rows, etc. 

This is illustrated for a system with four components, i.e. three independent composition variables, 

in equation (13.47). 

ℎ𝑒𝑙𝑝|𝑓𝑖𝑟𝑠𝑡 𝑐𝑜𝑙𝑢𝑚𝑛 = 

[
 
 
 
 
 
 
 
 
 
𝑓(𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3))

𝑓(𝑖𝑛𝑑𝑥(1) + 1, 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3))

𝑓(𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3))

𝑓(𝑖𝑛𝑑𝑥(1) + 1, 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3))

𝑓(𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3) + 1)

𝑓(𝑖𝑛𝑑𝑥(1) + 1, 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3) + 1)

𝑓(𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3) + 1)

𝑓(𝑖𝑛𝑑𝑥(1) + 1, 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3) + 1) ]
 
 
 
 
 
 
 
 
 

 (13.47) 

The index of this function can be divided into:  

𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 ℎ𝑒𝑙𝑝|𝑓𝑖𝑟𝑠𝑡 𝑐𝑜𝑙𝑢𝑚𝑛 = 

[
 
 
 
 
 
 
 
 
𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)

𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)

𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)

𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)

𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)

𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)

𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)

𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)]
 
 
 
 
 
 
 
 

+

[
 
 
 
 
 
 
 
0,0,0
1,0,0
0,1,0
1,1,0
0,0,1
1,0,1
0,1,1
1,1,1]

 
 
 
 
 
 
 

= 𝑛𝑒𝑤𝑖𝑛𝑑𝑒𝑥 (13.48) 

Where the latter part is the inverse binary representation of the row number of that element. As this 

is the inverse, this method will also be useful for any number of components, i.e. an extension to 

more indices than the three in the example above, as extra indices will appear naturally in such a 

case. The inverse binary representation of an integer is calculated as follows:  

 function integer2binaryandinverse(il) result(bin) 

 ! Returns binary value of integer il but going from left to right (1 

2 4 8 are the values of the columns from left to right) 

  integer,intent(in) :: il 

  integer, dimension(32) :: bin 

  integer kl,jl 

  bin=0 

  jl=il 

  do kl=1,size(bin) 

   bin(kl)=mod(jl,2) 

   jl=jl/2 

  enddo 

 end function 



D. Multi-component phase field model 

231 

The remaining columns of the help variable are then obtained by linear interpolation according to 

the following scheme:  

 

Moreover, a more practical limitation became apparent during the implementation of this scheme: 

the number of indices in Fortran is limited to 7 and the use of an allocatable array (with a size that is 

not known at the beginning of the compilation of the code) as an index of another array is not 

possible. If this were possible, the newindex would be used as an index in the arrays containing the 

thermodynamic data obtained by scanning the grid of the composition domain. However, a possible 

solution is proposed for this: hashing21 all the indices into a single index that describes the 

composition of interest. Here, the following function was chosen: 

𝑧 = ∑ 𝑖𝑛𝑑𝑥(𝑘) ∙ (𝑡ℎ𝑒𝑟𝑚𝑜_𝑛)𝑘−1

𝑁−1

𝑘=1

 (13.49) 

Where thermo_n is the number of subdivisions in the grid that is used to scan the composition 

domain during coupling to the thermodynamic database. The maximum value of z is 

(thermo_n)N/(thermo_n-1), this value determines the size of the arrays containing the 

thermodynamic data. Any number could be chosen instead of this thermo_n as long as it ensures 

that the hashing function couples one combination of compositions to a single number z and vice 

versa, that this z represents a single composition. To obtain the composition from z the following 

procedure should be followed:  

𝑖𝑛𝑑𝑥(1) = 𝑚𝑜𝑑(𝑧, 𝑡ℎ𝑒𝑟𝑚𝑜_𝑛) 

𝑖𝑛𝑑𝑥(2) = 𝑚𝑜𝑑 (
𝑧 − 𝑖𝑛𝑑𝑥(1)

𝑡ℎ𝑒𝑟𝑚𝑜_𝑛
, 𝑡ℎ𝑒𝑟𝑚𝑜_𝑛) 

𝑖𝑛𝑑𝑥(3) = 𝑚𝑜𝑑 (
𝑧 − 𝑖𝑛𝑑𝑥(1) − 𝑖𝑛𝑑𝑥(2) ∙ 𝑡ℎ𝑒𝑟𝑚𝑜_𝑛

𝑡ℎ𝑒𝑟𝑚𝑜_𝑛2
, 𝑡ℎ𝑒𝑟𝑚𝑜_𝑛) 

Etc. 

(13.50) 

With this hashing function, the indices of blue dots in Figure 13.5 or the grid points surrounding the 

point where the interpolated value is requested are no longer used as separate indices to the arrays 

containing the thermodynamic data, but are collected in a single index array, which is then converted 

to a single number. Thus, the final implementation of the recursive linear interpolation or multilinear 

interpolation is: 

! first load the points in the help variable that are situated around the 

requested point 

 do punt = 1, 2**(nc-1) 

  bin=integer2binaryandinverse(punt-1) 

  z=0 

  do k = 1 , nc-1 

   newindex (k) = indx(k)+bin(k) 

                                                           
21A hash function is any function that can be used to map data of arbitrary size to data of fixed size. 

[
 
 
 
 
 
 
 
 
 
𝑓(𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)) 𝑓𝑖𝑛𝑡𝑒𝑟𝑝 (𝑟𝑒𝑎𝑙(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)) 𝑓𝑖𝑛𝑡𝑒𝑟𝑝 (𝑟𝑒𝑎𝑙(1), 𝑟𝑒𝑎𝑙(2), 𝑖𝑛𝑑𝑥(3)) 𝑓𝑖𝑛𝑡𝑒𝑟𝑝 (𝑟𝑒𝑎𝑙(1), 𝑟𝑒𝑎𝑙(2), 𝑟𝑒𝑎𝑙(3))

𝑓(𝑖𝑛𝑑𝑥(1) + 1, 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3)) 𝑓𝑖𝑛𝑡𝑒𝑟𝑝 (𝑟𝑒𝑎𝑙(1), 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3)) 𝑓𝑖𝑛𝑡𝑒𝑟𝑝 (𝑟𝑒𝑎𝑙(1), 𝑟𝑒𝑎𝑙(2), 𝑖𝑛𝑑𝑥(3) + 1)  0

𝑓(𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3)) 𝑓𝑖𝑛𝑡𝑒𝑟𝑝 (𝑟𝑒𝑎𝑙(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3) + 1)  0   0

𝑓(𝑖𝑛𝑑𝑥(1) + 1, 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3)) 𝑓𝑖𝑛𝑡𝑒𝑟𝑝 (𝑟𝑒𝑎𝑙(1), 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3) + 1)  0   0

𝑓(𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3) + 1)  0   0   0

𝑓(𝑖𝑛𝑑𝑥(1) + 1, 𝑖𝑛𝑑𝑥(2), 𝑖𝑛𝑑𝑥(3) + 1)   0   0   0

𝑓(𝑖𝑛𝑑𝑥(1), 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3) + 1)   0   0   0

𝑓(𝑖𝑛𝑑𝑥(1) + 1, 𝑖𝑛𝑑𝑥(2) + 1, 𝑖𝑛𝑑𝑥(3) + 1)   0   0   0 ]
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   z=z+newindex(k)*thermo_n**(k-1) 

  enddo 

  hulp(punt,1)=GIBBS(thermo_p(ip),z) 

 enddo 

 ! now use recursive linear interpolation 

 do kol = 2,nc 

  do rij = 1 , 2**(nc-kol) 

   hulp (rij, kol) = linear_interpolation(xp(kol-

1,ip,ix,iy),(thermo_dx)*(indx(kol-1)-1), (thermo_dx), hulp(rij*2-1,kol-1), 

hulp(rij*2,kol-1)) 

  enddo 

 enddo 

 f = hulp (1, nc) 
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14. Model parameters 

After the development of the appropriate phase field model, obtaining results with a desired 

accuracy requires an accurate selection of model parameters. In principle, a proper selection of input 

parameters requires information of real physical and chemical properties of the selected material 

system. In many cases, however, obtaining this information is not at all straightforward. [1]  

For example, measuring interfacial free energy of a material by direct experimental techniques is 

accompanied with inherent difficulties. [2] However, the presence of measurable quantities which 

are sensitive to the interfacial free energy has made the development of indirect measurement 

techniques possible. [1] There exist a number of indirect techniques, developed for metal systems 

[3] and transparent organic materials:  

 The nucleation method: the maximum undercooling required for the onset of nucleation is 

measured. This maximum undercooling, however, is often not achieved due to the presence 

of preferred nucleation sites in the system. 

 The grain boundary groove method: this builds upon the equilibrium conditions at the triple 

line between solid grains and a liquid.  

However, efforts to evaluate the σSL for oxide materials are very scarce. Tanaka et al. [4] evaluated 

σSL of pure fosterite (Mg2SiO4) by comparing levitating droplet experiments with classical nucleation 

theory, according to the method developed by Shao and Spaepen [5]. Another possibility, rather than 

trying to obtain the interfacial energy experimentally is modelling. Prediction of interfacial energies 

from first principles is currently not generally possible; however, there have been a number of 

attempts to develop models for the calculation of interfacial energies in steel slag systems. [6] One 

approach is to use the approach of Girifalco and Good where the values of surface tension of the 

initial phases are used to calculate the interfacial energy of the combined phases [7]: 

𝜎𝑆𝐿 = 𝜎𝑆 + 𝜎𝐿 + 2Φ(𝜎𝑆 ∙ 𝜎𝐿)
2 (14.1) 

Here Φ is an interaction coefficient, which is a measure of the interaction between two condensed 

phases and has a value of 0.5 for slags free of FeO [8]. To use this equation, knowledge on the surface 

energies of the solid and liquid are required. Solids should display higher surface energies than 

liquids, but their atoms are relatively immobile. Consequently, stresses in the surface may exist in 

addition to the surface tension of the solid [9]. The surface energy of a solid is typically measured by 

the (compensated) zero-creep method [10,11] (thin wires of the solid material are stressed by various 

weights and decrease or increase in length accordingly; the stress is determined at which no change 

in shape takes place and it represents a measure for the surface tension) or pressing together two 

spheres of the solid [9] (measurement of elastic modulus of the sub-micrometer powder assemblies, 

knowing the particle diameter, elastic modulus and volume fraction; this method can be adapted to 

measuring the conductivity for electrically conductive solids as the diameter and conductivity are 

related and thus a relation can be found between the conductivity and surface energy [12]).  

Also, Tanaka et al. [4] propose a new method of evaluating both interfacial energy σSL and the 

activation energy of diffusion Ea by analysing a crystallization experiment with the use of gas jet 

levitation method. They also applied this method to the experiment of crystallization of a melt sphere 

of fosterite (Mg2SiO4). The resulting interfacial energy is 0.613 ± 0.03 N/m. Moreover, Heulens et al. 

[2] investigated the growth of wollastonite (CaSiO3) in a slag with molar composition 42 CaO – 10 

Al2O3 – 48 SiO2 at 1320°C with a combined numerical-experimental approach: they compared two-
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dimensional phase field simulations of dendritic crystallization to in-situ high temperature 

experiments in a confocal laser microscope. The resulting interfacial energy was found to be SL = 

0.65 ± 0.13 J/m². 

In this work, the diffuse interface between the liquid slag and the solid spinel is chosen within the 

thin-interface limit and equals l12 = 10-7 m. The interface contains eight grid points, yielding a system 

discretization with Δx = 0.125∙10-7 m. The size of the time discretisation is restricted by stability of 

diffusion equations and equals Δt = 2.0∙10-7 s. To obtain the interface width, the following model 

parameters were used: 12 = 0.225∙10-7 J/m³ and m12 = 1.8∙107 J/m, according to the following 

equation 

𝑙𝑖𝑗 = √
8𝜅𝑖𝑗

𝑚𝑖𝑗
 (14.2) 

Moreover, the next equation gives the relation between the model parameters and the interface 

energy.  

𝜎𝑖𝑗 =
√2

3
√𝑚𝑖𝑗𝜅𝑖𝑗  (14.3) 

This yields an interface energy of 12 = 0.3 J/m². The molar volume was calculated from literature 

previously [2,13]: Vm = 23.6∙10-6 m³/mol. 

The mobilities are calculated based on the diffusion coefficients and the thermodynamic factors. The 

most elaborated mobility databases nowadays are part of the DICTRA software package and include 

data for iron, nickel, aluminium, titanium and silicon based alloys, but no kinetic database has been 

developed yet for oxide systems. [14] Therefore, we used the previously [13] determined mobilities 

for FeO and Fe2O3, estimated from literature for a Fe2O3-CaO-SiO2 melt at 1400°C [15], where CaO is 

replaced by FeO. To find a diffusion coefficient for Cu2O in the slag, the Stokes-Einstein equation was 

used as an estimation. The ionic radii of the different cations can be used as an inverse measure for 

the diffusion coefficient[16]: Cu+ has 0.077 nm as ionic radius, Fe2+ 0.070 nm and Fe3+ 0.060 nm. 

Despite the fact that the Fe3+ ion has a lower ionic radius, it has a lower diffusion coefficient than the 

Fe2+ [17], because a larger valence number will yield slower diffusion. Thus, the following values were 

used for the mobilities in the slag: MCu2O-Cu2O = 0.02∙10-19 m5/ (J s); MFeO-FeO = 0.1∙10-19 m5/ (J s) and 

MFe2O3-Fe2O3 = 0.05∙10-19 m5/ (J s).  

For the mobilities in the solid, the same order of magnitude as in the liquid was used to avoid solute 

trapping effects and the off-diagonal elements of the mobility matrix were set to zero. In this respect, 

it should be noted that Liu et al. [18] observed that the mobility matrix of the solid does not affect 

the growth of that solid, because there is no diffusion in the solid as the solid crystallizes with its 

equilibrium composition. The kinetic coefficient L12 was chosen to ensure diffusion-controlled 

growth, as obtained by the following equation 

𝐿𝑐𝑟𝑖𝑡 =
4𝑚𝑖𝑗

3𝜅𝑖𝑗휁
 (14.4) 

Where  

휁 = ∑(𝑥𝑠𝑙𝑎𝑔,𝑒𝑞,𝑘 − 𝑥𝑠𝑡𝑜𝑖𝑐ℎ,𝑒𝑞,𝑘) ∑ 𝑚𝑘𝑚(𝑥𝑠𝑙𝑎𝑔,𝑒𝑞,𝑚 − 𝑥𝑠𝑡𝑜𝑖𝑐ℎ,𝑒𝑞,𝑚)

𝐶−1

𝑚=1

𝐶−1

𝑘=1

 (14.5) 
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With mkm the elements of the diffusion mobilities matrix (which contains the averages of the two 

mobility matrices). Lcrit in this case is 4.1779∙10-5. If L12 = Lcrit, the growth is diffusion-controlled; If L12 

< Lcrit, the eta-profiles will move slower than the composition profiles and if L12 > Lcrit, the composition 

profiles will be slower than the eta-profiles. However, anisotropy is also present in the kinetic 

coefficient according to the following equation:  

𝐿𝑖𝑗 = 𝐿𝑖𝑗
̅̅̅̅ (1 − 𝛽𝑖𝑗 + 2𝛽𝑖𝑗 𝑡𝑎𝑛ℎ (

𝑟𝑖𝑗

|𝑡𝑎𝑛(𝑎𝑖𝑗휃𝑖𝑗)|
)) (14.6) 

With 𝛽𝑖𝑗 a measure for the depth of the cusps (i.e. the difference in mobility between the fast and 

slow crystal planes), r the sharpness of the cusps (influencing the corner formation at the edges of 

two crystal planes) and 2𝑎𝑖𝑗  the mode of symmetry of the anisotropy (mostly a value of four for spinel 

minerals). Moreover, 𝐿𝑖𝑗
̅̅̅̅  should be calculated in such a way that the value of L12 for the fast 

moving/facetted interfaces equals Lcrit. In this case, 𝐿𝑖𝑗
̅̅̅̅  should be 2.7853∙10-5. Moreover, 𝑎𝑖𝑗  = 2 to 

yield a 4-fold crystal growth symmetry and 𝛽𝑖𝑗 = 0.5 to give a high enough difference between the 

fast growing (facetted) interfaces and the slow interfaces (as illustrated for two different 𝛽-values in 

Figure 14.1).  

 

Figure 14.1 Plot of anisotropy function for two β-values when r=10 and a=2 

The simulations are executed for a 100 x 100 domain (= 1.25 x 1.25 µm²) for 106 time steps (= 0.2s). 

The solid was initialised at its equilibrium composition (0.005 Cu2O – 0.495 FeO – 0.495 Fe2O3 –  

0.005 SiO2) and the slag started as a supersaturated oxide mixture (0.1 Cu2O – 0.4 FeO – 0.4 Fe2O3 – 

0.1 SiO2). According to Factsage such a supersaturated slag should decompose into solid spinel and a 

slag with the equilibrium composition of 0.15127 Cu2O – 0.35397 FeO – 0.34349 Fe2O3 –  

0.15127 SiO2. The description of the stoichiometric phase ensured that the diffusion potential is the 

same as for the equilibrium composition of the slag. The thermodynamic data of the slag were 

extracted from the database with Chemapp with a discretization of 0.005 in the compositional 

domain. A smaller discretization resulted in encountering memory limits during the phase field 

simulation when the thermodynamic data is loaded in a first stage of the calculation.  
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15. Results and discussion 

A first simulation with the parameters from the previous chapter, started from a ‘one-dimensional’ 

initialization: the left side of the system was set as solid spinel and the right side as supersaturated 

slag. The facetted growth was not yet considered for the solid phase. The resulting profiles are 

illustrated in Figure 15.1.  

   

(a) Initial     (b) 1000 time steps 

   

(c) 2000 time steps     (d) 3000 time steps 

 

(e) 4000 time steps 

Figure 15.1 Resulting profiles for phase field variables (e1 represents the slag and e2 the solid spinel) and molar fractions 

of different components in a one-dimensional simulation 

After 1000 time steps, a sort of bending of the normally symmetric phase field profile can be 

observed. This bending grows as the simulation progresses. After 4000 time steps, it already looks as 

if an extra minimum is present in the overall energy of the system. This is an illustration of the limits 

of the ‘thin-interface’ implementation of the model. 
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Normally, the model will yield correct results for realistic interfacial widths (on the order of a couple 

of Ångstrom or 1 nm). In the thin-interface implementation, the interfacial width can be varied over 

a certain range without influencing the behaviour of the model. However, this range also has its limits 

and if the artificial width of the interface is chosen too high, the homogeneous part of the interfacial 

free energy density is reduced strongly, due to which the bulk free energy density has a larger 

contribution in the free energy density of the system. 

To circumvent this limitation, the parameters as discussed in the previous chapter were chosen to be 

kept, but the thermodynamic bulk data of both the slag and the solid spinel were divided by a certain 

constant value, here 100, to diminish the effect of the bulk energies, since the bulk energies of the 

different phases have a larger relative contribution in the system’s energy when a larger interfacial 

width is used. This is because the latter (a larger l12) corresponds to a smaller m-value and thus the 

homogeneous part of the interface energy (f0) contributes less to the system’s energy. 

The factor 100 was chosen as it is an optimal value to both remove the limit of the thin-interface 

implementation and also keep the Gibbs-Thomson effect of a different order of magnitude than the 

other energies of the system. The Gibbs-Thomson effect depends on the temperature (1400°C) and 

the interfacial energy (0.3 J/m²). The molar volume used in the simulations was 23.6∙10-6 m³/mol. For 

a nucleus with a radius of 3Δx, the change in Gibbs energy due to this curvature is 377.6 J/mol. Thus, 

the composition of the matrix phase, in this case the slag, will be changed by multiplying with a factor 

of 1.0257519, which would correspond to a change in composition of 2%, which is reasonable. As a 

reference, the Gibbs energy of the slag and solid are typically of the order of 1010 J/m³or 105 J/mol. 

However, these values are divided by 100, resulting in the lowest Gibbs energies on the order of 103 

J/mol, which is one order of magnitude difference with the Gibbs-Thomson effect.  

When we start from nuclei with a radius of 12 grid points, the change in Gibbs energy is only 94.4 

J/mol. The corresponding factor for the change in composition of the slag is 1.00681. Thus, a change 

of only 0.6% is introduced in that case. The Gibbs-Thomson effect is here clearly of a different order 

of magnitude than the Gibbs energies of the solid and slag.  

A 1-dimensional simulation was also executed for the case where the thermodynamic bulk energies 

are divided by 100 and the results are illustrated in Figure 15.2. It is clear that the phase field profiles 

remain symmetric while the solid grows, as needed for an accurate description of the interface 

behaviour. 
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(c) 2000 time steps     (d) 10 000 time steps 

 

(e) 20 000 time steps 

Figure 15.2 Resulting profiles for phase field variables (e1 represents the slag and e2 the solid spinel) and molar fractions 

of different components in a one-dimensional simulation with the bulk free energies of the slag and spinel divided by a 

factor 100 

15.1. Facetted growth of spinel in quaternary oxide system 

For the two-dimensional simulations, the system is initialized with one quadrant of a circle with a 

radius of 12 grid points in the lower left corner. This configuration with the nucleus in the lower left 

corner of the system is representative for a 200x200 system due to symmetry. A first simulation was 

performed assuming isotropic interfacial energy, using the standard value L12 = 4.1779∙10-5, so that 

no facets are expected to form. The contours of the 0.5-level of the solid for every 100 000th time 

step are shown in Figure 15.3. 
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Figure 15.3 Contours of the 0.5-level of the solid for every 100 000th time step in a 2D-simulation with isotropic growth 

kinetics for the solid phase.  

The last couple of contours are clearly located closer together than the first contour lines. The 

corresponding concentration profiles of Cu2O, FeO and Fe2O3 at a height of 10 grid points are shown 

in Figure 15.4.  

 
(a) xCu2O       (b) xFeO 

 
(c) xFe2O3 

Figure 15.4 Concentration profiles for every 100 000th time step in a 2D-simulation with isotropic growth kinetics for the 

solid phase. 

As the spinel solid grows, the slag is enriched in Cu2O: the concentration goes from 0.1 to >0.25. The 

FeO and Fe2O3 profiles are very similar, except for a slightly faster diffusion in the slag of FeO. In the 
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concentration profiles, it also becomes apparent that the last couple of lines lay closer to each other 

than the first. A reason for this slower movement of the interface after a while is probably the fact 

that the slag gets saturated with Cu2O and depleted in the iron oxides.  

For the facetted growth of the solid spinel phase, several r-values in equation (14.6), determining the 

sharpness of the cusps in the interfacial energy, were used. The corresponding plots are shown in 

Figure 15.5. A larger r will yield only a limited range of angles at which the growth is slower, due to a 

lower L12-value. A smaller r-value, on the other hand, has a larger range of angles at which the growth 

is slower. Thus, a larger r-value clearly would result in ‘rounder’ corners of the spinel particle, but 

faster general growth. 

 

Figure 15.5 Plot of anisotropy function for three r -values with 𝜷𝒊𝒋 =0.5 and 𝒂𝒊𝒋=2 in equation (14.6) 

With r=1, it is expected from the plot in Figure 15.5 that the corners of the spinel solids are not too 

round. The results of this simulation as contour plots and concentration profiles are shown in Figure 

15.6 and Figure 15.7, respectively.  

 
Figure 15.6 Contours of the 0.5-level of the solid for every 100 000th time step in a 2D-simulation assuming strong 

anisotropy in the solid-liquid interface kinetics with r=1, resulting in facetted growth of the solid phase.  
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(a) xCu2O       (b) xFeO 

.  
(c) xFe2O3 

Figure 15.7 Concentration profiles for every 100 000th time step in a 2D-simulation assuming strong anisotropy in the 

solid-liquid interface kinetics with r=1, resulting in facetted growth of the solid phase. 

It is clear from the contour plot that the growth of the spinel solid was slower than without the 

facetted growth. Because the anisotropy is added to the kinetic coefficient L12, the fastest moving 

interfaces have an angle of 0 or 90° with the x-axis. The slowest moving interfaces are located at an 

angle of 45°. But even the fastest moving interface positions, corresponding to the x- and y-direction, 

are slower than the non-facetted interface movement. It seems as if the slower moving interfaces at 

45° restrict the fast movement of the well-oriented interfaces. As the growth is slowed down, the 

Cu2O, FeO and Fe2O3 concentrations in the slag do not change as much as in the isotropic simulation. 

Moreover, the last couple of contour lines are not ‘piled up’ as in the isotropic case, indicating that 

some solid spinel could still grow from the remaining slag.  

The contour plots of the solid and the concentration profiles for the case when r=10 are shown in 

Figure 15.8 and Figure 15.9.  
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Figure 15.8 Contours of the 0.5-level of the solid for every 100 000th time step in a 2D-simulation assuming strong 

anisotropy in the solid-liquid interface kinetics with r=10, resulting in facetted growth of the solid phase.  

 
(a) xCu2O       (b) xFeO 

 
(c) xFe2O3 

Figure 15.9 Concentration profiles for every 100 000th time step in a 2D-simulation assuming strong anisotropy in the 

solid-liquid interface kinetics with r=10, resulting in facetted growth of the solid phase. 

For a larger r-value, i.e. a sharper cusp in the anisotropy plot, the growth is less limited than for the 

r=1-case. This is because the kinetic coefficient is limited for only a very small range of angles around 

45°, resulting in slower growth in that direction. This is also clearly visible in the concentration 

profiles. The profiles are also not piled-up, indicating that a longer simulation time would still result 
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in growth of the solid phase. The contour plots of the solid and the concentration profiles for the 

case when r=100 are shown in Figure 15.10 and Figure 15.11.  

 

Figure 15.10 Contours of the 0.5-level of the solid for every 100 000th time step in a 2D-simulation assuming strong 

anisotropy in the solid-liquid interface kinetics with r=100, resulting in facetted growth of the solid phase.  

 
(a) xCu2O       (b) xFeO 

 
(c) xFe2O3 

Figure 15.11 Concentration profiles for every 100 000th time step in a 2D-simulation assuming strong anisotropy in the 

solid-liquid interface kinetics with r=100, resulting in facetted growth of the solid phase. 

For an even larger r-value, the growth seems to be even faster as compared to the isotropic growth 

in the fast-growing directions of 0 and 90°. This is visible in the contour plots where the distance 
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between the 0.5-contour lines of different time steps increases as the r-value increases. The 

concentration profiles show that the saturation of Cu2O and depletion of FeO and Fe2O3 is not yet as 

high as in the isotropic case, although it gets close. The contour plots start to pile-up at the end of 

the simulation. This is also visible in the concentration profiles.  

The way the spinel grows is determined by the anisotropy in the kinetic coefficient L12, but the final 

form of the solid is determined by the interfacial energy. In these simulations, the growth of the solid 

particles was mainly investigated and thus, no anisotropy was used for the interfacial energy (through 

the parameters m and κ). The r-value which was varied in these simulations, influences the range of 

angles for which the kinetic coefficient will be at its maximum value of Lcrit. A larger r will yield only a 

limited range of angles at which the growth is not favoured, due to a lower L12-value. Thus, a larger 

r-value clearly results in ‘rounder’ corners of the spinel solid, but faster growth, which was clearly 

observed in the simulations. In experiments, both the sharp and round corners can be observed as 

illustrated in Figure 15.12. 

  

  

Figure 15.12 SEM micrographs of an experimentally obtained microstructure of solid oxide particles in a slag that was 

quenched to ‘freeze’ its high temperature condition [1] 

The rounded corners also appear in the experimental system, but the sharp corners in the 

experiments are much sharper than for the simulations with the lowest r-value. Thus, it might be 

interesting to also conduct a simulation with a strong anisotropy in the interface energy (via 

appropriate m and κ values).  
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15.2. Influence of pO2 on facetted growth of spinel in quaternary oxide 

systems with an open boundary 

It is generally accepted that the chemical activity of oxygen, i.e. the oxygen fugacity, may control the 

oxidation state of iron in liquid oxide mixtures and thus can influence the phase equilibria, rheology 

and density [2,3]. At the upper boundary of the system, a certain pO2 is fixed, which can be 

implemented by imposing a certain xFeO over xFe2O3 ratio. This ratio is determined by the pO2 and can 

be obtained as a function of pO2 using Factsage. The result is plotted in Figure 15.13. 

 

Figure 15.13 xFeO over xFe2O3 ratio in the slag in equilibrium with a certain pO2 as calculated by Factsage and fitted with an 

exponential trend line. The closed data points represent the equilibrium calculation for the equilibrium slag composition 

and the open data points for the initial slag composition. 

The equilibrium composition of the slag (0.15127 Cu2O – 0.35397 FeO – 0.34349 Fe2O3 – 0.15127 

SiO2) has a ‘natural’ pO2 of 2.5185∙10-3 atm or 10-2.60 atm, i.e. this is the partial pressure of oxygen in 

the gas phase that would not result in any oxidation or reduction of the slag phase. Several 

simulations with various pO2-values at the upper boundary of the system were executed. Facetted 

growth of the spinel solid through anisotropy in the kinetic coefficient was used with an r-value of 

10. pO2 values of 2∙10-3 atm, 2.5185∙10-3 atm (the natural pO2 of the slag); 5∙10-3 atm; 10-2 atm; 10-1 

atm were simulated. The resulting contour plots for these different boundaries, can be found in 

Figure 15.14.  
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Figure 15.14 Contour plots of the 0.5-level of the solid for every 100 000th time step in a 2D-simulation assuming strong 

anisotropy in the solid-liquid interface kinetics with r=10, resulting in facetted growth of the solid phase, for several pO2-

values at the upper boundary. 

A decreasing pO2 clearly yields faster growth. This is in accordance with the lower driving force as 

predicted by Factsage, as illustrated by the amounts of spinel and slag as a function of the pO2 in 

Figure 15.15.  
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Figure 15.15 Results of equilibrium calculation with Factsage for influence of pO2 on the amount of slag and spinel starting 

from the initial composition of the slag. 

As the partial pressure of oxygen increases, the concentration of FeO and Cu2O at the bottom of the 

system decreases, whereas the concentration of Fe2O3 increases, as is expected by the imposed 

boundary condition on the upper boundary. Previous results of Heulens [4] also showed that the 

crystallization of a ternary melt (with two possible oxidation states for Fe) has a larger effect on the 

oxidation state than the oxygen fugacity of the atmosphere. Furthermore, the growth velocities of 

the spinel crystals increase with decreasing oxygen fugacity. However, their results were for 

simulation times of 105 time steps. In this study, we conducted 10 times longer simulations, indicating 

very clearly the influence of the oxygen atmosphere on the growth of the spinel solid and possible 

inhibition of this growth by the pO2-value.  

References 

[1] E. De Wilde, I. Bellemans, M. Campforts, A. Khaliq, K. Vanmeensel, D. Seveno, M. Guo, A. 
Rhamdhani, G. Brooks, B. Blanpain, N. Moelans, K. Verbeken, Wetting behaviour of Cu based 
alloys on spinel substrates in pyrometallurgical context, Mater. Sci. Technol. 31 (2015) 1925–
1933. doi:10.1179/1743284715Y.0000000052. 

[2] R. Hill, P. Roeder, The Crystallization of Spinel from Basaltic Liquid as a Function of Oxygen 
Fugacity, J. Geol. 82 (1974) 709–729. 

[3] D. Durinck, P.T. Jones, B. Blanpain, P. Wollants, Air-Cooling of Metallurgical Slags Containing 
Multivalent Oxides, J. Am. Ceram. Soc. 91 (2008) 3342–3348. doi:10.1111/j.1551-
2916.2008.02597.x. 

[4] J. Heulens, B. Blanpain, N. Moelans, A phase field model for isothermal crystallization of oxide 
melts, Acta Mater. 59 (2011) 2156–2165. doi:10.1016/j.actamat.2010.12.016. 

 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

-9 -8 -7 -6 -5 -4 -3 -2 -1
pO2 [atm]

Slag [mol] Spinel [mol]



D. Multi-component phase field model 

251 

16. Conclusions and ideas for model improvements 

16.1. Conclusions 

To our knowledge, this is the first time that a realistic quaternary oxide system was modelled. We 

investigated the facetted growth and how the depth of the cusps in the anisotropy of the kinetic 

coefficient, influences the facetted growth of the spinel and the concentration levels within the 

remaining slag.  

Comparison to experimentally observed microstructures for solid spinel particles, however, showed 

that only anisotropy for the kinetic coefficient probably does not suffice to obtain completely similar 

microstructures of the solid particles. Moreover, the upper boundary was set to be in contact with 

an atmosphere with a certain pO2. This illustrated that an oxidative pO2-value can inhibit the growth 

of the solid spinel particle. 

However, it should be noted that the model at the moment still has some limitations. For example, 

the oxidation state of Cu-oxides in the FTOxid database of Factsage is assumed to be Cu+I, thus the 

oxide assumed to form is Cu2O. Figure 16.1 shows the distribution ratio (amount of the element in 

the slag / amount in the alloy) of Cu as a function of the partial pressure of oxygen. From the slope 

of this curve, Takeda et al. [1] state that copper dissolves in the slag in the mono-valent oxide form, 

i.e. CuO0.5 or Cu2O. However, “in the higher oxygen potential region, possible existence of the divalent 

form of copper, CuO, may also be suggested from the variation of the slope”. This variation of the 

slope seems to take place at oxygen partial pressures higher than 10-4 atm. 

 

Figure 16.1 Distribution ratios of copper and silver plotted against oxygen potential at 1523 K. [1] 
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As the natural partial pressure of oxygen for the equilibrium slag is approximately 10-2.6 atm and the 

investigated pO2-values lay in this range where oxidized copper would be present as CuO, this system 

would actually require the thermodynamic description of CuO as well. This equilibrium between CuO 

and Cu2O is also a redox reaction in this system. However, at this moment, the oxidic database in 

Factsage does not acknowledge the existence of CuO, as only the component Cu2O is contained 

within the FTOxid database. However, it should also be noted that the transition in slope in Figure 

16.1 is not extremely pronounced and thus it would first need to be investigated whether this other 

oxidation state of Cu-oxides is observed in slags.  

Moreover, the Stokes-Einstein equation was used to make an estimate for the mobility of Cu2O. It is 

possible that this assumption oversimplifies the complex structure of the slag. In molten slags, the 

solvent molecules (silicate chains) vary in size with changing composition and the solute ions (Mn2+/3+, 

Fe2+/3+, Ca2+) are of a similar or smaller size than the solvent molecules. Furthermore, the charged 

nature of the solute and solvent molecules reduces the random nature of the diffusion and makes 

the diffusion dependent on the possible interactions or the network-forming abilities. [2] This can be 

illustrated with the case of silicium: it has a lower ionic radius, which results in a larger interaction 

with the oxygen atoms and thus a slower diffusion.  

Furthermore, for the composition investigated here, rather high pO2-values were investigated, as 

compared to the experiments (in the range of 10-7-10-9.5 atm). Based on the composition, certain pO2-

values can be simulated, but this amount is limited due to numerical stability constraints. However, 

for other compositions, more reducing pO2-values can probably be reached. 

16.2. Future adaptations of the model 

At the moment, the model considers mobility values for the solid and liquid only on the diagonal 

terms in the mobility matrix and the mobilities are chosen of the same order of magnitude in the two 

phases to avoid artificially high trapping of the phase fields. In reality, however, the mobility values 

of the different components in the solid will be of a different order of magnitude than the values 

within the liquid slag. Thus, an anti-trapping current, such as proposed by Karma and Rappel [3], must 

be implemented.  

Ultimately, the multicomponent model would need to be extended to also consider the metallic 

liquid, to be able to investigate the attachment of metallic droplets to solid spinel particles in liquid 

slags. The properties of metals (assessed by most phase field models) and oxides (assessed by the 

model of Heulens) are quite different, but should be combined to finally investigate the interaction 

of metal droplets and solid particles in a real system. Therefore, the main focus of the future work is 

adding or adjusting specific features, to enable the investigation of both metals and oxides in one 

system. We refer to Appendix 1 for more details on how redox reactions were previously 

implemented in phase field models. The following paragraphs sum up which steps should be 

undertaken to extend the current model. 

16.2.1. Addition of liquid metallic phase to the system 

The models mentioned in Appendix 1 describe idealized systems and are only coupled to 

thermodynamic databases in a limited manner, as they assume ideal solutions or diluted solutions to 

describe the Gibbs free energies of the different phases. Therefore, possible future work would 

consist of extending the model by Heulens to also consider metals. The previous electrochemical 
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models consider the level of the charge separation, electrical fields and electrons, which would also 

influence the silicate-chains within the slag. Moreover, in the systems being considered here, high 

temperatures are present and then, the rapid charge redistribution assumption is valid. Because of 

this mass transfer limitation, the double layer for charge would not be required in the model. Thus, 

as electrons would not be considered within the model, the rheological behaviour of the metal 

droplets within the slags can be investigated without consideration of electrochemistry.  

A first part of the extension of the model would be to consider the metallic droplet as an extra phase. 

This is in contrast with our binary model described in this doctoral work, where the metal was ‘one 

part’ of the liquid phase and where the two liquids were distinguished from each other by a 

difference in oxygen concentration and this resulted in gradient terms in the concentration field in 

the expressions for the interfacial energies. For the binary system, this could be approximated, but 

this is no longer the case for a multicomponent system. Therefore, the metallic droplet needs to be 

regarded as an extra phase.  

In literature, the composition of the slag phase is mostly expressed in weight percentage of metal 

oxides. The use of oxides as components in a phase field model for oxide systems was chosen most 

suitable by Heulens [4], because oxides are often chosen as the independent components in the 

thermodynamic models for oxide systems (e.g. the Modified Quasi-chemical model), experimental 

diffusion data are frequently reported in the oxides and it allows distinguishing between different 

valences (e.g. FeO and Fe2O3). This description has one main disadvantage. It explicitly defines the 

oxygen content of the slag phase, which is directly related to the equilibrium partial pressure of 

oxygen. This means that the oxygen content of a slag cannot be changed without also changing the 

equilibrium partial pressure of oxygen and vice versa. Because we also want to describe a metallic 

phase, which contains almost no oxygen, instead of an oxide-description of the system, a set of 

elemental compositional variables would be needed e.g. a Cu droplet cannot be described by a set 

of mole fractions of oxidic components. 

16.2.1.1. Elements instead of oxide compounds 

By changing the system components from oxides to elements for silicate melts without multivalent 

cations, there is an extra degree of freedom in Gibbs’ phase rule, which is removed by taking the 

activity of oxygen unity everywhere in the system. For silicate melts containing multivalent cations, 

such as FeO-Fe2O3-SiO2, the oxygen activity depends on the local redox state of the melt. 

Furthermore, the number of components is the same in element or oxide form. [5] Thus, in a FeO-

Fe2O3-Cu2O-SiO2 slag, four oxidic variables describe the composition or four elemental variables, i.e. 

Fe-Cu-Si-O, and these are linked to the oxidic variables through stoichiometry as follows:  

𝑥𝑆𝑖𝑂2 =
𝑛𝑆𝑖

2𝑛𝐹𝑒 − 𝑛𝑂 + 3𝑛𝑆𝑖 + 𝑛𝐶𝑢 
 

𝑥𝐶𝑢2𝑂 =
𝑛𝐶𝑢/2

2𝑛𝐹𝑒 − 𝑛𝑂 + 3𝑛𝑆𝑖 + 𝑛𝐶𝑢
 

𝑥𝐹𝑒2𝑂3 =
𝑛𝑂 − 2𝑛𝑆𝑖 − 𝑛𝐶𝑢/2 − 𝑛𝐹𝑒

2𝑛𝐹𝑒 − 𝑛𝑂 + 3𝑛𝑆𝑖 + 𝑛𝐶𝑢
 

𝑥𝐹𝑒𝑂 =
3𝑛𝐹𝑒 − 2𝑛𝑂 + 4𝑛𝑆𝑖 + 𝑛𝐶𝑢

2𝑛𝐹𝑒 − 𝑛𝑂 + 3𝑛𝑆𝑖 + 𝑛𝐶𝑢
 

(16.1) 
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Moreover, in most experimental observation techniques, for example EPMA measurements, only the 

‘FeO’ amount can be measured, even though both Fe2+ and Fe3+ can be present. Furthermore, the 

goal of the future work would be to develop a model capable of describing microstructures resulting 

from redox reactions. This inherently involves the elements or ions instead of the oxidic components. 

Changing the compositional variables from oxide components to elements, requires the 

thermodynamic data of the elements, as well as diffusion mobilities of the elements.  

16.2.1.1.1. Thermodynamic data of elements 

Here we present a method to obtain the thermodynamic data of the elements from a database that 

is originally described as a function of compositions of the oxide components. In Chemapp, a 

component is a system-wide entity and in Chemapp, these are usually the elements. At complete 

equilibrium the chemical potentials of the respective system components (here the elements) are 

the same in the entire system and thus in all phases (which are in equilibrium with each other). [6] 

The latter sentence is the basis for the calculation of the chemical potentials of the elements in a 

certain phase, even though that phase might be described by the oxidic compositions in the database, 

i.e. it is not possible to obtain the chemical potential of an element in a slag phase which is described 

as a function of the oxidic components in a straightforward way and a small detour is required to 

obtain the required elemental chemical potential of the slag phase. For this, we need to ensure that 

the pure phases of the elements are present in the database.  

Moreover, the chemical potential is equal for every component in all phases, both entered and 

dormant22. This is essential for the Chemapp-implementation as only the slag phase is considered to 

be entered, because slags can have supersaturated compositions during the simulations. Hence, by 

only entering the slag phase in Chemapp, the thermodynamic data for such a supersaturated slag can 

be calculated. However, the pure elemental phases should also be present in the database-file as 

these pure elemental phases are required to obtain the chemical potentials of the elements. These 

pure elemental liquids and solids should not be stable at equilibrium but are only required in the file 

to serve for the purpose of giving a proper reference state for the elements for which the chemical 

potentials are to be calculated. 

First, an equilibrium calculation incorporating all relevant phases is required for different ‘pure’ 

situations, i.e. a system containing only 1 mole of a certain element with all the phases ‘entered’. The 

next step is calculating the Gibbs free energy of the reference phase (this should not necessarily be 

the stable state if the element at the temperature under consideration, any pure elemental phase 

will do), this is called G°element. This is calculated for all elements separately. Then all phases are put 

as ‘dormant’, except the phase for which the thermodynamic data should be collected (here the slag 

phase). The composition at which these thermodynamic values should be calculated are entered and 

then the chemical potential values of the elements are obtained by extracting the chemical potentials 

of the corresponding pure elemental phases (here the same pure elemental phases should 

                                                           
22 In Chemapp (and Factsage), phases can be inserted into the system with a ‘dormant’ status. In such a case, 

only the activity of the components in that phase are calculated but that phase will not be taken into account 

in the mass balance. The chemical potential value of a component in a dormant phase is exactly the same as 

that of the same component in the same phase when that phase is entered, i.e. Chemapp calculates the activity 

of the dormant phase in equilibrium with the entered phases without letting the dormant phase form. Thus, 

the composition of the selected/entered phase will not change by selection of a number of dormant phases. 
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consistently be used as the one used to obtain the G°element-values). However, these chemical 

potentials are calculated for phase constituents in Chemapp with a reference to the standard state 

of the pure phase at the chosen temperature, i.e. Chemapp returns the RT ln (ai) term of the chemical 

potential without the µi° and thus it considers different standard states for different phases or 

temperatures. However, in the final phase field simulations, the ‘absolute’ chemical potentials, i.e. 

referred to the same standard state, are required to be able to simulate phase transitions. Thus, we 

need to add the obtained chemical potential value from Chemapp to the previously obtained G°element-

value, which is essentially the µi° value. In this way, the standard state for the chemical potentials is 

changed from the pure phase at the considered temperature to the standard state for the 

calculations of G, which is the most stable phase at 298.15K, because G°element is actually the ∆G-value 

for changing the reference temperature from the temperature of the calculation to 298.15K. Thus, 

µelement = G°element + µfrom Chemapp will automatically yield the same standard state each time. From the 

µelement-values, the chemical diffusion potentials are obtained for all where Si is chosen to be the 

independent variable. The derivatives of the diffusion potentials to the mole fractions of the 

elements are determined according to the previously mentioned method.  

It should be noted that oxygen is a special case, as there is no pure solid or liquid of this element 

possible. Thus, the chemical potentials should be calculated for O (or O2) in the gas phase and then 

the G°element should be added to the µfrom Chemapp-value. However, the G°element-value should be 

calculated for a gas phase consisting of only O (or O2) and thus the other O-components in the gas 

phase should be ‘repressed’, because the G°element-value describes the ∆G-value for changing the 

reference temperature from the temperature of the calculation to 298.15K for a gas phase with only 

O (or O2). Moreover, the chemical potential is defined as the change in the Gibbs free energy when 

1 mole of a certain component (O or O2) is added to the system under the form of the reference 

state. The reference states of O and O2 are the same (O2) and 1 mole O2 = 2 mole O, this means a 

change in Gibbs free energy of twice the amount and that µ(O2) = 2µ(O), where the µ = G°element + µfrom 

Chemapp and was confirmed by Chemapp calculations. Here, the main interest lies in the value of O, as 

an elemental composition approach was chosen, as described previously.  

16.2.1.1.2. Diffusion data 

It is known that the diffusivity of an element through liquid metal is approximately an order of 

magnitude larger than diffusivity of the same element through liquid slag, thus diffusion through the 

slag phase is a rate-limiting step in the overall process. However, only a limited amount of diffusion 

mobilities for the metal cations in slags is available in literature. For example, the data found in [7] 

illustrates the limited amount of diffusivities of ions in slags at 1600°C in Figure 16.2. 

 

Figure 16.2 Ionic diffusivities for a couple of ions in slags at 1600°C [7] 

However, Dolan and Johnston [2] established an empirical model based on the correlation between 

optical basicity and diffusivity to determine the diffusion of metal cations in multicomponent slag 

systems. In their work, the multicomponent diffusion coefficients, Dij are defined as 
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𝐽𝑣
𝑖 = −∑𝐷𝑖𝑗

𝑣
𝑑𝐶𝑗

𝑑𝑥

𝑁

𝑖=1

 (16.2) 

The term J is the flux of species i, N is the number of diffusing species, Dij is the diffusion coefficient 

of species i induced by the concentration gradient in species j. v represents the solvent, here 

composed of Al2O3 and the free oxygen ions. The model takes into account properties of the bulk slag 

and the network forming ability of the diffusing species. The relative rate of diffusion of metal cations 

is proportional to the optical basicity coefficient of that species, while the rate of diffusion of all 

species increases exponentially with the calculated optical basicity of the bulk slag.  

𝐷𝑖𝑗
𝑣 = (9.3×10−10) (

Λ𝑗
2

Λ𝑖
)𝑒12.5Λ (16.3) 

Λ𝑖 represents the optical basicity of component i, whereas Λ is the weighted average of the optical 

basicity [8]:  

Λ =
∑𝑥𝑖 𝑛𝑖Λ𝑖

∑𝑥𝑖 𝑛𝑖
 (16.4) 

Where xi represents the mole fraction of the oxide component corresponding to the metal cation 

and ni is the number of oxygen atoms in the corresponding oxide. The condition on the equation for 

the diffusion coefficient is that j = Si, or j = i. Equation (16.3) can calculate a multicomponent diffusion 

coefficient in a silicate system and gives the diffusivity at 1500 °C in cm2 s-1 of Dii or DiSi, with a standard 

deviation of 15 percent.  

It was determined previously that the main factors influencing the ionic diffusion in silicate slags are 

the bulk slag medium (characterized in the model by the optical basicity of the slag), the interaction 

between oxygen and metal ions (indicated by the optical basicity coefficient of the diffusing species) 

and the temperature of the system (which can influence the diffusion coefficient through an 

Arrhenius dependency). Other minor factors, such as concentration dependence, do not significantly 

alter diffusivity compared with those points listed previously, and can be ignored. [2] 

The phase field model actually requires values for the mobility, which can be obtained from the 

diffusion matrix and the second derivative of the Gibbs energy. Care should be taken that the 

dependent variable (previously SiO2) is the same for the D values and the second derivative of the 

free energy.  

16.2.1.1.3. Stoichiometry of slag components 

Since the electroneutrality has to be maintained, diffusion of a cation is accompanied by diffusion of 

the oxygen ion. This actually also takes into account the stoichiometry of the different oxidic slag 

components.  

By only switching from an oxidic to an elementary description of the system’s composition, without 

taking into account the electroneutrality or stoichiometry of the slag components, the 

implementation was found to give an error very quickly. To incorporate the stoichiometry of the slag 

components, lambda- or Lagrange-multipliers [9] could be included in the diffusion equation.  
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16.2.1.2. Extra liquid metal phase 

At the moment, the derivatives ∂m/∂i and ∂κ/∂I are omitted in the basic model of Moelans [10] 

and Heulens et al. [4]. This has significant consequences for multi-junctions. These multi-junctions 

were not expected in the case of isothermal crystallization, as only two phases are present in that 

case. For more than two phases, problems might appear: angles that strongly deviate from values of 

120° (i.e. angles of almost 180° or 90°) can encounter this effect and will thus not appear correctly in 

the simulations. In this case it would be more advisable to take the κ and m parameters as constant 

over the interfaces (thus without dependence on the phase field variables) and insert all anisotropy 

through the γ parameter. Unfortunately, in that case, the interface width is no longer constant for all 

interfaces.  

16.2.2. More components 

The original coupling to the thermodynamic database scanned the complete domain and as known, 

an increase in the number of components will increase the number of dimensions in the 

compositional domain. The scanning of a multi-dimensional compositional domain as such is easy to 

implement, but the output of the coupling to the thermodynamic database was saved in .txt files, 

which are inherently two-dimensional. Moreover, the discretization interval for the compositional 

domain was restricted to 0.005 due to memory limits. This larger discretization distance could 

influence the results. Thus, it became clear that the scanning of the complete compositional domain 

would become impractical for larger numbers of components. 

16.2.2.1. Polyadic decomposition of incomplete tensors 

Here, a possible solution for this ‘curse of dimensionality’[11] is proposed, namely: randomly 

sampling the composition domain, followed by a canonical polyadic decomposition of these 

incomplete tensors. [12] This method was already used to describe the temperature-dependent 

Gibbs energy of a Sn-Cu-Ag liquid over the complete composition domain [13]. The global 

approximation error was 0.0010179 and the maximal relative point-wise error 0.012714. Note that a 

tensorial decomposition is only possible for more than three independent variables, thus a system 

with at least four components/elements is required. 

A tensor is a multi-dimensional array, just as a matrix being a two-dimensional array and a vector 

being a one-dimensional array. The order of a tensor d equals the number of dimensions in the 

tensor, in this case equal to the number of independent composition variables, i.e. N-1. The number 

of elements in a tensor increases exponentially with the number of dimensions. [11] The size of a 

tensor contains the lengths of the tensor for every dimension, e.g. l1, l2, …, ld. The rank of a tensor is 

the rank of the decomposition, i.e. the tensor is approximated by an infinite sum of simple rank-1-

tensors23 and this sum is aborted at a certain point. The rank R is the smallest integer number of rank-

1 tensors required to model the data. [14] A (canonical) polyadic decomposition or R-term 

representation is a decomposition in R rank-1 tensors, which are in turn the outer product of d 

vectors. This can be written as: [11] 

                                                           
23 A rank-1 tensor is a tensor for which all elements can be obtained by a tensorial or outer product between d 

vectors. [14] 
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𝒯 = ∑ �̅�𝑟
(1)

⨂�̅�𝑟
(2)

⨂⋯⨂�̅�𝑟
(𝑑)

𝑅

𝑟=1

 (16.5) 

The final result of the decomposition is an assembly of d ‘factor’ matrices (A(1), A(2), …, A(d)) with R 

columns and l1, l2, …, ld rows. The columns contain the vectors that will yield the rank-1 tensor through 

an outer product, i.e. the �̅�𝑟 vectors. The polyadic decomposition is called a canonical polyadic 

decomposition when the rank R is the minimum number of rank-1 terms needed for (16.5) to be 

exact. As the number of elements in a tensor increases exponentially with the number of dimensions 

and the number of free parameters in a decomposition increases linearly with the number of 

dimensions, such a decomposition can alleviate or remove the ‘curse of dimensionality’ otherwise 

inherently present in the use of tensors. [11] In cases where the rank R cannot be derived from the 

problem definition, finding this R is the difficult part of composing the decomposition.  

Unfortunately, most decomposition algorithms require full tensors, making their use impractical for 

large data sets. The knowledge that the data is structured and can be represented by a small number 

of parameters can be exploited by sampling the tensor in only a few elements. Vervliet et al. [11] 

proposed algorithms for decompositions of such incomplete tensors, as illustrated in Figure 16.3. 

 

Figure 16.3 Schematic representation of polyadic decomposition of an incomplete tensor 

They developed algorithms to compute the decomposition using only a few mode-n vectors of the 

incomplete tensors. Then they let compressed sensing type methods work on these tensors with only 

a few known elements. These compressed sensing methods reconstruct signals using only a few 

measurements taken by a linear projection of the original dataset.  

The use of a sampling grid, however, yields a possible problem when the tensor is described as a 

function of the elemental composition domain. E.g. to obtain the thermodynamic data for the slag 

phase, the composition that was entered in Chemapp should correspond to a composition where the 

slag is ‘stable’ (it can be supersaturated in a certain component), an elemental composition with 

almost no oxygen will for example not yield a stable slag phase, as this is supposed to be composed 

of several metal oxides, and thus no thermodynamic data can be obtained for this phase at this 

composition. Thus, the use of the mode-n vectors to construct the incomplete tensors for the 

polyadic decomposition seems infeasible.  

Therefore, the following artifice was implemented: the tensor is described as a function of the oxidic 

compositional domain for the slag (not for the metallic phase), but the thermodynamic data are 

obtained for the elements (e.g. the Gibbs energy, the chemical diffusion potential of the elements 

and the derivative of the latter to the elemental mole fraction). For this, first the composition is 

entered in Chemapp as mole fractions of the oxidic components. Then the mole fractions of the 

(In)complete 

tensor 

(composition 

domain) 
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elements corresponding to this composition are calculated and then the thermodynamic data are 

calculated. The conversion to the mole fractions of the elements is required to be able to determine 

the derivative of the chemical diffusion potentials of the elements to the mole fractions of the 

elements. In the phase field model, the elemental mole fractions will still be used and when 

thermodynamic data of the slag are required, the mole fractions of the oxidic components should be 

calculated according to (16.1). Then these mole fractions should be converted to the indices in the 

tensors, with the use of a linear map. 

For phases described by a Braggs-William expression for the Gibbs free energy in the thermodynamic 

database, the configurational entropy is described by a summation of logarithmic terms 

(𝑅𝑇(∑ 𝑥𝑖 log 𝑥𝑖𝑖 )). In practice, the polyadic decomposition of a tensor containing values where these 

logaritmic terms have been subtracted from, will be much easier and more accurate. These 

logarithmic terms, namely, go to infinity when the mole fractions go to infinity. These logarithmic 

terms are aftwerwards added again in the phase field model. Analogously for the chemical potential, 

the 𝑅𝑇(log(𝑥𝑖) − log(𝑥𝑆𝑖)) terms would be subtracted. Slags, however, are not described by a 

Braggs-William expression, but by the modified quasi-chemical model. This model does not contain 

these ‘simple’ logarithmic terms, but, as the actual expression is too complex to try to obtain the 

logaritmic terms, normal logarithmic terms were subtracted from the data, as explained above.  

For the quaternary system we discussed in this chapter, the polyadic decomposition was made, based 

on the sampling of the complete dataset. The resulting tensorial decomposition of the Gibbs energy 

gave results that were accurate until the first digit after the comma (note that the Gibbs energy is of 

the order of magnitude of 1010 J/m³). This good fit is illustrated in Figure 16.4.  

 

Figure 16.4 The Gibbs energy model obtained by polyadic decomposition (surface) and the original Gibbs energy data 

(blue dots) after normalization, i.e. subtraction of the plane specified by the Gibbs energies of the pure oxides.  

In principle, an incomplete tensor would suffice, as long as the entries within that tensor lie on a 

random grid, which is not too big, as this determined the number of variables. The number of points 
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N for a certain variable (only varying one dimension of the tensor, while keeping the others constant) 

determines the accuracy for that variable according to approximately 1/√N. 

16.2.2.2. Thermochemistry accelerator 

As an alternative coupling to the thermodynamic database, Zietsman developed an efficient storage 

of slag thermochemical properties for use in multiphysics models [15] which can also be very 

interesting to model systems with more than four components. In this study, ChemApp was used to 

perform equilibrium calculations on six binary systems, four ternary systems and one quaternary 

system. The components that were used included Al2O3, CaO, MgO, and SiO2. A standard set of 

calculations was done at 1% intervals from 0% to 100% along all composition axes, and at 50K 

intervals from 1300K to 2300K along the temperature axis. The results are presented in Figure 16.5.  

 

Figure 16.5 Duration of ChemApp equilibrium calculations on an Intel i7 3840QM 2.8 GHz CPU [15] 

It is clear that calculation duration increases exponentially with the number of system components. 

This increase is one reason why it is infeasible to integrate thermochemical calculations of realistic 

systems directly into a multiphysics model. [15] He developed a software component that makes fast 

thermochemical calculations available for use in multiphysics models, based on geometrical 

considerations. The geometric approach (in Python) was able to perform the calculations between 

15 and 20 times faster than ChemApp. It is expected that this acceleration will increase by 10 to 1000 

times when the algorithms are translated to Fortran. This will provide acceleration between 150 and 

20 000 times compared to ChemApp.  

Some more general future work is listed in chapter 17.  
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“In theory, there is no difference between practice and theory. In practice, there is.”  

- Yogi Berra (Yankees player) 
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17. General conclusion and future work 

During pyrometallurgical production processes, metal losses in slags, under the form of attached 

metal droplets to solid particles, are a major issue and limit the overall process efficiency. As these 

losses have both an economic and possibly ecologic impact, a fundamental understanding of this 

interaction is required. The goal of this work was to develop a fundamental understanding of the 

system in which the attachment of metal droplets to solid particles in liquid slags is observed. For 

this, a combined experimental – phase field modelling approach was used. This chapter summarizes 

the main results of the different parts of this work. 

17.1. Binary model for droplet behaviour 

In a first stage, a binary model was used to investigate the growth and wetting behaviour of metal 

droplets to a non-reactive solid particle. In practice, when a fraction of the metallic phase is attached 

to the solid particles, this fraction cannot settle and the yield of the phase separation will decrease, 

which in turn means an important loss of valuable metals in several industries. Several influencing 

factors were studied: the initial supersaturation of the liquid, the interfacial energies, the particle 

morphology (particle fraction, perimeter, shape and distribution), initialization method, movement 

of the solid particle and the speed of movement of the solid particle. 

It was observed during the spinodal decomposition of the supersaturated liquid, that first ‘localized’ 

spinodal decomposition took place near the solid particle, then, the non-localized decomposition 

occurred in the remaining supersaturated liquid. Finally, Ostwald ripening and coalescence took 

place. The simulations showed that the attached droplets did not have preferred positions, as various 

places with several configurations and variations in time were encountered. 

Varying the interfacial energies, resulted in various wetting regimes. Four categories could be made: 

no wettability of the metal on the particle, low wettability, high wettability and full wetting. This 

subdivision gave the opportunity to classify experimental observations of attached metal droplets. A 

higher initial supersaturation generally resulted in a higher metal fraction in the system. The effect 

of the initial supersaturation on the fraction of attached metal was, however, not fully conclusive and 

also varied with time.  

As the fraction of solid particles in the system decreased, a lower fraction of metal was attached to 

the solids. In the case of low wettability, the amount of attached metal did not increase with an 

increasing perimeter per area of the solid particle. For high wettability, on the contrary, an increase 

in attached metal for an increasing perimeter per area was observed.  

The shape of the particles was also varied. No clear trends were discovered regarding the shape of 

the particles. Nevertheless, it became clear that several small particles yielded more attached metal 

than one large particle. The distance between the particles slightly influenced the amount of metal 

attached, as the metallic droplets do orient themselves away from the other solid particles when 

these are too close to one another. Moreover, some of the simulations with particles with cavities 

confirmed that not only the perimeter per area, but also the available space for the droplet to grow 

was an important factor. 

The model was also extended to consider realistic microstructures based on actual micrographs of 

the solid particles. The origin of the attachment was investigated by comparing two initialization 

methods for the metal droplets: by spinodal decomposition of a supersaturated liquid, corresponding 
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in practice to a reactive origin of the droplets, and a method with random positioning of the droplets, 

corresponding to the separate formation of particles and droplets. Based on previous research, both 

methods were considered for two wettability regimes: no and low wettability. From a simulation 

point of view, the random initialization allows for more flexibility in the metal fraction of the system 

as there are no restrictions on the metal volume fraction fv, as opposed to the spinodal 

decomposition, where the initial supersaturation xi should be selected in between the inflection 

points of the free energy curve representing the spinodal. The random initialization, however, has a 

much larger spread on the results than the spinodal initialization. Consequently, a larger number of 

simulations are required to draw relevant conclusions for the random initialization than when the 

droplets form through spinodal decomposition of a supersaturated slag, since the droplets are then 

first formed close to the particle. In the non-wetting case, the spinodal initialization gave 

microstructures with the best correspondence with the experiments, but in the low wettability case, 

the simulation results of both initialization methods correspond well with the experimental system.  

Afterwards, it was investigated how rigid body motion of the solid particle influences liquid metal 

droplet attachment to that solid particle in liquid slags with a phase field model. With respect to the 

amount of attached metal, no actual trends could be observed. At no wettability, the microstructures 

show that the rigid body motion could either ‘pick up’ droplets, hereby increasing the amount of 

attached metal, or it can lose an already attached metal droplet. The low wettability case is similar, 

but the loss of an already attached droplet was not observed. However, this might no longer be the 

case if the solid particle moves faster. At higher wetting regimes and full wetting, the influence of the 

rigid body motion seems to be smaller, as the attachment is more determined by the interfacial 

energies and the metallic phase ‘follows’ the solid particle when it moves. Again, this might no longer 

be the case if the solid particle moves faster. However, on average there is no effect on the amount 

of metal attached to the solid particle. 

A major observation, on the other hand, is the fact that the apparent contact angle of the metal is 

larger when rigid body motion is present, which corresponds to a lower apparent wettability. This 

effect was very clear, even at the small rate at which the solid particle moved in this study. This fact 

could indicate that a previous classification of the experimental PbO-FeO-CaO-SiO2-Cu2O-ZnO-Al2O3 

system as a system with very low wettability has to be revised. 

The study on the influence of the speed of the rigid body motion showed that there is a trade-off 

between the speed of the movement of the liquid metal on the one hand, which depends on the 

attraction of the metal towards the solid particle by interfacial energies and the speed of the 

movement of the solid particle, which we varied. For slow solid motion, the interfacial energies have 

the upper hand, but for larger velocities, the metal cannot necessarily keep up with the movement 

of the solid. Thus, the amount of metal will decrease for faster movement. However, this is only the 

case for the low and high wettability regimes. For the non-wetting case, metal droplets coincidentally 

present on the path of the solid particle will get attached, but the solid particle movement can 

similarly decrease the amount of the attached metal by moving away from the metal droplet. On the 

other hand, for the very high (almost full) wetting case, the interfacial energy attraction of the metal 

to the solid is so large that even the largest velocity did not decrease the amount of attached metal.  

For the real-micrograph-base simulations, the simulations in the absence or presence of rigid body 

motion for the spinodal initialization correspond better to the experimentally observed micrographs 

than the one with the random initialization. Moreover, the trends for the different wetting regimes 
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observed for a single solid particle from our previous work [1] were still valid for multi-particle 

systems. 

The better correspondence to the spinodal initialization shows that the droplet-particle interaction 

could result from a reactive origin, as was also confirmed by experimental findings of De Wilde et al. 

[2–7] in a synthetic slag system. These show the growth of solid spinel particles on the edge of already 

existing metallic droplets or their formation together with new droplets. They also proposed a 

mechanism for this observation: the spinel solids and copper droplets form together due to a 

simultaneous reduction of copper oxides into metallic copper and the oxidation of slag oxides into 

more stable spinel structures. Additionally, the spinel solids can also form on an already present Cu 

droplet in an analogous way. Moreover, experimentally, the actual ‘attachment’ of the droplets 

seems to be a non-equilibrium phenomenon, which is in correspondence with the results for the 

spinodal initialization, as in that case the droplets are first attached to the solid as they are formed 

simultaneously and are afterwards also detached/dissolved. Explicit implementation of a model of 

the formation of the solid particles within a liquid slag on the side of or together with a metal droplet 

in a multicomponent multiphase system will allow to simulate and study the reactive origin for the 

attachment in more detail 

17.2. Experiments 

Previous work by De Wilde et al. [3,4] suggested that sticking droplets can originate from a chemical 

reaction. A reaction scheme was proposed, where, on the one hand, the spinel solids and copper 

droplets form together due to a simultaneous reduction of copper oxides into metallic copper and, 

on the other hand, slag oxides oxidize into more stable spinel structures. Additionally, the spinel 

solids can also form by heterogeneous nucleation on an already present Cu droplet in an analogous 

way.  

This hypothesis was based on the observations made during a sessile drop experiment of both Cu 

and slag on top of a MgAl2O4 substrate [4]. An extensive microstructural study afterwards showed 

the presence of small entrained copper droplets attached to spinel particles, leading to the reactive 

origin hypothesis. However, during the experiment, the copper droplet moved towards the slag 

droplet and a certain emulsification took place between the slag and copper droplet, after which the 

copper droplet positioned itself on top of the slag droplet. This emulsification step could in fact also 

be responsible for the presence of the small metal droplets attached to spinel particles within the 

large slag droplet. 

To investigate the hypothesis, adapted sessile drop experiments were performed, in which both 

copper alloys and slag were placed on a spinel substrate. Several copper-silver alloys, a synthetic 

PbO-CaO-SiO2-Cu2O-Al2O3-FeO-ZnO slag and a MgAl2O4 substrate were used to represent the copper 

alloy droplets, slag and spinel solids, respectively. The silver was added to the copper alloy as a trace 

element to get more insights into the origin of the attachment. 

The microstructures within the different samples were studied and the compositions of the different 

phases present were determined. Small entrained copper droplets sticking to spinel solids were 

present within the large slag droplet. It is suggested that these droplets form either during a reaction 

alone or a combination of dispersion and reaction. In the latter case, during the coalescence phase 

in the high temperature CSLM experiment, some small Cu-Ag droplets are dispersed within the large 

slag drop. These Cu-Ag droplets then act as nucleation sites for a simultaneous reduction of copper 
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oxides into metallic copper and the oxidation of slag oxides into more stable spinel structures. In this 

way, the spinel solids grow at the side of the Cu-Ag droplets, which in turn are enriched with Cu and 

grow. This leads to copper droplets attached to spinel solids within the slag phase. 

Moreover, a high-temperature smelting experiment was executed. The methodology was adapted 

from previous studies [8,9] to be able to perform these experiments with as few components as 

possible. The latter is meant for a comparison to modelling results, for which more components in 

the system result in more computational time required. An oxidation-reduction experiment in the 

Fe-Si-Al-O system with Cu-Ag droplets was executed. For the copper to be precipitated, copper 

should first be dissolved in the slag by oxidizing the system, followed by reducing the system to lower 

the solubility of copper in the slag in turn. 

The amount and size of copper droplets increase during the complete experiment. Moreover, the 

composition of the spinel particles changes during the reductive part. This is in accordance with the 

expectations from the suggested mechanism during the reductive part, but during the oxidation part, 

this is not expected. Because the system was left to rest before the start of the oxidative part of the 

experiment, it is possible that the disturbance of the underlying alloy layer by the blowing of the gas 

through the slag phase, introduces small metal droplets into the slag phase.  

During oxidation, iron oxide has a tendency to shift towards Fe2O3 and the metallic copper is oxidized. 

During the reductive part of the experiment, a lack of oxygen becomes apparent and because copper 

is more noble than iron, Cu2O acts as oxygen donor for the oxidation of iron oxide, thereby 

precipitating metallic copper: 2FeO + Cu2O <-> 2Cu0 + Fe2O3. The resulting increase of Fe2O3 leads to 

the formation of magnetite spinel particles by reaction with FeO.  

In both experiments, silver was added to the copper alloy as a trace element to get more insights 

into the origin of the attachment. The fact that this silver is present in the attached copper droplets 

in a smaller concentration than in the master alloy in both studies indicates that the origin of the 

attachment is not purely dispersive. Therefore, the attached metal droplets can be formed either 

due to a purely reactive formation (simultaneous reduction of copper and silver oxides to metallic 

phase and the oxidation of slag oxides to spinel) or a combination of dispersion and reaction. In the 

latter case, small Cu-Ag droplets are introduced in the slag during the emulsification step or during 

the first oxidative blow. Afterwards, these droplets act as nucleation sites for a simultaneous 

reduction of copper oxides into metallic copper and the oxidation of slag oxides into more stable 

spinel structures. In this way, the spinel solids grow at the side of the Cu-Ag droplets, which in turn 

are enriched with Cu and grow. This leads to copper droplets attached to spinel solids within the slag 

phase. 

17.3. Multicomponent model for solid spinel growth 

This is the first time that a realistic quaternary oxide system was modelled. The model is an extension 

of the model of Heulens [10]. The facetted growth was investigated and it was examined how the 

depth of the cusps in the anisotropy of the kinetic coefficient influences the facetted growth of the 

spinel and the concentration levels within the remaining slag.  

Comparison to experimentally observed microstructures for solid spinel particles, however, showed 

that only anisotropy for the kinetic coefficient probably does not suffice to obtain completely similar 

microstructures of the solid particles. Moreover, the upper boundary was set to be in contact with 
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an atmosphere with a certain pO2. This illustrated that an oxidative pO2-value can inhibit the growth 

of the solid spinel particle. 

17.4. Future work 

Throughout this work, some possibilities for future work were already indicated. The following 

paragraphs give a brief overview of some possible research opportunities for the future.  

17.4.1. Modelling 

Once the multicomponent model works for elements as system compounds instead of the oxide 

compounds, the behaviour of a metal droplet within a real metallurgical slag can be examined. The 

growth kinetics and morphologies can be predicted by the model. Moreover, the interaction between 

the metal droplets and solid particles can be investigated. The different origins can be investigated: 

whether the solid grows on a droplet or the other way around or both phases are present and get 

attached to one another.  

For more realistic simulations, the incorporation of the reaction kinetics of the different phases could 

be a next possible step. At the moment, the simulations assume diffusion-controlled growth, which 

is not always the case in reality. Experimental investigation of slag reduction to form a metallic phase 

has been performed previously [11–17], as was the formation and growth of spinel crystals [18–23]. 

However, this research only considers the ‘global’ reaction kinetics, which yields empirical 

correlations between the overall reaction rate and the reaction conditions. A more systematic 

investigation, i.e. based on the underlying chemistry in terms elementary reaction steps and taking 

into account possible diffusional limitations would provide better insights in the reaction kinetics. 

Other improvements mainly consider obtaining more and reliable input data of slags, as this data is 

very scarce at the moment. This can be done by experimental work, but usually experimental 

determination is very intricate, e.g. for diffusional data and interfacial and surface energies  

To resolve this issue, coupling to ab-initio models or free volume based models can be used for the 

diffusional data. Calculation of surface tension might also be possible using Chemapp [24] according 

to the Butler equation, i.e. assuming that a system is composed of two distinct phases: bulk (b) and 

surface (s). The surface is assumed to be a mono-atomic layer and the two phases are assumed to be 

in equilibrium. This method was already used for binary alloys [24], but could be extended to 

multicomponent mixtures [25]. 

As shown by our binary model results, the movement of the solid particle can influence the wetting 

behaviour of the metal on the solid particle. In a next step, the model can either be linked to Navier-

Stokes equations to include convection. Alternatively, the profile of the phase field variables can be 

shifted in very small steps, as was illustrated in this work.  

17.4.2. Experimental 

The experiments in this work showed that the redox reaction involving Fe laid at the base of the 

attachment of the metal droplets to the solid particles within the slag. Extra experiments without 

multivalent cations, but under the same circumstances could confirm the hypothesis of the reactive 

origin. Moreover, using other multivalent slag components, e.g. MnO/Mn2O3, CrO/Cr2O3, TiO2/Ti2O3, 

can be used in another experiment as well.  
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Furthermore, it would be interesting to further explore the possibilities of the confocal scanning laser 

microscope. This set-up allows for the in-situ addition of for example a metal drop in a liquid slag. 

Clearly, these experiments are very intricate. With respect to the sessile drop experiments, additional 

experiments can be performed, during which the compositions of the spinel, slag and copper droplets 

are systematically varied, in combination with a variation of the oxygen partial pressure or other 

known surface-active elements such as sulphur.  

In addition, it would also be helpful to explore the effect of stirring and bubbling on the attachment 

of spinel solids in slags. Therefore, an experiment needs to be designed which allows to detect or 

quantify the influence of the stirring rate and conditions on the formation of attached droplets. 
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18. Phase field modelling of redox reactions: previous work 24 

Redox reactions occur quite frequently in pyrometallurgy, even though most of the times, an 

electrode is not explicitly present in the system. The reaction of iron oxide dissolved in liquid slag 

with solid carbon or carbon from a metal bath is used in iron making processes. Modern electric arc 

furnaces employ the same reaction to induce slag foaming, thereby increasing efficiency of the 

furnace. [1,2] With a different purpose, iron oxide is reduced by injected carbon in the ‘slag cleaning’ 

stage of copper making processes. This reduces the present magnetite in the slag and thus lowers 

the slag viscosity, moreover, physical entrainment of copper matte in the slag is reduced. [3] Few 

existing phase field models include the aforementioned redox reactions, which can take place at the 

interface between an electrolyte and a cathode or the interface between a metal and an oxide. The 

phase field formulation of the electrochemical process is not straightforward because a model of the 

electric field has not been established for this method. Thus, a few phase field models considering 

electrochemical reactions are presented in literature. Moreover, they are usually not coupled to 

realistic systems. The different systems concerning redox reactions that were already described with 

phase field models, are summarized in the following paragraphs. 

18.1. Redox reactions on double-layer scale 

Guyer et al. [4,5] developed a diffuse interface model for such a system. With a set of simple 

assumptions, the model captures the charge separation associated with the equilibrium double layer 

at the electrochemical interface for both electrodeposition and electrodissolution. The presence of 

charged species leads to rich interactions between concentration, electrostatic potential and phase 

stability. Poisson’s equation (18.1) was solved for the electrostatic potentials arising from the charge 

density of the components.  

∇ ∙ [휀(𝜉)∇𝜙] + 𝜌 = 0 (18.1) 

With ε(ξ) the dielectric constant, which is a function of the phase field ξ, φ the potential and  the 

charge density. However, it is complicated to solve Poisson’s equation for the electrostatic potential 

from the component itself since it is numerically challenging to solve this equation coupled with a 

time-dependent partial differential equation, resulting in a small time scale and meshing in space, as 

illustrated by the resulting interface profile during electrodeposition in Figure 18.1. Thus, it has only 

been solved in one dimension. The interface between the phases is a very localized change of the 

phase variable and is described well by the model. The need to resolve the charge distribution in 

close proximity of the interface, however, requires discretization of the electrochemical double layer 

and thus also limits the size of the domain and the time span that could be modelled. This model 

indicates that the phase field model is suitable to model redox reactions but it considers an idealized 

system with only two phases (namely an electrode-electrolyte system). This is a nice model for 

investigating the scale of the interfacial double layer, but it is computationally too intensive to study 

the morphological changes resulting from redox reactions. 

                                                           
24 This chapter is based on the following publication: I. Bellemans, E. De Wilde, N. Moelans, K. Verbeken, Metal 

losses in pyrometallurgical operations - a review, Advances in Colloid and Interface Science. Submitted 
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Figure 18.1 Interface profiles for steady state electrodeposition with i=-102 A/m². The concentration profiles for N+ and 

A- are almost coincident on this scale. g(ξ) is mapped onto the background in gray to indicate the location of the phase 

field interface. [5] 

18.2. Redox reactions on larger scale 

Before Guyer et al. [4,5] developed their model, Dussault and Powell [6] described a diffuse interface 

model for a two component liquid/liquid, isothermal system undergoing transport limited 

electrochemical reactions, by assuming charge neutrality everywhere. First, very general forms of the 

governing equations were derived after which different scales were derived, which in turn were used 

to simplify the governing equations. E.g. the conservation of charge equation involved only voltage 

with a spatial derivative after the simplification, without the originally present concentration or 

velocity. The electrical potential is only mentioned in the molar flux in a migration term, but the 

expression for the total free energy of the system itself does not contain the electrical potential. Thus 

their approach neglects the effects of charge at the interfacial double layer, resulting in the modelling 

of larger domains and time spans than Guyer et al. [4,5] but without the examination of the physics 

of the electrocapillary interface. In one of their simulations to resemble the Electric-Field-Enhanced 

Smelting and Refining (EFESR) process, an isolated Fe droplet was added to the slag layer (FeO). As 

shown in Figure 18.2, under an electric field, an isolated Fe droplet migrates through the slag. 

Comparing the result to the zero-voltage result, the drop and the interfaces migrate towards the 

anode. Also, due to the relatively high voltage gradients near the droplet, a streamer is formed on 

the cathode. 
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Figure 18.2 Phase field model of droplet migration in the Fe-FeO system, setting the voltage to one at the upper boundary 

and zero at the lower boundary, with insulating conditions on the sides, makes the bottom Fe layer the cathode and the 

top the anode. Left: initial condition; Middle: zero-field result; Right: field concentration leading to drop migration. 

Colour represents oxide ion concentration, with the centre slag layer at its maximum and the outer metal layers at zero. 

[6] 

Assadi [7] used a phase field model to investigate the electro-deoxidation of a solid oxide in a molten 

salt. I.e. the direct electrochemical reduction of solid oxides in molten salts, during which the oxygen 

is removed from the solid oxide. The model takes into account oxygen diffusion, electric current, 

concentration dependence of electrical conductivity and interfacial electrochemical reactions in 

simple model systems. This model used the continuity of current density as the governing equation 

for electrical potential, except at the cathode-electrolyte interface. Its diffuse interface was between 

the metal and oxide in the cathode, and it assumed a sharp interface between the cathode and 

molten salt, with ohmic resistance at that sharp interface. The use of the sharp interface prevents its 

use to describe plating from the electrolyte, so this model is limited in application to electro-

deoxidation; the assumption of ohmic resistance at the interface also limits it to small overpotentials 

[8]. The resulting simulations illustrate general features, such as a changing electric-potential drop at 

the cathode interface. The first results for a one-dimensional system show a transition from diffusion-

controlled kinetics to kinetics controlled by electric conduction with decreasing oxide/metal 

conductivity ratio. For the two-dimensional system, nevertheless, the overall kinetics of electro-

deoxidation is predominantly controlled by the diffusion of oxygen in cathode.  

Another phase field model, developed by Pongsaksawad et al. [8], improved the formulation of 

Dussault and Powell [6] by taking the electrostatic contribution in the free energy term into account, 

similar as presented by Guyer et al. [4,5]. The binary model describes the electrochemical interface 

dynamics and studies the changes in cathode shape and topology. In this model, the interfacial 

double layer is negligible. Transport-limited electrolysis and rapid charge redistribution are assumed. 

Under this first condition, the mass-transfer resistance is much greater than the charge-transfer 

resistance. This means that cations recombine with electrons as soon as the ions reach the cathode 

interface. This transport-limited condition is valid at high temperatures (e.g. in metal smelting 

processes). Low-temperature processes, in contrast, are limited by charge transfer, which causes 

cations to accumulate in front of the cathode, resulting in a voltage drop across the interface, which 

is not captured by this model.  

The model of Pongsaksawad et al. [8] describes all-solid and all-liquid binary and ternary systems, 

though mixed solid-liquid systems (e.g. solid electrode and liquid electrolyte) are not yet covered by 

this model. The motivating applications are the electric-field-enhanced smelting and refining process 

(EFESR) in which iron is reduced from liquid slag containing iron oxide, and magnesiothermic 

reduction of titanium dichloride. An illustration of the former is shown in Figure 18.3. 
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Figure 18.3 Interface dynamics without convection: (a) cathode shape evolution under high electric field on a 150 300 

grid (the perturbed cathode interface is unstable) and (b) cathode shape evolution under high surface tension on an 80 

160 grid (the perturbed cathode interface is stable). The left contour represents the initial condition with a three-layer 

structure, metal/electrolyte/metal. The cathode interface evolves with time as shown in the figures on the right. The 

scales on the bottom of each figure indicate the average maximum and minimum compositions throughout each 

simulation domain. [8] 

Here a simplified three-layer structure of the binary system (Fe–FeO–Fe) is used as an initial 

condition. The voltage at the upper boundary is set to 0 (cathode) and that at the lower layer is set 

to 1 (anode). The interface instability due to change in electrical potential and surface energy is 

investigated first for the solid Fe–FeO system. One small box perturbation is introduced to each 

electrode interface. The perturbation on the anode disappears because it is preferentially oxidized 

and dissolved due to the concentration of the electric field there. At a low surface energy shown in 

Figure 18.3a, large electrical potential results in the formation of dendrites at the cathode, which 

may short-circuit the system or break into droplets, as observed in experiments. At a larger surface 

energy shown in Figure 18.3b, the perturbation on the cathode is flattened. They also investigated 

the influence of viscosity on the electrode stability after perturbations and even performed 3D 

simulations.  

18.3. Electronically mediated reaction 

The binary model of Pongsaksawad et al. [8] was extended to a ternary system. This model can 

capture electronically mediated reactions (EMR), such as metallothermic reduction. They simulated 

for example the reaction (without any voltage applied on the system) between titanium dichloride 

and magnesium to produce titanium and magnesium chloride. One- and two-dimensional ternary 

simulations show qualitatively correct interface motion and electrical potential behaviour. However, 

this model assumes regular solutions with miscibility gaps, thus, the free energy includes logarithmic 



F. Appendix 

279 

functions, such that values of zero and unity of phase variables are not allowed. Moreover, a chemical 

driving force for the redox reaction is introduced in the homogeneous free energy expression. 

However, the argumentation behind the definition of this term is not clear, the use of this term is 

only applicable for the abovementioned system and the system is still idealized, i.e. it considers 

regular solutions. Further modification of this model is necessary to include multiphase systems, as 

at the moment it describes only all-liquid or all-solid systems. Figure 18.4 illustrates the results for a 

simulation where Mg and Ti are in contact, which allows the electrons from the Mg/MgCl2 interface 

to be conducted through this metal phase to the TiCl2/Ti interface. The voltage is high where the 

positive charge is produced at the TiCl2/Ti interface and low where the electrons are produced at the 

Mg/MgCl2 interface. 

 

Figure 18.4 Closed-circuit simulation with Ti and Mg phases in contact. In the electrical potential contour plot, red 

indicates low and blue indicates high value of electrical potential, as labelled by min and max on the figure. The Mg, 

MgCl2, TiCl2, and Ti phases are coloured red, blue, green, and yellow, respectively, as also shown by labels. Ti formation 

is by chemical reduction at the Ti–Mg–chlorides triple point and by EMR between the Ti–TiCl2 and Mg–MgCl2 interfaces. 

The resolution is 50x50. (a) Electrical potential field. (b) Phase field. [8] 

This observation clearly illustrates that this is an electronically mediated reaction (EMR), because 

even though a high-temperature electrochemical reaction is a mass-transport limited process. 

Nonetheless, the electron transport between metals also has a significant effect on the product 

morphology as explained by Okabe and Waseda [9]. This simulation illustrates that titanium can be 

formed even when the reactants (TiCl2 and Mg) are not in physical contact as long as there is an 

electron conducting medium to transfer electrons (the metal phases) [8]. A further demonstration of 

the EMR through the product Ti phase is illustrated by Figure 18.5, where Mg and TiCl2 are set up to 

be in direct contact. The Ti phase then forms at this interface and in contact with the Mg, after which 

it serves as an electronically conducting path for the EMR.  
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Figure 18.5 2D model with Mg/TiCl2 in contact. Titanium is first formed by a chemical reaction at the Mg/TiCl2 interface. 

More titanium plating then proceeds by EMR as indicated by the change in voltage across that titanium phase. The 

resolution is 50 50. (a) Voltage field. (b) Phase field. [8] 

Another test run was also done on a simple configuration of a three-layer structure (top: TiCl2 – 

middle: Ti and MgCl2 – bottom: Mg). First, titanium formation occurs by EMR due to movement of 

electrons from Mg-MgCl2 interface through titanium to Ti-TiCl2 interface. Later, diffusion of TiCl2 

reaches the magnesium layer and titanium nuclei form on the magnesium/electrolyte layer. These 

nuclei continue to grow. Finally, the small particles coarsen. These simulations suggest that 

magnesiothermic reduction is delayed when the direct contact between the reactants is blocked. 

However, since TiCl2 can diffuse into the blocking layer, titanium particles still form spontaneously. 

All of these observations can be used to understand the basic phenomena that occur in this system 

and to help design the experimental study. [10] 

18.4. Deposition on electrode 

Shibuta et al. [11] provide a model similar to the model of Pongsaksawad et al. [8], but use an order 

parameter field with thin-interface limit parameters, which describe the motion of the interface 

quantitatively. The model is based on the description by Kim et al. [12] and can capture both 

deposition and dissolution processes during electrochemical processes. However, a dilute-solution 

approximation and an ideal-solution approximation are adopted to define the free-energy densities 

of the electrode and the electrolyte phase, respectively. Using this model, an electrodeposition 

process of copper deposits from copper-sulphate solution was studied. The dependence of the 

growth velocity of the electrode on the applied voltage was examined in a one-dimensional system. 

Then, the growth process of dendritic deposits of Cu was calculated in a two-dimensional (2-D) 

system. The dependence of morphology on the applied voltage and the electrolyte concentration 

was examined and is shown in Figure 18.6. Thin and dense branches were observed at a low applied 

voltage. The shape of the branches became more complicated as the composition ratio was lowered.  
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Figure 18.6 A morphological diagram of the electrodeposits as functions of the applied voltage (2500, 5000 and 7500 

V/m) and composition ratio of Cu2+ in electrolyte (0.015, 0.01 and 0.005). The snapshots taken when the most protruding 

branch reached 60.0 mm were compared (except for the condition of C0 = 0.005, 2500 V/m due to the computational 

limit) [11] 

In the previous model [11], the electrical current was considered in terms of the electric potential 

gradient in the equation of charge conservation. In that equation, the chemical potential gradient 

was neglected assuming electromigration to be the dominant factor determining the electrical 

current. The remaining problem in the phase field model of the electrochemical process is how to 

treat the electrode reaction across the interface since the concept of a redox reaction at the interface 

was ignored in the previous model.  

18.5. Non-linearity  

Okajima et al. [13] extended the previous model by taking Butler-Volmer kinetics at the 

electrode/electrolyte interface into account. This was done by introducing a certain asymmetry, 

which is characteristic for redox reactions, to the diffusivity, with an exponential factor of the 

asymmetry coefficient. Using this model, the kinetics and morphology of the electrode/electrolyte 

interface during an electrode reaction have been investigated. The numerical results satisfied the 

Nernst relationship and confirmed the relation between the growth velocity of the interface and the 

overpotential. The tip radius is, in turn, proportional to the inverse of the square root of the growth 

velocity, which agrees with the dendrite growth theory for solidification. Even though the model 

includes several assumptions (ideal solution and ideal diluted solutions for the electrolyte and 

electrode, respectively), it shows that phase field simulations can be helpful to clarify complicated 

electrochemical reactions.  
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In a similar way, Ma et al. [14] used an Arrhenius relationship in the expression for the coefficient of 

the Cahn-Hilliard equation, which describes the evolution of the oxidation state of the material. 

However, in both models, the diffusional mobility might have an exponential dependence on the 

overpotential, but the rate of electroplating is still linearly proportional to the thermodynamic driving 

force. Later, Liang et al. [15] developed a more intricate nonlinear phase field model for electrode-

electrolyte interface evolution driven by the overpotential. They wanted to describe the temporal 

and spatial evolution of the phase field variable by the difference of two exponentials of the driving 

force, motivated by classical rate theory of chemical reaction kinetics. However, a simplified form of 

the non-linear equation was required and thus the interface migration velocity was assumed to be 

linearly proportional to the interfacial energy reduction, but nonlinearly with respect to the 

overpotential.  

18.6. Reactive wetting 

Reactive wetting also involves redox reactions, albeit without the presence of an electrode. 

Villanueva et al. [16–18] developed a phase field model for this purpose. Reactive wetting involves a 

chemical change and/or diffusion of chemical species. There are two cases: a concentration change 

of the spreading liquid and the substrate or the formation of a new phase or phases between the 

liquid and the substrate. The first case was modelled by Villanueva et al. [16,17]. Their model 

describes a ternary system of substitutional elements with three phases in a system with fluid 

motion, by introducing convective concentration and coupling to Navier-Stokes equations with 

surface tension forces. The solid substrate is modelled hydrodynamically with a very high viscosity. 

For simplicity, an ideal solution was assumed to describe the molar Gibbs free energy and the 

thermodynamic data were retrieved from simple and idealized phase diagrams. Two stages occurred 

in the wetting process: a convection-dominated stage where rapid spreading occurs and a diffusion-

dominated stage where depression of the substrate-liquid interface and elevation of the contact line 

region were observed. 

The first binary model of Villanueva et al. [16,17] considers droplets that do not exhibit inertial effects 

due to the small drop size, which is limited by the requirement of having a narrow interface (≈1 nm). 

Wheeler et al. [19], in contrast, sacrificed the realistic interface width in an attempt to model a 

system that exhibits inertial effects. Due to the drop size restrictions, the extent of spreading during 

the inertial stage is limited and the characteristic inertial effects are suppressed by viscous forces. 

They investigated a three-phase binary alloy in a parameter regime where the inertial effects were 

initially dominant and the transition from inertial to viscous or diffusive spreading is also 

characterized well. At late times, after inertial effects have ceased, the local interface equilibration 

mechanism is controlling the spreading. 

The first binary model of Villanueva et al. [16,17] was expanded to a ternary system with four phases 

to model reactive wetting with intermetallic formation [18], also incorporating fluid flow, phase 

change and solute diffusion. Numerical simulations were performed using a mesh-adaptive finite 

element method, revealing the complex behaviour of the reactive wetting process, an illustration is 

shown in Figure 18.7. Dynamic results showed that the intermetallic can either precede or follow the 

spreading liquid droplet, depending on the time and the choice of interface energy and kinetic 

coefficients.  
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Figure 18.7 Simulation result of the maximum phase field plot at t/tc = 0, 1, 200 with the base set of parameters [18] 

However, the model still used equilibrium states derived from a classical phase diagram, while 

assuming an ideal solution model for the Gibbs free energy of the liquid, solid and vapour and a 

regular solution model for the Gibbs free energy of the intermetallic phase. Moreover, only small 

system sizes can be simulated with this model.  

Later, Wang and Nestler [20] investigated the formation of an Al2Au intermetallic phase at the 

interface between an Al-liquid droplet on top of an Au solid substrate with 3D simulations. They also 

present a new concept that lateral spreading of the intermetallic phase is due to wetting, which 

differs from the idea of grain boundary diffusion.  

By placing an Al-liquid droplet on an Au-solid substrate, the amount of Au in the liquid tends to 

approach the equilibrium mole fraction. This is achieved by diffusion of Au into the Al-liquid. 

Thereafter, Al and Au combines with a ratio of 2, forming the intermetallic phase Al2Au. Due to the 

surface energy relation: γSL > γSI + γLI, the triple point of solid–liquid–intermetallic phase is not stable, 

resulting in the growth of the intermetallic phase in the horizontal direction. This relation was also 

proposed by Villanueva et al. [18] for the intermetallic Sn–0.7Cu on a Cu substrate. During the 

spreading of the intermetallic phase, the Au atoms constantly diffuse into the Al-liquid, which 

provides the source for the later growth of the intermetallic phase in the vertical direction. When the 

two triple points SIV and LIV are established, i.e. when the solid-liquid interface is completely covered 

by the intermetallic phase, the spreading of the intermetallic phase in the horizontal direction stops. 

The intermetallic phase then grows in the vertical direction, increasing its thickness. At this stage, the 

liquid is no longer in contact with the solid. Since the diffusivity of Au in liquid Al is greater than the 

one in solid Au, the intermetallic phase grows into the liquid droplet. This is also illustrated in Figure 

18.8.  

Scale = 10 nm 
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Figure 18.8 Time evolution of the intermetallic phase Al2Au from a phase field simulation: (a) earlier stage of the 

intermetallic phase Al2Au inside the Al-droplet, (b) spreading of the intermetallic phase in the horizontal direction, (c) 

growth of the intermetallic phase in the vertical direction. [20] 

18.7. Incorporation of chemical reaction kinetics 

Based on the work of Sekerka and Bi [21], Gathright et al. [22] presented a phase field model for an 

electrochemical system with chemically active species. They explicitly incorporate a term including 

the rate of the chemical reaction(s) under consideration. One big disadvantage for such a model is 

the fact that knowledge is required about which reactions take place in the system and care must be 

taken that none are forgotten, to be able to model a realistic system. The latter is easy for a binary 

system, but becomes less self-evident for multicomponent systems. Later, Hong et al. [23] used a 

similar model to investigate the ionic/electronic transport across the cathode/electrolyte interface 

in solid oxide fuel cells.  

Bazant [24] developed a phase field theory of electrochemical kinetics by combining charge-transfer 

theory with concepts from statistical physics and non-equilibrium thermodynamics. It resulted in a 

single equation that generalizes the Cahn-Hilliard and Allen-Cahn equations for reaction-diffusion 

phenomena and it is called Cahn-Hiliard reaction (CHR) model. For charged species, the theory 

generalizes the Poisson-Nernst-Planck equations of ion transport, the Butler-Volmer equation of 

electrochemical kinetics and the Marcus theory of charge transfer for concentrated electrolytes and 

ionic solids. This equation was used by Cogswell and Bazant [25] to study the physics of nucleation in 

solid single-crystal nanoparticles, more explicitly: the model is used to simulate phase separation in 

realistic nanoparticle geometries for LixFePO4, which is used as a cathode material in Li-ion batteries. 

They showed that the nucleation in single-crystal nanoparticles is size-dependent, due to surface 

adsorption which leads to coherency strain. Thus, the nucleation barrier decreases with the area-to-

volume ratio. The model was extended to three phases and was used to simulate lithium intercalation 

in a porous iron phosphate cathode and was also used to investigate the changing phase 

transformations between the three stable phases in a porous graphite anode by Ferguson and Bazant 

[26]. For the latter, Figure 18.9 illustrates a comparison between experimental observations and the 

simulation results. For both processes, the phases present were assumed to be regular solutions.  
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Figure 18.9 Graphite MPET simulations vs. experiment. Experimental image (above) and simulated colour profile (below) 

at the same moment in time, capturing the blue/red and red/gold interface positions and noise. [26] 

Heo et al. [27] also used the CHR model to simulate diffusional phase microstructural evolution at 

solid surfaces. Depending on the strength of the interaction between the solute and the interface, 

two different surface spinodal decomposition modes were predicted: the surface mode of coherent 

spinodal decomposition and the surface-directed spinodal decomposition mode. In the former, no 

explicit interaction between the solute atoms and the surface can be observed, whereas in the latter, 

the interaction induces surface segregation of the solute that acts as the dominant perturbation of 

the surface composition, over the natural thermal fluctuations, resulting in surface-initiated spinodal 

decomposition. The latter phenomenon was also observed by Bellemans et al. [28] and was denoted 

‘localized spinodal decomposition’.  

18.8. Metal oxidation and possible stress generation 

Asle Zaeem and El Kadiri [29] elaborated a multi-phase field model for non-selective oxidation of 

metals incorporating both the oxidation kinetics and stress generation by coupling the phase field 

evolution equations to the mechanical equilibrium equations with the use of COMSOL [30]. The 

model predicts the oxygen composition depth and stress profile in the oxide layer and the metal-

oxide interface and proved its usefulness by prediction of the observed evolution of oxide thickness 

and growth stresses for the oxidation of Zircaloy-4 at 900°C. They concluded that the oxidation 

generates stresses, which in turn slows downs the oxidation kinetics. 

Apel et al. [31] and Berger et al. [32] used the MICRESS [33] software to simulate the microstructure 

evolution in Ag-Cu brazing fillers for conditions close to reactive air brazing (a method commonly 

used to join metals to ceramics). The simulations were then used to calculate the volume expansion 

due to phase transformations (and the resulting eigenstrains) and DSC curves, allowing comparison 

to experimental observations. However, due to the lack of thermodynamic databases for the brazing 

filler material in combination with data for the substrate materials, any reactions between brazing 

filler and base materials were neglected in the simulations. One of the obtained simulation results 

for an Ag-Cu brazing filler is shown in Figure 18.10. 



18. Phase field modelling of redox reactions: previous work 

286 

 

Figure 18.10 Simulated microstructure evolution during RAB, left to right: (a) 1238 K, demixed L2 (a Cu-rich liquid phase) 

drops in L1 (transparent, an Ag-rich liquid phase), (b) 1223 K, L2  CuO reaction, (c) 1183 K, L1  fcc reaction, (d) 1168 

K, solidified fcc-Ag with embedded oxide particles (CuO). Microstructure evolution in a brazing joint, Ag8at%Cu. The 

simulation clearly indicates the general phase formation sequence according to the phase diagram: L1+L2  L1 + CuO  

CuO + fcc-Ag [32] 

Similarly, Ta et al. [34] used MICRESS [33] to investigate the effect of a temperature gradient on the 

microstructure evolution in various Ni-Al-Cr bond coat/substrate systems. As a complete database of 

the system was present in this case, the phase field model was coupled to a CAPLHAD database.  
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