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Abstract

The recently developed Harmonic Polynomial Cell (HPC) method has been proved to be a promising choice for solving potential-flow
Boundary Value Problem (BVP). In this paper, a flux method is proposed to consistently deal with the Neumann boundary condition of the
original HPC method and enhance the accuracy. Moreover, fixed mesh algorithm with free surface immersed is developed to improve the
computational efficiency. Finally, a two dimensional (2D) multi-block strategy coupling boundary-fitted mesh and fixed mesh is proposed. It
limits the computational costs and preserves the accuracy. A fully nonlinear 2D numerical wave tank is developed using the improved HPC
method as a verification.
Copyright © 2017 Society of Naval Architects of Korea. Production and hosting by Elsevier B.V. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

A proper prediction for ships and offshore-structures
behavior at sea is vitally important for motion control and
safety guarantee. Meanwhile, the waveebody interactions and
resulting consequences on the response of ships and platforms
depend on the features of the incident-wave systems, e.g. the
nonlinearities. The latter are affected by the water depth and,
from finite to shallow depth regions, by the seaebottom
topography that can support wave steepening and breaking.
When such waves meet floating marine structures diffraction
and radiation waves are caused; viscous effects may matter
depending on the dimensions and geometry of the structure
and on the occurrence of flow separation. A Computational
Fluid Dynamics (CFD) method based on NaviereStokes (NS)

equations for generally viscous and turbulent flows is appar-
ently closest to the physical phenomena and most compre-
hensive among all the numerical methods because it has the
least assumptions. However, the application of such CFD
methods is still limited due to the requirement for strong
computational ability and substantial increase of computer
power. Therefore, Domain Decomposition (DD) strategies,
within which potential flow theory is applied in regions where
viscous effects can be neglected, will be of great benefits.

The Harmonic Polynomial Cell (HPC) method developed
by Shao and Faltinsen, (2012) demonstrates high accuracy and
efficiency as a potential flow field solver. It has been extended
to 3D by Shao and Faltinsen (2014a) and applied to study
interior and exterior flow problems relevant for marine ap-
plications such as sloshing in tanks, nonlinear waves over
different sea-bottom topographies, and nonlinear wave
diffraction by a bottom-mounted vertical circular cylinder.
Lately, current effects have been included by Shao and
Faltinsen (2014b). However, strictly speaking inconsistency
exists in the original HPC method for Neumann boundaries
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where the normal derivatives are discontinuous (Shao and
Faltinsen, 2012).

Fixed mesh strategy can always save significant computa-
tional time compared to dynamic mesh algorithm in numerical
modeling. However it may have difficulty in getting sufficient
accuracy near the boundaries of moving bodies. DD is
frequently used to combine the advantages of different
methods. By DD is meant a domain subdivision in zones
solved with different methods. A DD can be applied in time
(i.e. temporal subdivision) and/or in space and is chosen to
ensure a good compromise between reliability of the solution
and numerical efficiency. Mathematically, the DD algorithms
are used for solving partial differential equations. An overview
of DD approaches in this framework can be found in
Quarteroni and Valli (1999). Cai (2003) introduces over-
lapping DD methods and implements them for solving partial
differential equations. DD strategy has already been used in
hydrodynamics. It is mostly applied for studying fluid-
estructure interaction problems. Near structures with sharp
corners or anyway with relevant flow separation, as well as, in
fluid regions with important breaking and fragmentation of the
airewater interface, NS solvers are necessary. However they
require heavy computational time. So the DD strategy is used
for combining viscous and potential flow solvers. Colicchio
et al. (2006) developed a DD algorithm to deal with two-
phase flows and applied it to a dam breaking followed by a
water impact against a vertical wall. Near the downstream wall
a NS solver with Level-Set technique for the airewater
interface was adopted, while the upstream flow evolution was
modeled with a fully-nonlinear Boundary Element Method
(BEM). In this case, the common boundary of the two sub-
domains contains the airewater interface and the use of an
overlapping was chosen so to ensure a more robust coupling
algorithm though allowing a smoother transition from the
BEM to the NS solution. Colicchio et al. (2010) applied a 3D
DD strategy for studying the water-on-deck phenomena. Here
a domain subdivision is proposed using a multi-block strategy
to combine the advantage of fixed mesh and boundary-fitted
mesh algorithms for problems dominated by potential-flow
effects. Therefore the same solution method, the HPC
method, is used in the whole fluid domain.

The main objective of this paper is to contribute in
improving the original HPC method in terms of efficiency and
accuracy. Here we limit ourselves to 2D flow problems.
However, the proposed solutions strategies would suit for 3D
cases as well.

Firstly, we present in Section 2 a brief introduction of the
basic principles and equations of the original HPC method. In
Section 3, we propose a flux method to enforce Neumann
boundary conditions. Different ways of applying the flux
method are compared by studying a Boundary Value Problem
(BVP) in both shallow and deep water conditions. In Section
4, we describe the boundary-fitted mesh strategy which is used
in the original HPC method. Then we develop two specific
treatments of fixed mesh algorithm. They are tested by solving
one time step of a regular sinusoidal propagating wave. In
Section 5, a fully nonlinear wave tank is developed. The fixed

mesh strategy is verified by generating a solitary wave. Pre-
dicted wave profile and corresponding CPU time are compared
against reference solutions. Furthermore, a multi-block algo-
rithm combining boundary-fitted mesh and fixed mesh is
proposed in Section 6. The former is used for the domain near
Neumann boundaries like wave maker and floating body. The
fixed mesh is applied for fluid regions away from that kind of
boundaries. The multi-block mesh strategy is adopted to the
numerical wave tank in Section 5 and verified by comparison
of the wave elevation and computational time with the results
from the single mesh approach. In the last section, the main
conclusions and future steps are given.

2. Original harmonic polynomial cell method

This section gives a brief introduction of the HPC method.
For detailed description, see Shao and Faltinsen, (2012). In 2D
cases, an Earth-fixed ðx; yÞ reference frame is considered and
the water domain is divided into quadrilateral cells. Each cell
contains four quadrilateral elements and 9 grid nodes. Glob-
ally, each grid node is associated with a double index, say
ði; jÞ, with i the index in x direction, ranging between 1 and
nxþ 1, and j the index in y direction, ranging between 1 and
nyþ 1. Locally in each cell, the boundary nodes are numbered
from 1 to 8. Meanwhile, the 9th node is the center of the cell,
as shown in Fig. 1.

The velocity potential f within the cell is approximated by
the following interpolation function, in terms of the velocity
potential fi at the eight boundary nodes

fðx;yÞ ¼
X8
i¼1

"X8
j¼1

cj;i fjðx;yÞ
#
fi: ð1Þ

Here fjðx; yÞ are the eight harmonic polynomials adopted in 1,
i.e. f1ðx; yÞ ¼ 1; f2ðx; yÞ ¼ x; f3ðx; yÞ ¼ y; f4ðx; yÞ ¼ x2 � y2;

Fig. 1. Definition of local index for cells.
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f5ðx; yÞ ¼ xy; f6ðx; yÞ ¼ x3 � 3xy2; f7ðx; yÞ ¼ 3x2y� y3;
f8ðx; yÞ ¼ x4 � 6x2y2 þ y4. cj;i are elements of the inverse of
the matrix ½D�, whose elements di;j ¼ fjðxi; yiÞ. Since the har-
monic polynomials satisfy the Laplace equation everywhere in
the space, the velocity potential also satisfies the Laplace
equation automatically.

Considering that the origin of the local coordinate system is
set at the position of the 9th node, the velocity potential of the
9th node in each cell can be simplified as

f9 ¼ fðx¼ x9 ¼ 0;y¼ y9 ¼ 0Þ ¼
X8
i¼1

c1;ifi: ð2Þ

Given that the cells are overlapped, Eq. (2) connects all the
grid nodes. The Dirichlet boundary conditions are satisfied by
enforcing the velocity potential at the corresponding boundary
nodes. The Neumann boundary conditions are fulfilled by
taking the normal derivate of Eq. (1) at the boundary nodes,
i.e.

vf

vn
ðx;yÞ ¼

X8
i¼1

"X8
j¼1

cj;iVfjðx;yÞ$nðx;yÞ
#
fi; ð3Þ

where nðx; yÞ is the unit normal vector of the Neumann
boundary at the node ðx; yÞ.

3. Flux method for Neumann boundary condition

3.1. Basis of flux method

Here an alternative way of enforcing the Neumann
boundary condition is proposed. This uses a distributed flux.
The main idea of flux method is to consider the flux passing
through a certain length of Neumann boundary as the
boundary condition. Assuming a generic geometry of the

Neumann boundary, a simple way to calculate the flux is ob-
tained approximating locally the boundary as piece-wise
straight-line segments. Fig. 2 provides an example of the
simplified piece-wise straight-line subdivision of a Neumann
boundary portion. Let us assume that we want to enforce the
boundary condition at the node B, then the two closest nodes A
and C along the Neumann boundary are used to define an
integration line ðA� B� CÞ for the flux estimation.

Integrating along the two elements ðA� B� CÞ, the flux Q
can be expressed as

Q¼
Z

Neumann

boundary segments

vf

vn
ðx;yÞdl¼

Z
A�B�C

vf

vn
ðx;yÞdl: ð4Þ

Substituting the normal velocity given by Eq. (3) into
Eq. (4), gives

Q¼
Z

A�B�C

X8
i¼1

"X8
j¼1

cj;iVfjðx;yÞ$nðx;yÞ
#
fidl

¼
X8
i¼1

24X8
j¼1

cj;i

Z
A�B�C

Vfjðx; yÞ$nðx;yÞdl
35fi: ð5Þ

Note that Eq. (5) is formulated for general shape of the
elements, i.e. the flux method is even suitable for body sur-
faces with discontinuous normal vectors. To cope with sin-
gular potential flow characteristics at sharp corners, Liang
et al. (2015) have proposed a local potential flow solution,
which was coupled with the original HPC method based on
domain decomposition strategy. This has not been imple-
mented in the present work. Compared with the way Neumann
boundary conditions are satisfied in the original HPC method,
the flux method is more consistent, i.e. it leads to a weak
formulation (see e.g., Atkinson and Han, 2009) of the local
boundary condition and therefore has less stringent smooth-
ness requirements. In the original HPC method, the Neumann
boundary conditions are satisfied on either side of the
discontinuous surface at the sharp corners. In a general case
when the Neumann boundaries are not straight lines, numer-
ical integration method, for instance, Gaussian quadrature may
also be applied to calculate the flux in Eq. (5). The flux
through a straight line as both cases shown in Fig. 3 can be
simplified as

QAB ¼
X8
i¼1

24X8
j¼1

cj;i

Z
A�B

Vfjðx;yÞ$nðx;yÞdl
35

fi ¼
X8
i¼1

"X8
j¼1

cj;iFj

#
fi;

ð6Þ

where Fj ¼
R

A�B

Vfjðx; yÞ$nðx; yÞdl, i.e. F1ðxa; xb; ya; ybÞ ¼ 0;

F2ðxa; xb; ya; ybÞ ¼ yb � ya; F3ðxa; xb; ya; ybÞ ¼ xa � xb; F4ðxa;
xb; ya; ybÞ ¼ 2xbyb � 2xaya; F5ðxa; xb; ya; ybÞ ¼ 1

2 ðx2a � x2b þ y2a
�y2bÞ; F6ðxa; xb; ya; ybÞ ¼ �3x2aya þ 3x2byb þ y3a � y3b; F7ðxa; xb;Fig. 2. Simplified piece-wise straight line subdivision of Neumann boundary.
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ya; ybÞ ¼ x3a � x3b � 3x2aya þ 3xby
2
b; F8ðxa; xb; ya; ybÞ ¼ 4ðxay3a

�x3aya � xby
3
b þ x3bybÞ. For flux opposites to cases given in

Fig. 3, �Fj is adopted instead. Then Eq. (5) can be solved by

calculating the flux through two elements separately.
For flux through vertical and horizontal boundaries and

corner with right angle as shown in Fig. 4, Eq. (5) can be
simplified as follows.

� Flux through vertical boundary extending from �Dy to
Dy:

QV ¼
X8
i¼1

264X8
j¼1

cj;i

ZDy
�Dy

vfj
vx

dy

375fi¼
X8
i¼1

"X8
j¼1

cj;iF
V
j

#
fi; ð7Þ

where FV
j ¼ R Dy�Dy

vfj
vx dy, i.e. FV

1 ðxÞ ¼ 0; FV
2 ðxÞ ¼ 2Dy;

FV
3 ðxÞ ¼ 0; FV

4 ðxÞ ¼ 4xDy; FV
5 ðxÞ ¼ 0;

FV
6 ðxÞ ¼ 6x2Dy� 2Dy3; FV

7 ðxÞ ¼ 0; FV
8 ðxÞ ¼ 8x3Dy� 8xDy3.

� Flux through horizontal boundary extending from �Dx to
Dx:

QH ¼
X8
i¼1

24X8
j¼1

cj;i

ZDx
�Dx

vfj
vy

dx

35fi ¼
X8
i¼1

"X8
j¼1

cj;iF
H
j

#
fi; ð8Þ

where FH
j ¼ R Dx�Dx

vfj
vy dx, i.e. FH

1 ðyÞ ¼ 0; FH
2 ðyÞ ¼ 0;

FH
3 ðyÞ ¼ 2Dx; FH

4 ðyÞ ¼ �4yDx; FH
5 ðyÞ ¼ 0; FH

6 ðyÞ ¼ 0;

FH
7 ðyÞ ¼ 2Dx3 � 6y2Dx; FH

8 ðyÞ ¼ 8y3Dx� 8yDx3.

� Flux through corner boundary which consists of a vertical
and a horizontal segment extending from �Dy to 0 and
0 to Dx respectively:

QC ¼
X8
i¼1

264X8
j¼1

cj;i

0B@ Z0
�Dy

vfj
vx

dyþ
Z0

�Dx

vfj
vy

dx

1CA
375

fi ¼
X8
i¼1

"X8
j¼1

cj;iF
C
j

#
fi;

ð9Þ

where FC
j ¼ R 0�Dy

vfj
vx dyþ

R 0
�Dx

vfj
vy dx, i.e. FC

1 ðyÞ ¼ 0;
FC
2 ðyÞ ¼ Dy; FC

3 ðyÞ ¼ Dx; FC
4 ðyÞ ¼ 2xDy� 2yDx;

FC
5 ðyÞ ¼ �1

2Dy
2 � 1

2Dx
2; FC

6 ðyÞ ¼ 3x2Dy� Dy3 þ 3yDx2;
FC
7 ðyÞ ¼ �3xDy2 þ Dx3 � 3y2DxFC

8 ðyÞ ¼ 4x3Dy� 4xDy3

�4yDx3 þ 4y3Dx.

3.2. Case study on a rectangular box

Here we study a mixed DirichleteNeumann BVP in a 2D
rectangular box by the original HPC method and the HPC
method combined with flux method. This test case is relevant
for numerical wave-tanks based on potential-flow theory
because it is representative of the type of BVP to be solved for
the velocity potential within the Eulerian step of the Mixed
EulerianeLagrangian (MEL) solution algorithm (see Ogilvie,
1967). The box length L is 40 times the box height h which is
the same as what was studied by Shao and Faltinsen (2012),
i.e. h ¼ 2m. The origin of the coordinate system is located at
the mid point of the Dirichlet boundary. The BVP is shown in
Fig. 5.

The Dirichlet boundary condition on the top surface and the
Neumann boundary condition on the other three surfaces are
given, respectively, by the velocity potential function

Fig. 3. Definition of flux through straight segments. Left: Positive direction of flux for 0 � a � p
2. Right: Positive direction of flux for p

2 <a<p.

Fig. 4. Sample of the flux through vertical, horizontal and corner Neumann

boundary.
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f¼ cosh½kðyþ hÞ�cosðkxÞ; ð10Þ
and its local normal derivative. Expression (10) represents the
spatial behavior of a Airy wave with wave number k, in a
water region with depth h here representing the vertical size of
the box. The coordinate system is shown in Fig. 5. x and y are
the horizontal and vertical coordinates, respectively. Here
squared meshes are used for the HPC solutions.

In the following, we examine the effect of applying the flux
method (1) for all Neumann boundaries or (2) only at the
corners between Neumann boundaries with the original HPC
method for the other boundary points. Approach (2) is indi-
cated as ‘corner only’. Within strategy (1), both overlapped
flux and non-overlapped flux are studied. Fig. 6 demonstrates
three samples of applying the flux as boundary condition.

3.3. Results

The accuracy of the flux method is verified by comparison
of the L2 errors with the original HPC method, in terms of a
convergence study. The L2 errors are defined as

eL2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

�
f numi � f ani

�2,XN
i¼1

�
f ani
�2vuut : ð11Þ

Here N is the number of the total grid points, f numi and f ani are
the numerical and analytical solutions for the velocity poten-
tial of the grid points, respectively.

Fig. 7 shows the results of convergence study for the
original HPC and the present implementation with flux
method as overlapped, non overlapped-1, non-overlapped-2
and at the corner only in terms of L2 errors versus number of
unknowns for both shallow and deep water condition. The left
figure corresponds to a shallow water case with kh ¼ 1:0,
while the right one is for deep water condition with
kh ¼ 6:28. All five solutions give similar rate of convergence,
yet have different error level. The ‘corner only’ solution gives
the lowest error, namely, applying flux only for the bottom
corner nodes can improve the accuracy. Moreover as it is
expected ‘non-overlapped-2’ shows better convergence than
‘non-overlapped-1’, since ‘non-overlapped-2’ avoids the
asymmetry. Comparison between ‘non-overlapped-2’ and
‘overlapped’ implies that the use of non-overlapped flux leads
to higher order of accuracy. This is probably because the flux
is the integration of normal velocity, i.e. it is like expressing
the local condition as an average over a certain length with
weighting function equal to one. With the decreasing of
integration interval, the constraint becomes stronger. This is
also supported by the ‘original HPC’, in which the velocity
conditions can be regarded as flux conditions with integration
interval reducing to one point or with the same integration
interval but with a weighting Dirac-Delta function in the
collocation point. This leads to the strongest constraint and to
high accuracy compared with the overlapped and non-
overlapped cases. There is an obvious inconsistency be-
tween the two plots of Fig. 7 concerning the fact that the
‘original HPC’ shows higher error level than the ‘non-over-
lapped-2’ in shallow water, while ‘non-overlapped-2’ gives
higher error level in deep water. Mainly, there are two reasons
that may cause the inconsistency. One is that for kh ¼ 6:28
the velocity potential has much larger gradients in vertical
direction which makes the L2 error more sensitive to the
numerical approximation of the Neumann boundary condi-
tion. More in detail, the error will enlarge when using an
averaged flux instead of enforcing the local value of the
normal velocity because the averaged flux would be less
consistent with the actual wave-velocity distribution in ver-
tical direction. The other reason is that the positive effect of

Fig. 5. BVP of a 2D rectangular box.

Fig. 6. Neumann boundary condition: Left: Sample of overlapped flux, i.e. flux through an entire boundary of a cell (indicated as ‘overlapped’). Middle and right:

samples of non-overlapped flux indicated, respectively, as ‘non overlapped-1’ and ‘non overlapped-2’. They differ for the way the flux is treated near the

intersection with Dirichlet Boundary, the middle one counts the flux through an asymmetric part (Q1) in order to cover all the Neumann boundary and the right one

counts the flux through a symmetric part (Q2). Please be aware that Eq. (7) integrates from �Dy to Dy, which does not apply directly for all the non-overlapping

cases.
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using the bottom nodes within the flux method has much
larger influence on the global error L2 in shallow water than
in deep water.

Local errors are also of interest and the absolute local errors
are defined as:

error ¼ absðfnum �fanÞ
maxðabsðfanÞÞ

: ð12Þ

Figs. 8 and 9 give an example of the distribution of absolute
errors in entire domain for the ‘original HPC’ and ‘corner
only’ method respectively. It is obvious that applying the flux

method for the corners not only enhance the accuracy at corner
nodes but also in the regions around them. Although the dis-
tribution of absolute errors varies from case to case, we can
identify some common features. The most important is that
high errors occur along the Neumann boundaries. It is fair to
say that the difference of error level between the fluid near
Neumann boundaries and the fluid in the inner domain is
caused by the high numerical error at Neumann boundaries. In
another word, if we reduce the error of the nodes at the
Neumann boundaries, the error of the nodes nearby will
decrease correspondingly.

Fig. 7. Comparison of L2 errors. Left: kh ¼ 1:0. Right: kh ¼ 6:28. ‘overlapped’ represents the results with overlapped flux as given in Fig. 6 (left). ‘non-overlapped-

1’ represents the results with non-overlapped flux as given in Fig. 6 (middle). ‘non-overlapped-2’ represents the results with the modified non-overlapped flux as

given in Fig. 6 (right). ‘corner only’ represents the results with the flux method applied only at the corners between Neumann boundaries.

Fig. 8. Distribution of absolute error for the velocity potential from the original HPC method. kh ¼ 1:0.
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As a result, the difference of the L2 errors between the
different solutions studied above is mainly determined by the
high local errors. The absolute errors along the left Neumann
boundary are plotted in Figs. 10 and 11. ‘corner only’ gives the

lowest local errors consistently with the L2 errors. Compared
with the original HPC method, the flux method can reduce the
error at the corner between Neumann boundaries remarkably
in both shallow and deep water condition. The extremely large
error of ‘non-overlapped-1’ at y ¼ �0:2m for both kh ¼ 1:0
and kh ¼ 6:28 confirms that asymmetric mesh will lead to
additional inaccuracy.

3.4. Summary

Through the case study, it can be concluded that using the
flux as boundary condition can improve profoundly the ac-
curacy at geometrical singularities between Neumann bound-
aries than applying normal velocity at either side of the
Neumann boundaries directly. However, enforcing the normal
velocity leads to more accurate results along regular Neumann
boundaries. So it is suggested to apply the flux condition only
for intersection points between Neumann boundaries with
different normal velocity and/or with different slope. This
approach would be beneficial for studying wave body inter-
action problems if the body has sharp corners, because near
geometrical singularities potential-flow methods have prob-
lems of numerical convergence.

Fig. 9. Distribution of absolute error for the velocity potential from the ‘corner only’ solution. kh ¼ 1:0.

Fig. 10. Distribution of absolute error for the velocity potential at left Neu-

mann boundary where x ¼ �40m. kh ¼ 1:0.

7W. Zhu et al. / International Journal of Naval Architecture and Ocean Engineering xx (2017) 1e15

+ MODEL

Please cite this article in press as: Zhu, W., et al., Improved HPC method for nonlinear wave tank, International Journal of Naval Architecture and Ocean

Engineering (2017), http://dx.doi.org/10.1016/j.ijnaoe.2017.03.009



4. Mesh strategies

Two basic mesh strategies are studied in this paper for the
HPC solver when implemented in a MEL solution algorithm,
and so within a space-time simulation, of numerical wave-tank
problems. One is the boundary-fitted mesh as done by Shao
and Faltinsen (2012). The other is using a fixed mesh within
which the free surface is immersed.

4.1. Boundary-fitted mesh

The boundary-fitted mesh is easy to implement since the
velocity potential for all the grid points can be solved directly.
An example of the mesh is shown in Fig. 12. It can be easily
found that boundary-fitted meshes lead to non-uniform
formulation for the cells, in the meaning that the coefficient
ci;j are different in each cell and need to be calculated for any
cell. Moreover, the coefficients need to be updated at any
studied time instant in case of moving boundaries in the
examined reference frame. This will also limit the computa-
tional efficiency.

4.2. Fixed mesh

In order to improve the efficiency, a boundary immersed or
embedded fixed mesh is developed and tested. The horizontal

length of computational domain is coincides with the fluid
domain extension, while the height should be set larger than
the highest wave elevation in order to get the wave surface
immersed. An example of this type of mesh is shown in
Fig. 13.

In this paper, all the grids are of the same size with dx ¼ dy.
dx and dy are mesh size in horizontal and vertical direction,
respectively. After using fixed meshes, the free surface con-
dition is no longer carried by the grid points. So free surface
tracking nodes, which are the intersection points between the
free surface profile and vertical grid lines as shown in Fig. 13,
are introduced additionally to carry the Dirichlet boundary
conditions. In time domain analysis they are updated accord-
ing to later Eqs. (16) and (17) using MEL algorithm. Differ-
ently from the boundary-fitted mesh, there are cells containing
parts out of the water domain when using a fixed mesh. The
velocity potential on the grid points out of water can not be
calculated using the basis HPC method for the water domain
but they might need to be used for the water evolution and here
they are found in an artificial manner preserving the physical
water-flow evolution. In particular, the velocity potential in air
is extended from the water solution by taking the grid points
on or below the free surface as center points which are gov-
erned by Eq. (2). More details are given below. To extend the
velocity potential into air domain, two treatments are studied
and compared.

4.2.1. Treatment 1
In this case, the layer consists of the grid nodes right above

the free surface tracking nodes at each vertical grid line is
named as artificial layer 1 (see Fig. 13). The Dirichlet
boundary conditions are enforced by Eq. (1), which can be
seen as constrains for the nodes of artificial node layer 1.
Specifically, let us assume j� as the index in y direction for the
node in the artificial node layer 1 at a generic horizontal
location with index i. If this node is on the left boundary
ði ¼ 1Þ, it will be associated to the cell with 9th node
ð2; j� � 1Þ; if on the right boundary ði ¼ nxþ 1Þ, to the cell
with 9th node ðnx; j� � 1Þ; otherwise to the cell with 9th node
ði; j� � 1Þ. Constrains for the grid points above the artificial
node layer 1 are given by

fi;j ¼ fi;j� ; for j> j�: ð13Þ

Fig. 11. Distribution of absolute error for the velocity potential at left Neumann boundary where x ¼ �40m. kh ¼ 6:28. Left: Full view, Right: Enlarged view.

Fig. 12. An example of boundary-fitted mesh.
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A similar approach is proposed by Hanssen et al. (2016)
and is further analyzed by Ma et al. (2016). In Eq. (13), i
and j represent the column and row number of the grid points
in the mesh shown in Fig. 13, respectively. With the infor-
mation given above, the equations for the local velocity po-
tential are available at all required positions. Once f is
available, the velocity can be estimated everywhere. This
allows integrating in time the free-surface boundary condi-
tions and also updating the free-surface elevation. As for the
classical HPC method, here this is done within a semi-
Lagrangian approach (i.e. following just the vertical motion
of the free-surface particles).

4.2.2. Treatment 2
In the second treatment, artificial node layer 2 is added

based on Treatment 1 (see Fig. 14). The Dirichlet boundary
conditions, i.e. the velocity potential at the corresponding free
surface tracking nodes are used as the constrains for the nodes
of artificial node layer 2. Accordingly, for the left boundary

node on the artificial node layer 2, i.e. ð1; j� þ 1Þ, global index
of the 9th node of the associated cell is ð2; j�Þ. For the right
boundary node on the artificial node layer 2, i.e.
ðnxþ 1; j� þ 1Þ, global index of the 9th node of the corre-
sponding cell is ðnx; j�Þ. For the other nodes ði; j� þ 1Þ on the
artificial node layer 2, the global index of the 9th node of the
corresponding cell is ði; j�Þ. By doing so, we can preserve the
accuracy at free surface when extending the potential into air
domain. Constrains for the grid points above the artificial node
layer 2 are given by

fi;j ¼ fi;j�þ1; for j> j� þ 1: ð14Þ

Because the two treatments are associated with the same
grid, the global matrices for the two treatments have the same
size. However, the use of layer 2 makes the global matrix more
complex, i.e. there are more non-zero terms leading to a less
efficient solution algorithm.

Fig. 13. An example of fixed mesh with free surface immersed. Treatment 1 for the extension of f into the air domain.

Fig. 14. Treatment 2 for the extension of f into the air domain.
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4.3. Test case

Here, we examine the effectiveness of the mesh strategies
by solving one time instant of a regular sinusoidal propagating
wave, which is governed by

f¼ gza
u

cosh kðhþ yÞ
cosh kh

cosðut� kxÞ; ð15Þ

with waves and tank parameters chosen as za ¼ 0:1m,
h ¼ 2:0m, k ¼ p. The calculation domain is from x ¼ 0 to
80m. By taking ut ¼ 0:1k, we studied a case with a cell
having five nodes outside the water domain as shown in
Fig. 15. The highlighted cell is used when setting the control
equation for the node 6 marked in the cell.

Fig. 16 presents the velocity potential for three columns of
nodes which are closest to the left Neumann boundary cor-
responding to the cell shown in Fig. 15. It is obvious that using
the fixed mesh allows extending the velocity potential from
water to air smoothly i.e. following the trends of variation in
water. It can also be found that all the results fit the analytical
value well, except that the velocity potential of node 4 in
Fig. 15 has a deviation when using treatment 1 and similarly
happens for node 6 when using treatment 2. The latter node
has the same velocity potential as node 4 for treatment 1. Since
the values of the velocity potential at these two nodes will be
used for calculating the evolution of the free surface, it may
cause problems which are further studied in Section 5. In
treatment 1 the nodes 7 and 8, whose velocity potential is
forced to be equal to the nodes just below, will also cause the
same problem when calculating evolution of the left free
surface point right above node 4.

In conclusion, the results obtained from Treatment 1 have
the largest discrepancies with the analytical results. Small
errors are even found for nodes in water. Obvious discrep-
ancies between the results acquired from Treatment 2 can only
be found on the nodes of artificial layer 2 or above, which
merely affect the evolution of wave surface. No obvious

discrepancies are found between the results from boundary-
fitted mesh algorithm and the analytical solution.

5. Nonlinear numerical wave tank

The model of the 2D numerical wave tank is demon-
strated in Fig. 17. The tank is 80m long with water depth
h ¼ 2m. There are several ways to generate a wave in the
numerical wave tank (see Kim et al., 1999). Here, feeding
numerical velocity on inflow boundary is used for simplicity.
The velocity potential is calculated using the improved HPC
method.

The fully nonlinear free-surface conditions are given by

df

dt
¼�gh� 1

2
Vf$Vfþ v$Vf; on y¼ h ð16Þ

dh

dt
¼ vf

vy
þ ðv�VfÞ$Vh; on y¼ h: ð17Þ

When v ¼
�
0; dhdt

�
is used, the free surface particles are

tracked by the so called semi-Lagrangian approach, which was
first introduced by Ogilvie (1967). This means that plunging
waves cannot be simulated but features of the free-surface
treatments 1 and 2 proposed here could be useful also for
plunging-wave scenarios. In the latter case, it is more suitable
to extend the velocity potential normally to the free-surface
instead of vertically.

In Eqs. (16) and (17), the spatial derivatives of the velocity
potential are calculated by taking the derivatives of Eq. (1). In
order to estimate the spatial derivative of the wave elevation,
cubic-order spline fitting technique is used as done by Shao
and Faltinsen (2012). Parallel Direct Sparse Solver (PAR-
DISO) is employed for solving the equation system of the
BVP for f within the MEL strategy. Details of PARDISO can
be found in Intel (2012).

Fourth order explicit Runge-Kutta scheme is adopted as the
time integration method for solving Eqs. (16) and (17) and
prolonging the free-surface configuration and velocity poten-
tial in time.

5.1. Solitary wave

There are several solutions for solitary waves, such as the
solution of Boussinesq (1871) and Goring (1978), the 3rd
order solution of Grimshaw (1971) and the 9th order solution
obtained by Fenton (1972). Here the 3rd order solution is
adopted. The analytical wave profile of the 3rd order solitary
wave is given by:

hðx; tÞ ¼ h

�
εs2 � 3

4
ε
2s2q2 þ ε

3

�
5

8
s2q2 � 101

80
s4q2

��
; ð18Þ

Fig. 15. A cell with five nodes outside the water domain.
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where

s¼ sech

 a�x� c

�
t� T

2

�
h

!

q¼ tanh

�a�x� c

�
t� T

2

�
h

�

a¼
ffiffiffiffiffiffi
3

4
ε

r �
1� 5

8
εþ 71

128
ε
2

�
; ð19Þ

and ε is the wave height to depth ratio H=h. The wave velocity
c follows the form (Mo, 2010):

c¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gh

�
1þ ε� 1

20
ε
2 � 3

70
ε
3

�s
; ð20Þ

where g is the gravity acceleration. g ¼ 9:81m=s2 is used in
this paper. Theoretically, the profile is always positive ðh> 0Þ
and the period goes to infinite. However, in order to simulate
the solitary wave numerically, we have to define the intercepts
T. Here we take the precision of four significant digits.
Correspondingly, T is given by solving

hð0;0Þ ¼ 0:0001h: ð21Þ
In the numerical wave tank, the wave is generated by

applying an inflow velocity at the left Neumann boundary i.e.
inlet with x ¼ 0. The velocity is constant along the vertical
direction and is given by the average velocity

uð0; tÞ ¼

8><>:
chð0; tÞ

hþ hð0; tÞ; 0� t � T

0; t>T

: ð22Þ

The wave generation starts from t ¼ 0s. Meanwhile, the
bottom condition where y ¼ �h is set as vertical velocity
v ¼ 0. The outlet condition where x ¼ L is given as u ¼ 0, i.e.
vertical wall condition.

Solitary wave with ε ¼ 0:4 is simulated. Tables 1 and 2
gives the height and horizontal position of wave crests for
the different mesh approaches at various time instants,
respectively. The corresponding time step for numerical
integration is T=200 and the mesh size at t ¼ 0s is
dx ¼ dy ¼ h=10. All the three methods have quite similar
wave height at various time instants. The wave heights are
among 1:0% to 1:3% lower than the analytical one. The loss
of wave height is one of the reasons for lag of wave crests
found in Table 2. Wave velocities for the three mesh ap-
proaches are the same and slightly smaller than the theoret-
ical wave speed. Although the numerical wave crests lag
behind the analytical one all the time, the lags do not always
increase with time. Except for t ¼ 1:75T, the lags are under
0:2m which is the horizontal mesh size. Considering that the
numerical wave crests given in Table 2 are found from the
discretized points every 0:2m in x direction, the inaccuracy of
horizontal position of the wave crests may also caused by
numerical discretization. Furthermore, Fig. 18 presents the
profile of the solitary waves at t ¼ 2T . Generally, the waves
generated by all mesh strategies are almost the same and fit
the analytical solution well. Trailing waves are observed in all

Fig. 16. Velocity potential for different mesh strategies. Left: Nodes at x ¼ 0:00m (left Neumann boundary); Middle: Nodes at x ¼ 0:13m; Right: Nodes at

x ¼ 0.27 m.

Fig. 17. Sketch of numerical wave tank.

Table 1

Wave height for different mesh approaches at various time instants.

t T 1.25 T 1.5 T 1.75 T 2 T Mean

value

Boundary-fitted

mesh (m)

0.7899 0.7909 0.7913 0.7910 0.7912 0.7909

Treatment 1 (m) 0.7887 0.7892 0.7889 0.7893 0.7894 0.7891

Treatment 2 (m) 0.7906 0.7919 0.7925 0.7923 0.7926 0.7920

Analytical (m) 0.8 0.8 0.8 0.8 0.8 0.8

Table 2

Horizontal position of wave crest for different mesh approaches at various

time instants.

t T 1.25 T 1.5 T 1.75 T 2 T

Boundary-fitted mesh (m) 20.4 30.8 41 51.2 61.6

Treatment 1 (m) 20.4 30.8 41 51.2 61.6

Treatment 2 (m) 20.4 30.8 41 51.2 61.6

Analytical (m) 20.59 30.88 41.17 51.46 61.76
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the numerical results (see enlarged view in the right plot of
the figure). They are due to initial conditions as has already
been discussed by Zhou et al. (2016). In our model, we have
seen that tail waves are much smaller for H=h ¼ 0:2 (indi-
cating that a 3rd order input is good enough for this case). For
H=h ¼ 0:4, it is obvious that a higher than 3rd order input is
needed to get rid of the tail waves, which is not pursued in the
present work but will be addressed in the future. The main
focuses are on the fixed mesh strategy in Section 4 and the
multi-block strategy in Section 6. Treatment 1 of the back-
ground mesh will lead to unsmoothed wave surface, which
may cause break down of the simulation. Treatment 2 over-
comes this problem, while it has a bit more and larger trailing
waves compared with boundary-fitted mesh. The simulation
is run on a computer with CPU frequency of 2:70GHz. The
direct matrix solver of PARDISO runs parallelly with four
processors. It is obvious from the comparison in Fig. 19 that
using fixed mesh can enhance the efficiency of the numerical
wave tank and the improvement increases with the number of
nodes as what is expected in Subsection 4.1. Treatment 2
takes a little bit more time than Treatment 1 which can be
understood by the more complex global matrix to be solved.

6. Multi-block strategy

Given the accuracy of boundary-fitted mesh and the effi-
ciency of fixed mesh, we study a multi-block strategy to
combine the advantage of these two mesh approaches using
the boundary-fitted grid near moving solid boundaries and the
fixed grid in the rest of the fluid domain. Within present
implementation, the two grids share an overlapping zone to get
a smooth transition between two mesh approaches. The
shortage of applying the overlapping zone is that it will in-
crease the global matrix as the length of wave tank is increased
by the length of overlapping zone.

Fig. 20 gives the sketch of a numerical wave tank using
multi-block strategy with overlapped meshes. Zones A and B
represent the domain using boundary-fitted mesh and fixed
mesh with Treatment 2, respectively. The right boundary for
domain A is inside domain B and the corresponding boundary
condition is a Dirichlet condition expressing the boundary
velocity potential in terms of the velocity potential from nodes
in the B domain, using the HPC interpolation. Similarly it is
done for the left boundary of domain B, receiving the
boundary condition from the solution from domain A. In this
way the problem can be solved simultaneously in the whole
domain at any time instant. In the overlapping region of the
two domains the spacial derivatives for the velocity potential
needed in the free-surface boundary conditions (i.e. Eq. (16)
and (17)), are estimated as follows:

vf

vx
¼
�
vf

vx

�
A

$½1� f ðbxÞ� þ�vf
vx

�
B

$f ðbxÞ
vf

vy
¼
�
vf

vy

�
A

$½1� f ðbxÞ� þ�vf
vy

�
B

$f ðbxÞ
f ðbxÞ ¼ �2bx3 þ 3bx2
bx ¼ x� ðLA � LoverÞ

Lover

; ð23Þ

where LA is length of domain A, Lover is the length of the
overlapped domain. In Expressions (23), the subscripts A and
B in the derivatives mean that the derivatives are calculated
using the solution from domain A and B, respectively.

Fig. 18. Comparison of wave elevation at t ¼ 2T . H=h ¼ 0:4. Left: Full view, Right: Enlarged view.

Fig. 19. Comparison of CPU time. t ¼ 2T . H=h ¼ 0:4.
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A preliminary study on the length of domain A and over-
lapped domain is carried out. It is found that the wave profile
is not sensitive to the length of both domains. Fig. 21 gives the
wave height for various domain size at t ¼ 2T with
dx ¼ dy ¼ h=10. Study on the length of overlapped domain is
carried out with LA � Lover ¼ 0:1h. Lover=h ¼ 0:5 gives the
closest wave height to the analytical value. The trend of the
wave height plotted in the left figure of Fig. 21 is probably due
to the fact that Treatment 2 leads to relatively higher wave
height compared to boundary-fitted mesh approach and a 3rd
order weighting function is used for the overlapped domain.
Further Lover=h ¼ 0:5 is adopted in the study on the influence
of length of domain A. Since Lover is constant, the study on LA
is actually a study on LA � Lover, i.e. length of the domain with
only boundary-fitted mesh. Here LA=h ¼ 0:6 represents that
there is only one grid in x direction for the domain with only
boundary-fitted mesh. Since boundary-fitted mesh results in
smaller wave height, it is expected that the wave height would
decrease with the increase of LA=h. As shown in the right
figure, the wave height decreases with the increase of LA
except for LA ¼ 0:6h. That may be because the left Neumann
boundary of domain B is too close to the inflow boundary.
More specifically grid nodes on the left Neumann boundary,
which have the most inaccurate results as mentioned in Sec-
tion 3.3, are used expressing the left boundary condition of
domain B.

Effectiveness of the overlapping multi-block strategy is
verified by making the comparison of the wave elevation and
CPU time with the results discussed in Section 5, i.e. from a
full boundary-fitted mesh solution and from a full fixed mesh
solution. The length of A and overlapped domain are
LA ¼ 0:7h and Lover ¼ h=2 respectively. Except for the mesh
strategy, all the other parameters for the numerical wave tank
are the same as in Section 5. The free-surface elevation at t ¼
2T obtained by multi-block strategy is provided in Fig. 22
together with the analytical solution and the numerical solu-
tions from the full boundary-fitted mesh and the fixed mesh
with Treatment 2. From the comparison, globally the multi-
block strategy leads to the same accuracy as the two individ-
ual mesh strategies. From the enlarged view towards the
domain A, multi-block strategy gives the same wave profile as
boundary-fitted mesh strategy, in another word it improves the
accuracy with respect to using a fixed mesh at Neumann
boundaries. When studying the calculation speed, we set LA ¼
0:5hþ 2dy to ensure the number of grids corresponding to LA
is an integer. It turns out that multi-block approach saves much
time compared to the boundary-fitted mesh algorithm when
the direct solver PARDISO is applied. An iterative matrix
solver may be considered in future studies. The requirement
for more CPU time when compared to fixed mesh algorithm is
acceptable. The comparison of CPU time for the three cases is
presented in Fig. 23. To sum up, the multi-block strategy is a

Fig. 20. Sketch of numerical wave tank using multi-block strategy with overlapped mesh.

Fig. 21. Wave height for various length of domain. Left: study on the length of overlapped domain. Right: study on the length of domain A.
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good candidate for cases with Neumann boundaries like a
physical wave-maker or a floating body especially when the
water domain is large.

7. Conclusions and future work

Based on the original HPC method, a flux method for
Neumann boundary conditions and two fixed-grid treatments
near the free surface are proposed. The flux method deals more
consistently with the Neumann boundary condition particu-
larly at the sharp corner than the original HPC method. Four
strategies of applying the flux algorithm are tested by studying
a mixed DirichleteNeumann BVP. The comparison of accu-
racy suggests that it is beneficial to apply the flux method near
sharp corners. By using the flux method, the HPC method is
more robust. In order to improve the efficiency of the original
HPC method, we studied two treatments of fixed mesh with
free surface immersed. The fixed mesh approaches are first
tested by studying a single time step of a propagating wave.
They are further verified by considering a 2D fully nonlinear

numerical wave tank. Comparison of the generated wave
profile and corresponding CPU time indicates that the pro-
posed Treatment 2 represents a good candidate for the use of a
fixed boundary-immersed grid in free-surface problems. A
numerical multi-block strategy is developed as a compromise
between accuracy and efficiency. It is also verified by a 2D
nonlinear wave making case.

The future study will focus on the further development of
the multi-block algorithm. Modeling plunging waves by
applying Lagrangian formulation of the free surface conditions
should also be investigated. Since we limit ourselves in 2D
cases for present, the improved HPC method will be extended
to 3D.
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