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Abstract  

Climate change causes transformations to the conditions of existing 
agricultural practices appointing farmers to continuously evaluate their 
agricultural strategies, e.g. towards optimizing revenue. In this light, this 
paper presents a framework for applying Bayesian updating to simulate 
decision-making, reaction patterns and updating of beliefs among farmers 
in a developing country, when faced with the complexity of adapting 
agricultural systems to climate change. We apply the approach to a case 
study from Ghana, where farmers seek to decide on the most profitable of 
three agricultural systems (dryland crops, irrigated crops and livestock) by a 
continuous updating of beliefs relative to realised trajectories of climate 
(change), represented by projections of temperature and precipitation. The 
climate data is based on combinations of output from three global/regional 
climate model combinations and two future scenarios (RCP4.5 and RCP8.5) 
representing moderate and unsubstantial greenhouse gas reduction policies 
respectively.  

The results indicate that the climate scenario (input) holds a significant 
influence on the development of beliefs, net revenues and thereby optimal 
farming practices. Further, despite uncertainties in the underlying net 
revenue functions, the study shows that when the beliefs of the farmer 
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(decision-maker) opposes the development of the realised climate, the 
Bayesian methodology allows for simulating an adjustment of such beliefs, 
when improved information becomes available. The framework can 
therefore help facilitating the optimal choice between agricultural systems 
considering the influence of climate change.  

 

Introduction 

The UN Intergovernmental Panel on Climate Change (IPCC) states that the 
climate system is warming and that anthropogenic drivers are extremely 
likely to have been the dominant cause of the observed warming since the 
mid-20th (IPCC 2013). The evidence of climate change is unequivocal, and it 
is likely that further warming will increase the "likelihood of severe, 
pervasive and irreversible impacts for people and ecosystems" (IPCC 2014). 
Thus, climate change represents a serious global risk, which demands an 
urgent global response (e.g. Stern 2006). Arguably, climate change will have 
the greatest effect on the poorest and most vulnerable developing countries 
and population groups (Das Gupta 2014, IPCC 2014). Hence, many parts of 
the developing world are likely to experience climate-induced declines in 
agricultural output, poorer health conditions, modifications of rainfall 
patterns, and more frequent natural disasters e.g. floods, droughts or 
storms. Consequently, some areas will be rendered increasingly inhabitable, 
and poverty reduction and economic growth will be severely hindered. 

One characteristic of the changing climate is that projections of climate 
change, even for short time horizons, are associated with a high degree of 
uncertainty (e.g. Refsgaard et al. 2013), stemming from different sources 
such as model uncertainty (e.g. Hawkins and Sutton 2011, Larsen et al. 
2013), scenario uncertainty (e.g. Yip et al. 2015), natural variations (e.g. 
Deser et al. 2012), and incomplete knowledge of the climate system (e.g. 
Oreskes et al. 1994). This aggregated uncertainty, and the best responses 
here to, is not easily identified through observed time series of the past 
climate and its systemic impacts, nor through more dynamic approaches, 
including experiments of trial-and-error. Rather, we are likely to learn about 
the actual realization of climate change only as time passes, in particular at 
the detailed level. This is true not only for changes in, e.g. precipitation 
patterns or the severity of droughts, but also for drivers of these changes 
(e.g. greenhouses gas {GHG} emissions), and the uncertainties of these 
factors. Likewise, the potential impacts of climate change are associated 
with a high uncertainty, such as the resulting agricultural yields, which are 
conditioned not only on climate but also on the installed adaptive measures, 
management practices and technologies, etc. Conversely, traditional 
economic approaches towards characterising such uncertainty tend to rely 
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almost entirely on past experiences, e.g. the real option literature, where 
the value gained from additional information before making an irreversible 
investment is estimated (Arrow and Fischer 1974; Simal and Ortega 2011).  

Risk and uncertainty are central concepts for decision-making on both 
mitigation and adaptation to climate change. Where 'risk' generally refers to 
cases where the probability of outcomes can be ascertained through well-
established theories and the availability of suitable data, 'uncertainty' as 
mentioned above refers to situations where appropriate data may be 
fragmentary or unavailable (Halsnæs et al. 2007). Climate change scenarios 
used by e.g. the IPCC (2014) in general cannot be assigned with accurate 
numerical probabilities. Instead conclusions are expressed in terms like 
"very likely", which may again be transferred to an approx. numerical value 
(e.g. "> 90% probability"). Budescu, Broomell and Por (2009) have criticised 
the IPCC for not explicitly considering the numerical probability of climate 
change, and they conclude that the consequence of this lack is that different 
people will interpret the probability terms differently, regardless of the 
international guidelines. This in turn may skew decisions and introduce 
significant ambiguity, since risk-based methods are widely used to analyse 
decision-making in connection with climate change (Vardas and Xepapadeas 
2010; Klibanoff, Marinacci and Mukerji 2003). As a result the decision-
maker's capabilities and personal bias can play a significant role i.e. in the 
interpretation of the occurrence that are most likely to happen in the future 
(or in the decision-makers' expectation of the future) and are often 
compounded by the level of individual 'risk aversion'.  

In the following we investigate jointly the abovementioned aspects of risk, 
uncertainty and the potential role played by a farmer’s personal ‘beliefs’ in 
a quantitative manner. In particular, we address the uncertainty related to 
observations and climate change projections on different time scales and 
leverage this by adjoined estimates of economic potential and risk related 
to (adaptation of) different agricultural systems as well as the effect of an 
initial bias introduced by a farmer’s beliefs. To do so, we use the 
methodology of Yousefpour et al. (2014, 2015) to simulate an adaptive 
decision-making framework, addressing the abovementioned complexity of 
making 'optimal' decisions for the future under the influence of climate 
change. This includes the difficult issue of timing, that is, the process of 
determining when a decision-maker (here: the farmer) should shift focus 
from one (agricultural) system to another. It is assumed that the decision-
maker holds an initial set of subjective beliefs towards the likelihood of 
various climate realizations that for completeness add up to one. As time 
passes, an adaptive decision-maker will carefully observe the development 
of the climate and based hereon, make rational decisions on how to optimize 
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revenues. To represent this process Yousefpour et al. (2014, 2015) 
introduced a Bayesian methodology for updating decision-makers’ beliefs 
towards different climate realizations based on observations. The 
framework makes it possible to simulate the trajectory of learning and 
reaction patterns among decision-makers in examples where the situation 
does not develop as expected or predicted. Alternative approaches in this 
regard includes recent work by Martin et al.  (2011), McDonald-Madden et 
al. (2011) and Chhetri et al. (2010), who for example have explored  
stochastic dynamic programming as a tool for modelling adaptive decision-
making under climate change.  

The framework for Bayesian updating we apply matches the process of 
choosing between agricultural systems as climate change adaptation, and 
stipulates the advantages of proactive (ex ante – avoid learning by shock 
[Tschakert and Dietrich 2010]) over reactive adaptation (ex post – learning 
by shock) to climate change. Several authors find that proactive adaptation 
activities can provide significant welfare gains and build resilience to climate 
change at household level (Boko et al. 2007). Similarly, reactive adaptation 
can in the long run contribute with proactive initiatives by adding to the pool 
of knowledge on how to deal with climate change (Lecocq and Shalizi 2007). 
Fankhauser, Smith and Tol (1999) on the other hand highlight that the line 
between proactive and reactive adaptation can be blurred when working 
within a dynamic setting. Thus in this study we have also implemented the 
irreversible decisions that must be made to create more permanent 
adaptation strategies, as opposed to temporary coping strategies and 
autonomous adaptation initiatives.  

To illustrate the methodological aspects of decision-making we use the 
example of a representative farmer's choice of agricultural system in Ghana 
as adaptation to climate change, e.g. simulating reaction patterns among 
farmers in response to observations of the 'real' climate development. As a 
result, the farmer may opt to change the choice of agricultural system, as a 
response to observations, and confidence in climate projections is built by 
experiencing the realized changes over time. In principle, this makes it 
possible to determine which future choices are optimal, when the true 
climate trajectory is revealed over time, though this may be clouded by 
inherent sources of uncertainty related to e.g. the internal variability of the 
climate system and climate models.  

The example of a representative farmer represents a hypothetical decision-
making problem, and indicates how every day (potentially irreversible) 
decisions can be biased by a wide range of factors. While climate change 
impacts in the agricultural sector may involve adjustments from season to 
season for some crops (autonomous adaptation), some changes will require 
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adjustments to the production system as such, which may not be easily 
reversible in the short run. Technically, it may be possible, but the costs 
would be too high for the farmer in the short run, and any changes to 
agricultural systems represent medium- to long-term strategies, at least 
implicitly. This may of course result in new pressures on common land for 
grassing and on water for irrigation, or it may be seen as an on-going process 
of choosing which land to allocate to the different systems. Hence, in real 
life, farmers may use several agricultural systems on different pieces of land.   

 

Adaptation to Climate Change in African Agriculture 

The potential impacts of climate change on African agriculture are expected 
to be severe and lead to significant losses in the aggregated production 
without the implementation of effective adaptation (Challinor et al. 2014). 
The projected warming combined with e.g. reduced and/or highly variable 
future rainfall patterns is therefore expected to have large effects on select 
crop types. At the same time the adoption of modern technologies in many 
parts of Africa, including Ghana, is low, and the local economies highly 
dependent on agriculture. Several studies suggest that suitable adaptation 
measures may reduce these negative impacts of climate change on 
agriculture and crop yields (Antwi-Agyei et al. 2012; Antwi-Agyei, Stringer 
and Dougill 2014; Antwi-Agyei, Dougill and Stringer 2015; Benhin 2008; Boko 
et al. 2007). For example, Boko et al. (2007) argue that proactive adaptation 
may result in welfare gains and resilience to climate change on the 
household level. On the other hand, Benhin (2008) argues that without 
adaptation, the net crop revenues concentrated in South Africa are likely to 
fall by as much as 90% over the course of the 21st century, and that climate 
change will have the greatest impact on small-scale farmers.  

In case studies from north-eastern Ghana, Antwi-Agyei, Dougill and Stringer 
(2015) identify a poor development of the necessary infrastructure, 
prevention of market access and missing access to new drought-tolerant 
species as some of the key barriers towards climate change adaptation in 
the region. Their studies further show how the barriers can be as simple as 
a lack of information on adaptation options and of understanding the need 
for implementing adaptation initiatives. Hence, not all farmers are aware of 
climate change and the consequences they can have in the longer term. 
Antwi-Agyei, Dougill and Stringer (2015) conclude that it is critically 
important to address these barriers to be able to implement climate change 
adaptation in the agricultural sector. In this context, Boko et al. (2007) along 
with Antwi-Agyei, Stringer and Dougill (2014) and Antwi-Agyei, Dougill and 
Stringer (2015) all propose that proactive approaches enhance the 
adaptation to climate change. Importantly, they also find that farmers are 
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willing to implement on-farm adaptation strategies and that their decisions 
highly depend on observations of present climatic conditions. Hence, Boko 
et al. (2007) show that farmers in Africa tend to select crops that are adapted 
to the current climate in their region, and that they tend to shift towards 
more heat-tolerant crops, as the weather becomes warmer. Likewise, an 
increase or decrease in precipitation makes farmers shift towards more 
moist-tolerant or drought-tolerant species, assuming they are available to 
the individual farmer. 

Evidently, the key to overcoming some of the barriers mentioned may be to 
find a balance between flexibility (e.g. the opportunity of switching to 
different types of crops), reducing the vulnerability of the agricultural 
systems and optimizing the returns obtained by individual farmers. Different 
crops require different conditions to produce the highest returns. Switching 
from one agricultural system to another may involve cost and time lags 
before new crops yield a profit, causing some decisions to be effectively 
irreversible, and some crops may perform more inconsistently than other 
crops with regard to revenues in the face of climate change.  

How to address the trade-offs between these different aspects in an 
evolving climate is the focus of this paper. In the paper, we discuss key issues 
related to adaptation decision-making using a probabilistic framework that 
simulates how to make an 'optimal' choice of agricultural system that may 
or may not change dynamically over time, as information about the future 
climate trajectory is revealed, and compounded by the initial and shifting 
expectations of the farmer. Combined, this yields a numerical simulation of 
the decision-makers' learning trajectory, in this example a farmer's, to allow 
us to investigate explicitly the roles of learning and user preferences in 
adaptation decision-making, which may be critical in terms of designing 
effective adaptation strategies, but which are often ignored by integrated 
decision-support systems.   

 

Methods and Data  

To simulate how management decisions may change when new and 
potentially improved information becomes available we employ the 
methodology of Yousefpour et al. (2014, 2015). In their original formulation, 
Yousefpour et al. (2014, 2015) introduce a Bayesian methodology for 
numerically modelling how the 'beliefs' of local forest managers are updated 
as simulated observations are drawn from the 'true' climate trajectory 
(initially unknown to the decision-maker) and becomes available over time. 
The climate development is represented by output of mean- and minimum 
temperatures and precipitation from three climate model projections. Based 
here on, they discuss best management strategies at three different points 
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in time, whether their behaviour is 'active-adaptive' or not, as well as local 
conditions and forest characteristics such as the performance of select tree 
species as defined by a forest landscape model, available management 
options and schemes and ownership types.   

In this study, we adopt a different approach to better reflect the reality of a 
Ghanaian farmer’s choice of agricultural system under climate change. The 
farmer's beliefs are here updated based on simulated observations of annual 
mean temperature and precipitation. Since crops are annual and thus easier 
to replace we consider short five-year time slices as the baseline for 
decisions on new management strategies, which we simply define as a 
choice of 'dryland farming' (i.e. rain fed crops), 'irrigated farming' or 
'livestock' as in Kurukulasuriya et al. (2006). For this aim, we initially carry 
out a detailed analysis of state-of-the-art regional climate model projections 
for Ghana to properly account for interannual variations of temperature and 
precipitation in our choice of climate realizations, which may have a 
profound effect on the agricultural performance and related adaptation 
decisions on annual-to-decadal time scales. Finally, we use the net revenue 
per farm for each type of agricultural system, calculated using the Ricardian 
method of Kurukulasuriya et al. (2006), as the sole determinant of optimal 
decisions on adaptation. In line with this model, we do not explicitly 
consider, e.g. crop characteristics as part of our decision-space, and neither 
local soil types, water resources availability, etc. as these are more or less 
implicit in the model by Kurukulasuriya et al. (2006).  

 

Updating Beliefs Using Bayesian Analysis  

As in Yousefpour et al. (2015), we simulate how a farmer's beliefs concerning 
three different climate model projections, selected from a larger ensemble 
(see below), would change in the period from 2015 to 2085 as new annual 
observations of the actual climate development emerge. Let Wit indicate the 
farmer's belief that a particular climate projection (i) from a selection of (n = 
3) ensemble members will be realized in the year t, and that the sum of 
beliefs is normalized to one as if they were probabilities (Equation 1): 

 

∑ 𝑤𝑖𝑡 = 1𝑛
𝑖=1 , 𝑤𝑖𝑡 ≥ 0 for all 𝑖, 𝑡.      

      (1) 

 

Thus, if a farmer truly believes in a specific climate projection j, the belief 

towards this realization is given by wjt=1 while wit=0 for ij. We assign the 
farmer's initial beliefs wi0 to the year 2015. 
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We use Bayes’ theorem (Bayes and Price 1763) iteratively to update the 
farmer's beliefs every year from 2016-2085. Assuming xt

0 to be an estimate 
(observation) of the state of the climate (annual mean temperature, annual 
mean precipitation) randomly drawn from a multivariate normal 
distribution centred around the 'true' (realized) climate development 
(here: as simulated by a climate model), then the updated beliefs 
(probabilities) at time t+1 related to the situation at time t for each of the 
n=3 different climate model projections are given by (Equation 2): 

 

 (2) 

 

where the updated belief 𝑤𝑖,𝑡+1 = Pr (𝑚𝑜𝑑𝑒𝑙𝑖|𝑥𝑡
0) is the probability of 

climate projection i representing the true realization of climate change given 
the observation xt

0 at time t, Pr (𝑥𝑡
0|𝑚𝑜𝑑𝑒𝑙𝑖) is the probability that the 

observation xt
0 is drawn from the distribution centred around climate 

projection i at time t, and Pr (𝑚𝑜𝑑𝑒𝑙𝑖, 𝑡) is the probability of modeli 
representing the real climate development at time t. Using Equation 2 we 
can update the farmer’s beliefs in each of the alternative climate 
projections, provided we know what the real climate development will be. 
In the present analysis, we select each of the three different climate 
projections in turn to represent the real climate, e.g. a 'perfect' model 
approach. Realistically, none of the three climate projections however will 
mimic exactly the real climate and hence one could have chosen an 
alternative approach, where e.g. a fourth projection would represent the 
actual climate, introducing the further complication of a climate modelling 
bias (see the discussion below).   

For simplicity, we assume that the simulated observations of annual mean 
temperature and annual mean precipitation are drawn from a multivariate 
normal distribution centred on the real climate realization (Equation 3),  

 

𝜆𝑥𝑡
𝑜~𝑁 (�̅�𝑥𝑡

0(𝑡𝑒𝑚𝑝, 𝑝𝑟𝑒𝑐), 𝐶𝑜𝑣(𝜆𝑡𝑒𝑚𝑝, 𝜆𝑝𝑟𝑒𝑐) )    

        (3) 

 

where temp and prec in Equation 3 are calculated from running 30-year 
time slices of projected annual temperature and precipitation produced by 
a climate model centred on the consecutive observation points (2020, 
2025, …, 2085) used for the management analysis discussed below, and 
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Cov(…) is the symmetric and positive definite covariance matrix calculated 
from the annual mean temperature and precipitation series. Using running 
time slices rather than estimating the covariance matrix from the full time 
series as done by Yousefpour et al. (2015) allows for the simulated climate 
to exhibit natural variations consistent with the climate model projections 
and adequate for considering five-year periods.  Hence, in the real climate 
system multi-year to multi-decadal variations occur naturally (e.g. 
extended periods of more or less precipitation) which may partly or wholly 
overlap any five-year period, as used in this study to represent the 
aggregated knowledge  of the  farmer used (at each observation point) to 
decide a potential change in management practices. Subsequently, the 
belief update, which is based on new observations of the present climate 
conditions, is likely to be influenced by such natural climate variations. 
Using a 30-year time slice as the basis for estimating the interannual 
covariance is consistent with current practices amongst climate and 
weather modellers, where 30-year averages are typically considered as the 
base for calculating e.g. climate normal or changes to climate variables in a 
future climate (assuming approximate stationarity). 

The probability distribution of the multivariate normal distribution for 
annual mean temperature and precipitation is defined by Equation 4 with 
k=2 and the rest of the terms as defined above.  

 

Pr ( 𝑥𝑡
0|𝑚𝑜𝑑𝑒𝑙𝑖) =

1

(2𝜋)
𝑘
2(𝐶𝑜𝑣(𝜆𝑡𝑒𝑚𝑝, 𝜆𝑝𝑟𝑒𝑐))1/2

∙ 

exp (−1/2 [(𝜆𝑥𝑡
0 − �̅�𝑥𝑡

0)𝐶𝑜𝑣(𝜆𝑡𝑒𝑚𝑝, 𝜆𝑝𝑟𝑒𝑐)(𝜆𝑥𝑡
0 − �̅�𝑥𝑡

0)])     

         (4) 

 

In our simulations, we repeated the belief update from 2015 to 2085, 
performing random draws at every annual time step, a total of 200 times 
(or 14000 annual draws in total). Additional repetitions > 200 were not 
found to change our results significantly. The Monte Carlo procedure was 
coded in Matlab, and the run time for a single experiment was less than a 
minute. 

  

Climate Scenarios  

To represent different possible climate realizations we use precipitation 
and (near surface air) temperature output from model combinations in the 
COordinated Regional climate Downscaling EXperiment (CORDEX) database 
(Nikulin et al. 2012). In CORDEX, output from a substantial number of 
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regional climate models (RCMs) forced on the boundaries of their model 
domains by global climate models or earth system models (for simplicity 
here referred to jointly as GCMs), delivered by numerous climate research 
institutes, are available across 14 different domains, which cover most 
regions of the world. To select three members representing different 
climate realizations, we assessed differences in model performance in 
terms of absolute and residual values, interannual variability, year-to-year 
amplitudes and projected future trajectories from a subset of the available 
RCMs over the African model domain, covering the entire continent. This 
resulted in data from the seven model combinations shown in table 1. 
Climate data for both the available historical period (1951-2005) and the 
projected future (2006-2100) were used. Annual mean temperature and 
precipitation anomalies were calculated using a reference period of 1979-
2005. Both the (Representative Concentration Pathways) RCP4.5 and 
RCP8.5 trajectories (IPCC 2013) were considered in order to span a wider 
range of climate realizations and include scenarios of both intermediate as 
well as high future greenhouse gas emissions. The gridded data were 
extracted on a yearly basis and processed into a spatial mean for Ghana 
based on grid cells from the CORDEX domain in the latitude-longitude 
range of 5.7o N to 11.0 o N and 2.6o W to 0.4o E respectively.     

 

No. GCM/RCM model 
name 

Abbreviated name Comments Latest RCM 
publication 

1 MPI-ESM - CCLM4 MPI-CCLM  C3 (RCP8.5)  

High T, Low P 

Baldauf et al. (2011) 

2 CNRM-CM5 – CCLM4 CNRM-CCLM  As above 

3 MPI-ESM – CRCM5 CRCM Not available for 
RCP8.5  

Zadra et al. (2008) 

4 EC-EARTH – 
HIRHAM5 

HIRHAM C2 (RCP8.5) 

Moderate T, High 
P 

Christensen et al. 
(2006) 

5 EC-EARTH – 
RACMO22 

RACMO  van Meijgaard et al. 
(2008) 

6 EC-EARTH – RCA4 RCA C1 (RCP4.5) 

Moderate T, P 

Berg et al. 2013 

7 EC-EARTH – 
REMO2009 

REMO  Jacob et al. (2012) 

Table 1. GCM/RCM model combinations assessed for the study and denotation of climate 
scenarios used in the decision-making model. C1 represents a moderate climate scenario, 
closest to present day conditions. C2 is cooler than the ensemble mean and represents a wet 
climate development. C3 is the warmest and driest projection of the ensemble. 
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To assess also the sub-annual scales, the climate data were further 
analysed for changes in monthly values (not shown) as opposed to the 
annual means. A very limited agreement between the models was seen 
except for temperature in the RCP8.5 scenario where the temperature 
increase (as seen in annual values for figures 1 and 2) is generally stronger 
in the months November-June as opposed to July-October.      

In the historical period annual mean temperatures generally increase from 
approx. 25oC around 1950 to approx. 25.5oC around 2005 (figure 1). Here 
the CRCM and RACMO models however differ with absolute values of 
approx. 24oC and 23oC increasing to approx. 25oC and 23.5oC, indicating 
systematic biases from the ensemble mean of a different order of 
magnitude than the other models. For the RCP4.5 scenario average values 
increase steadily reaching approx. 27oC around 2070 and then slow down 
to reach approx. 27.5oC around 2100. The CRCM and RACMO models 
exhibit the same systematic biases for the RCP4.5 scenario as in the 
historical period, showing lower values reaching approx. 26.5oC and 25oC in 
2100 and with CRCM even showing a slight decrease in 2070-2100. For the 
RCP8.5 scenario, mean annual temperatures of approx. 30oc are seen by 
2100 within the range of 29-31oC except for RACMO reaching approx. 27oC. 
For both RCP scenarios, the largest amplitudes of interannual variations are 
found for the MPI-CCLM model. 
 

 
Figure 1: Temperature output (absolute and residual) over Ghana extracted from the 
CORDEX database as used to force the decision-making model. Output from the available 
historical period (1951-2005) and the RCP periods used (RCP4.5 and RCP8.5) are shown 
(2006-2100). The three scenarios used (C1-C3) are highlighted in colours. 
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The precipitation data show a general spread in longer-term means 
between the models. In the 1951-2005 historical period, the inter-model 
spread varies between 990-1630 mm/year and averages 1310 mm/year 
(figure 2). For the RCP4.5 scenario (2006-2100) corresponding values are 
coinciding with the historical period (1000-1630 and 1330 mm/year), 
whereas the RCP8.5 scenario show a small decrease with values of 950-
1490 and 1290 mm/year. No data was available for the CRCM model (table 
1) for RCP8.5, which proved to be the wettest model for RCP4.5. For this 
reason, the CRCM model results were excluded from calculations of the 
average model statistics for the historical and RCP8.5 analyses respectively 
(figures 1 and 2). For both RCP scenarios the ensemble mean statistics 
comprise diverging inter model patterns as some of the models show 
overall increases and vice versa. This is exemplified e.g. by HIRHAM and 
MPI-CCLM models exhibiting opposing slopes of 4.4 and -3.1 mm/year in 
2006-2100 for the RCP8.5 simulations (figure 2). In addition, a noticeable 
interannual variation is seen exemplified by a minimum-to-maximum 
difference in the historical period between 420 and 790 mm. The analysis 
of temperature and precipitation for the future period of 2006-2100 
correspond with Deque et al. (2016), indicating similarly that the annual 
mean temperature in Ghana is expected to increase by between 2 and 6oC 
and that change in rainfall is, on average, still uncertain but in any case 
modest compared to the interannual variability.   

 

 
Figure 2: Same as for figure 1, for precipitation output. 
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Lastly, we also analysed the Pearson linear correlation between 
temperature and precipitation for each of the five-year periods based on 
30-year running time slices as discussed above (results not shown). Here 
the seven models were found to behave quite differently, with one model 
(MPI-CCLM) showing a strong and increasingly negative correlation 
towards the end of the century, whereas other models showed positive 
correlations or no trend at all. Based on the combined results we finally 
selected three climate projections to be used for the further analyses, 
reflecting the full span of possible climatic outcomes. As a low GHG 
emission and low impact scenario, we selected projections of the RCP4.5 
scenario produced by the RCA RCM (hereafter entitled C1) to constitute a 
‘baseline’ climate of minimal change. The second scenario (HIRHAM, 
RCP8.5 – entitled C2) was chosen due to being wetter than most, 
representing a temperature increase in the lower range of the models 
included here, and exhibiting a slightly positive correlation between 
temperature-precipitation. Conversely, the third scenario (MPI-CCLM, 
RCP8.5 – entitled C3) was selected for being the driest, having the highest 
temperature increase by the end of the century and a strong negative 
temperature and precipitation correlation. 

 

Agricultural Systems 

We assume for simplicity that the farmer's principal objective is to maximise 
the net revenue of personal agricultural activities. To this purpose, we adopt 
the economic model developed by Kurukulasuriya et al. (2006) and apply this 
to Ghana. In this cross-sectional approach the relationships between climate 
and net revenues from three different agricultural systems: dry crops, 
irrigated crops and livestock are studied using a standard Ricardian model 
formulation for each agricultural system. Based on an ordinary least squares 
regression and using the results of more than 9,000 farm surveys conducted 
in 11 different countries in Africa (including information on water flows, soil 
types and economic variables), the marginal climate impacts on net farm 
revenues per farm (in USD) as estimated by Kurukulasuriya et al. (2006) are 
reproduced in table 2. 

The marginal effect of changes in precipitation specified by the coefficients 
in table 2 corresponds to an increase in the annual mean precipitation of 1 
mm (calculated from monthly means). Similarly, the marginal effect of 
changes in temperature corresponds to an increase in the annual mean 
temperature of 1oC. The baselines for these estimates were set by time 
series of climate observations spanning 1988-2003 (temperature) and 1977-
2000 (precipitation). The numbers in parenthesis further indicate the upper 
and lower bounds, respectively, of the 95% confidence intervals related to 
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the estimated coefficients (table 2).  In the following, these upper and lower 
bounds will be referred to as the ‘minimum’ and ‘maximum’ coefficients 
respectively, and they will be used to explore the uncertainty related to the 
economic model. Similarly, the coefficients corresponding to the results of 
the ordinary least squares regression is referred to as the ‘mean 
coefficients’. For more details about the model, a detailed description is 
provided in Kurukulasuriya et al. (2006). 

 

Marginal 
impact 

Dryland crop Irrigated crop Livestock 

OLS    

Temperature -239*** (-335, -142) 3005 (-2040, 8048) -379 (-775, 17) 

Precipitation 15*** (5.1, 25) 301.3 (-896.6, 1499.3) 19.9** (0.3, 39.5) 

Table 2. Marginal climate impacts on net revenue per farm (US Dollars/USD) based on data 
presented by Kurukulasuriya et al. (2006). Ordinary Least Square (OLS) numbers in 
parentheses indicate the 95% confidence intervals.  ** p<0.05, and *** p<0.01. 

 

The main advantage of the regression type model by Kurukulasuriya et al. 
(2006) is that the net revenues revealed by their analyses in a simple way 
reflects the benefits and costs of autonomous adaptation and coping 
strategies, such as the choice of sowing method and timing. This includes a 
variety of contributions and the introduction of substitute actions, which 
farmers have incorporated in order to adapt to the current climate 
viabilities. As a result, it is readily possible within the framework to 
simulate an irreversible decision, as autonomous adaptation is already 
included. Labour costs have not been included, since the shadow price of 
wages that farmers apply to their own time cannot easily be measured.  

Conversely, it is also evident that the Ricardian model has its obvious 
deficiencies. Given that the empirical data spans 11 countries across the 
entire African continent the coefficients in table 2 are found to vary 
considerably, which is perhaps most evident in the case of irrigated 
farming. Considering this uncertainty the results of modelling net farm 
revenues will similarly be  associated with large spreads depending on 
whether the minimum coefficient (which is negative in the case of irrigated 
farming) or, say, the mean coefficient (which is positive in the case of 
irrigated farming) is used. If only the mean coefficients are considered, it is 
furthermore clear that the model is strongly biased towards irrigated 
farming, which Kurukulasuriya et al. (2006) attributes to an 
overrepresentation of data on irrigated farming from Egypt; whereas in 
Ghana existing crops are mainly rain fed.  
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Since this study mainly addresses the demonstration of how farmers' 
beliefs can influence management and not quantitative impact 
assessments, we have adopted the model by Kurukulasuriya et al. (2006) as 
it is. However, we will explore the span of possible outcomes by 
considering not only the mean coefficients but also their minimum and 
maximum values. We hereby also emphasize that for more quantitative 
and local studies the authors would endorse modelling approaches that are 
more realistic. 

In the following sections, we show the results of simulating optimal 
decision-making using the described Bayesian methodology while 
evaluating the mean annual net revenues related to agricultural activities 
every five years starting in 2020 and ending in 2085. The latter is discussed 
in the context of choosing between the three types of agricultural systems. 
For this purpose, we use the following assumptions: The farmer makes 
rational decisions; the farmer is not risk adverse; the farmer bases 
decisions on agricultural systems on net revenue; the farmer has access to 
information about agricultural systems on which decisions are based in 
each step of the framework; the farmer can only use one agricultural 
system at a time.  

 

Results 

Presented here are the simulated results using our Bayesian formulation. 
The updating of the farmer’s beliefs towards the realised climate trajectory 
over time is shown in figure 3, as described in equations 1-4 and in 
Yousefpour et al. (2015). The updated beliefs are shown for four 
combinations of initial conditions, i.e. corresponding to a farmer’s initial bias 
(either equally distributed or with an 80%/10%/10% belief towards a specific 
realised climate), and the three climate scenarios. The figure shows that 
irrespective of the simulation setup and the initial situation the farmer’s 
beliefs, all scenario runs eventually converge on the realised climate, albeit 
the convergence time varies from within a few years to the end of the 
century and with diverging pathways. The duration until convergence is 
found primarily to be a function of the realised climate with shorter 
convergence times from C1 through to C3. The observed convergence times 
are highly correlated with the (combined) climate signal seen in the 
temperature and precipitation data (figures 1 and 2 respectively). Especially 
the lack of a clear precipitation signal in C1 is likely to temporally restrain the 
certainty in climate scenario belief whereas the combined strong decrease 
in precipitation and strong increase in temperature in C3 leads to a swift 
convergence here. Interestingly, the time until convergence is found to be 
shortened by 5-10 years when the farmer’s initial belief bias (80%) is 
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directed towards a specific climate realization.  Since the turn-around time 
for real agriculture systems is likely to be in the same order of magnitude, 
this implies that for real-life decision-making such a shortening could be 
incredible consequential, and clearly underlines the importance of building 
confidence in climate projections with farmers. 

 

 
Figure 3. Update of belief during the study period dependent on initial belief and realized 
climate.  

 

The resulting net revenues based on each of the climate scenarios, C1-C3, 
and agricultural systems, dryland, irrigated and livestock, are depicted in 
figure 4. From the figure, three main points are evident: I) between each 
agricultural system, high general variations in net revenues are seen with 
values in both the profitable and non-profitable (negative) range. 
Specifically, dryland crops in C3 (dry and warm) and livestock in all scenarios 
(C1-C3) turns non-profitable for results using the mean coefficients to 
project the revenues. Assessing the entire span of net revenues using 
minimum and maximum coefficients significantly increases the spread of 
possible net revenues for each agricultural system and especially for 
irrigated agriculture (notice the varying y-axis limits in figure 4) which is also 
evident when assessing the coefficients in table 2. II) The climate scenario, 
C1-C3, has a distinct effect on the resulting trajectory for net revenue e.g. 
with an incisive negative development for dryland and livestock systems 
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under C3. III) Finally, short-term climate variability affects the net revenues 
with positive-to-negative year-to-year net revenue variations.     

 

 
Figure 4. Calculated net revenues during the study period dependent on agricultural system 
practice and realized climate. All results are plotted as minimum and maximum coefficients 
(95% confidence: coloured area – see table 2) around the mean net revenue functions 
(Kurukulasuriya et al. (2006). For easier comparison, results are sorted for both agricultural 
system (left column) and realized climate (right column). For the realized climate, the y-axis 
limits are specified to enable comparisons between dryland and livestock systems as the 
irrigated practice generates significantly higher net revenues. All realizations are with equal 
initial beliefs between agricultural systems (33%).       

 

The resulting net revenues (USD/farm) and choices of agricultural systems 
(1-3) as a function of time (2020-2085), based on the maximization of the 
former, is shown in figure 5. Results are given for combinations of the four 
distributions of initial beliefs, the three realised climates and using the mean 
and minimum coefficients of the economic model. From figure 5, we clearly 
find that employing irrigated agriculture is the optimal agricultural system 
regardless of the realised climate scenario when using mean coefficients. 
The net revenue function following the development of the climate 
trajectory, assuming C1 is the realised climate scenario, shows large 
variations for the different initial beliefs of the farmer. The distance between 
the curves here represent the possible range of net revenues on which the 
farmer must make decisions. When using the minimum coefficients, dryland 
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agriculture is preferred over the other agricultural systems in 2025 and from 
2035 and onwards for C1 and C2, whereas for C3 irrigated agriculture still 
maximizes the net revenue (converged from 2040 and onwards). For all 
combinations of realised climate and coefficients, the influence of the 
farmer’s initial beliefs is found to diminish or completely disappear within, 
most often, the first 5-10 simulation years. Climate scenario C1, using mean 
coefficients, is an exception. This is caused by the corresponding substantial 
shifts in the farmer’s preference for C1 throughout the analysis period, as 
evident in figure 3.         

 

 
Figure 5. Choice of agricultural system (1-3) based on net revenue maximization USD/farm) 
dependent on the realized climate in the three climate scenarios (C1-C3; temperature and 
precipitation) and the farmer's initial belief. Results are presented dependent on the use of 
mean or minimum (95% confidence) net revenue coefficients (table 2) as discussed above 
(as in Kurukulasuriya et al. (2006)). 

 

 



 19 

Concluding Discussion  

This study explores a Bayesian framework for simulating the consequences 
of decision-making under the uncertainty of climate change. Adapting the 
methodology originally introduced by Yousefpour et al. (2014, 2015) we 
simulate how an adaptive decision-maker can change behaviour in response 
to progressive observations of climate change impacts, the consequences of 
decisions made, and finally the potential for making ‘optimal’ decisions on 
adaptation (type and timing). Similar work within this field includes thematic 
areas such as relocation of species (McDonald-Madden et al.  2011), sea 
level rise (Martin et al.  2011) and agricultural adaptation (Chhetri et al. 
2010).    

The aim of the paper is to add to the discussion on how numerical 
simulations and in particular Bayesian updating can contribute to the 
development of adaptation to climate change, and how decision-makers can 
cope with the uncertainty of climate change. The following discussion will 
therefore focus on the Bayesian updating framework, its relevance and 
opportunities for improvement. The results regarding which agricultural 
system to choose, when to implement it and the possible net revenues 
involved will only be briefly touched upon, as the data and net revenue 
functions are not suited for this purpose; cf. the above section on 
Agricultural Systems. 

Arguably, numerical approaches can help to bridge the gap between the 
evolving climate change and management decisions facing farmers. The 
latter is often based on combinations of parameters, e.g. sociological, 
economic and ecological. For simplicity, this paper solely considers the 
farmer’s observations of precipitation and temperature and updates the 
weight of beliefs towards specific climate projections thereupon. This is 
followed by observations of net revenues from different agriculture systems 
based on these beliefs, and finally a decision is simulated based on the 
observations. Despite these limitations, we argue that the approach 
presented here is still useful in that it frames the different options available 
to farmers facing climate change, including the consequences of initial belief 
biases. As mentioned above the latter is potentially quite important in real 
life, since the length of a convergence period of 5-10 year can be quite 
substantial in the case of real agricultural systems.  

Using the Bayesian formulation, we demonstrate that it is possible to 
simulate future choices of the farmer, to contradict original beliefs and to 
highlight the consequences of having made a wrong choice. A key finding in 
this context is that irrigated crops, independently of the realised climate 
development, are found to be the preferred choice of agricultural system 
regardless of climate scenario as seen from the upward-sloping curve for net 
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revenues (figure 3). The choice of irrigated crops however, may be too 
optimistic and unrealistic, as the implementation of irrigated crops will 
require making considerable investments (depending on the way irrigation 
is established and carried out). As discussed by Chhetri et al. (2010) irrigated 
crops may thus be unavailable to many farmers, as this agricultural system 
entails more intensive management in addition to high costs of 
implementation. Then there is the fundamental issue of uncertainty related 
to the estimates of revenues from agricultural systems. In the model 
developed by Kurukulasuriya et al. (2006) the mean coefficients used (table 
2) are biased towards, countries (e.g. Egypt) where irrigation water is 
presently available and therefore already implemented into the agricultural 
system. Therefore, the results based on using the minimum coefficients 
(corresponding to the lower bounds of the 95% confidence interval), where 
the dryland agricultural system is seen to be preferred in case of  two climate 
scenarios, is likely to be more realistic for this Ghanaian example. The right 
column in figure 4 illustrates how the competition between different 
agricultural systems develop through the three climate scenarios and over 
time. By applying the minimum coefficients (representing uncertainty of the 
economic estimates) in the economic model, assumed to be more realistic 
in the case of Ghana, it is possible to demonstrate how farmers can 
potentially change behaviour over time in response to new information, 
contradictory to original beliefs.  

The lack of opportunities for implementing irrigated farming, as highlighted 
above, also has implications regarding the remaining two agricultural 
systems. Dryland crops are generally cultivated on the farmer’s privately 
owned land, whereas it is normal in many locations to use common or public 
land for livestock grazing (Kurukulasuriya et al. 2006; Kassahun and Jacobsen 
2015). Consequently, there is no linear relationship between a farmer’s 
income from livestock and the amount of land owned or with the right to 
cultivate. The choice between livestock and dryland crops is thus more a 
matter of where to make an effort in terms of required investments (e.g. 
seeds, animals) and labour. In addition, the term livestock covers a huge 
range of animals, and thus it should be taken into consideration that small 
livestock such as goats are more heat tolerant than cattle. These issues have, 
to some extent, already been incorporated into the modelled net revenues 
for livestock, as the data from Kurukulasuriya et al. (2006) include a variety 
of contributions and alternative actions, which farmers have introduced in 
order to adapt to current climate viabilities. The discussion concerning 
where to make the effort further leads to a discussion of the labour costs, 
since the cost of household labour has not been included into the functions 
used for estimating the net revenues of the different agricultural systems. 
The results of Kurukulasuriya et al. (2006) indicate that growing crops is 
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more management intensive than keeping livestock. This can be assumed 
since a large household typically claims higher revenues from crops and 
lower revenues from livestock than a smaller household. The width of the 
confidence intervals for the coefficients related to irrigated farming and 
applied in figure 4 clearly shows that the net revenues generated from 
irrigated farming are more sensitive to climate change variabilities than 
dryland crops. Implicitly, this could imply that the farmer is likely to be more 
willing to update individual beliefs if observed changes concern precipitation 
rather than temperature, since precipitation is found to have the greater 
influence on growth. Evidently, this will be entirely contingent on the form 
of the economic model. Conversely, the huge observed inter-annual 
variability in precipitation can lead the decision-maker to erroneously 
update beliefs. This is for example part of the explanation why we see the 
frequent simulated changes between agricultural systems in figure 5 in the 
early years until year 2040 (when using the minimum coefficients in the 
economic model). The increasing precipitation patterns for C2 from approx. 
2040 and onwards causes the farmer to choose dryland crops from this point 
in time. Conversely, for the C3 scenario the observed decrease in 
precipitation causes the opposite trend - towards a choice of irrigated crops. 
An additional factor driving this behaviour is the stronger temperature 
increase for C3 as compared to C2 (figure 1).  

In this study, we simulate a farmer’s ability to adapt proactively by 
considering a choice of three agricultural systems every five years. This is of 
course not realistic: In many cases a change of agricultural system represents 
at some level an irreversible decision (as also discussed by Chhetri et al. 
2010), compared to more untenable coping strategies for building resilience 
to climate change such as reduced consumption, cash savings or increase in 
debt. Furthermore, one should not forget that the setting is highly dynamic, 
and as highlighted above, the line between proactive and reactive behaviour 
can be blurred, meaning that what is optimal today may not be optimal in 
the years to come. In addition, there is the matter concerning barriers to 
climate change adaptation: It can be difficult for the individual farmer to sell 
crops if there is no market; this is a question of supply and demand and 
having access to a market (e.g. Antwi-Agyei, Dougill and Stringer 2015).  

Finally, it may be relevant to mention how most farmers will in fact choose 
to combine the three suggested agricultural systems. This is documented for 
example in the surveys used by Kurukulasuriya et al. (2006), who report that 
farmers, if possible and locally conditioned, often choose combinations of 
these three main agricultural systems to optimise their net revenues and 
minimise their risks. This option has not been considered in the current 
decision-making framework, which for the sake of demonstration employs a 
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range of simplifying economic assumptions and similarly a basic regression 
model to connect estimates of net revenues with changing climatic 
conditions. Contrastingly, the present set of climate scenarios used in this 
study were carefully selected based on a thorough analysis of the CORDEX 
ensemble of state-of-the-art RCM projections for Africa, representing three 
different and equally plausible future climates in Ghana. The detailed 
climate analysis for selecting the three representative ensemble members 
considered the diverging trajectories of both temperature and precipitation 
for different ensemble members as well as the associated correlations and 
inter-annual variabilities. The choice to consider only three climate 
realisations was motivated largely to stay consistent with the work of 
Yousefpour et al. (2014, 2015). Thus, for some applications it could have 
been relevant to add more realisations to the analysis. In a similar way, the 
‘true’ climate development could have been represented by a fourth climate 
projection to introduce a sort of cross-validation and to illustrate the role of 
a climate modelling bias in the decision-making framework.     

The Bayesian approach used here to simulate agricultural adaptation to 
climate change presents a general framework, which may be applicable for 
modelling decision-making and path dependencies affected by different 
sources of uncertainty. As such, the present case study can be considered as 
a first step in developing a comprehensive theoretical approach for studying 
and managing climate change adaptation under non-stationary conditions, 
related to both proactive and reactive responses. Other settings where this 
approach could be applied include the implementation of policies, regional 
decision-support or support from donors and NGO's, representing activities 
that are often very time consuming to implement and may incur irreversible 
decisions with substantial resulting consequences. 

In terms of advancing the present simulations, most importantly, we 
recognise the need to move on from the current simple representation of 
agricultural systems at the farm-scale to a more complex representation, 
including higher levels of aggregation, for example to capture issues related 
to scarcity of water resources which is better addressed at the village or 
regional scale. Using the current formulation, we thus derive a clear 
preference for irrigated farming in Ghana, which is likely to be, at least, 
somewhat unrealistic. In practice, it might simply not be possible for all 
farmers in a region to irrigate their crops. Perspectives of further developing 
the Bayesian methodology presented in this paper will include the possibility 
of merging individual decision-making with available natural resources, 
based on a more empirical knowledge of farmer’s climate change adaptation 
choices, or coping in the case of substantial unexpected shocks. In a wider 
perspective, it would also be interesting to explore whether the Bayesian 
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framework could contribute to revealing and identifying opportunities for 
adaptation and mitigation of climate changes and – if possible – how it may 
contribute to jointly optimising farmers’ resilience to climate change and 
promote increased sustainable development. 
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