
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  

 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 

   

 

Downloaded from orbit.dtu.dk on: Dec 18, 2017

Effect of tert-Butyl Functionalization on the Photoexcited Decay of a Fe(II)-N-
Heterocyclic Carbene Complex

Pápai, Mátyás Imre; Penfold, Thomas J.; Møller, Klaus Braagaard

Published in:
The Journal of Physical Chemistry Part C: Nanomaterials, Interfaces and Hard Matter

Link to article, DOI:
10.1021/acs.jpcc.6b05023

Publication date:
2016

Document Version
Peer reviewed version

Link back to DTU Orbit

Citation (APA):
Pápai, M. I., Penfold, T. J., & Møller, K. B. (2016). Effect of tert-Butyl Functionalization on the Photoexcited
Decay of a Fe(II)-N-Heterocyclic Carbene Complex. The Journal of Physical Chemistry Part C: Nanomaterials,
Interfaces and Hard Matter, 120(31), 17234-17241. DOI: 10.1021/acs.jpcc.6b05023

http://dx.doi.org/10.1021/acs.jpcc.6b05023
http://orbit.dtu.dk/en/publications/effect-of-tertbutyl-functionalization-on-the-photoexcited-decay-of-a-feiinheterocyclic-carbene-complex(fbb5209e-6611-4734-8bd5-2b54b157bebf).html


The Effect of tert-Butyl Functionalization on

the Photoexcited Decay of a

Fe(II)-N-Heterocyclic Carbene Complex

Mátyás Pápai,∗,†,‡ Thomas J. Penfold,¶ and Klaus B. Møller†

†Department of Chemistry, Technical University of Denmark, DK-2800, Kongens Lyngby,

Denmark

‡Wigner Research Centre for Physics, Hungarian Academy of Sciences, ’Lendület’

(Momentum) Spectroscopy Research Group, P.O. Box 49, H-1525 Budapest, Hungary

¶School of Chemistry, Newcastle University, Newcastle upon Tyne, NE1 7RU, United

Kingdom

E-mail: papai@kemi.dtu.dk

Phone: +45-21378822

1



Abstract

Understanding, and subsequently, being able to manipulate the excited state decay

pathways of functional transition metal complexes, is of utmost importance in order to

solve grand challenges in solar energy conversion and data storage. Herein we perform

quantum chemical calculations and spin-vibronic quantum dynamics simulations on

the Fe-N -heterocyclic carbene (NHC) complex, [Fe(btbip)2]2+ (btbip = 2,6-bis(3-tert-

butyl-imidazole-1-ylidene)pyridine). The results demonstrate that a relatively minor

structural change compared to its parent complex, [Fe(bmip)2]2+ (bmip = 2,6-bis(3-

methyl-imidazole-1-ylidene)-pyridine), completely alters the excited state relaxation.

Ultrafast deactivation of the initially excited metal-to-ligand charge transfer (1,3MLCT)

states occur within 350 fs. In contrast to the widely adopted mechanism of Fe(II)

photophysics, these states decay into close-lying singlet metal-centered (1MC) states.

This occurs because the tert-butyl functionalization stabilizes the 1MC states, enabling

the 1,3MLCT→ 1MC population transfer to occur close to the Franck-Condon geometry,

making the conversion very efficient. Subsequently, a spin cascade occurs within the

MC manifold leading to the population of triplet and quintet MC states. These results

will inspire highly-involved ultrafast experiments performed at X-ray Free Electron

Lasers (XFELs) and shall pave the way for the design of novel high efficiency transition

metal-based functional molecules.

Introduction

Controlling the properties of versatile transition metal complexes is of great interest for de-

veloping a broad range of new efficient technologies. A significant amount of the research

effort in this area has been dedicated to earth-abundant Fe(II) complexes, with particular

focus on the spin crossover (SCO) phenomenon.1 In SCO, the magnetic properties of the

complex may be manipulated using an external perturbation which flips the spin state be-

tween a low-spin (LS) ground state and a high-spin (HS) metastable excited state. When this

transition is initiated by light, the process is known as the light-induced excited spin state
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trapping (LIESST),2,3 which has been intensely studied owing to its rich ultrafast excited

state decay dynamics.

A model complex for the LIESST mechanism is the Fe(II) polypyridine complex, [Fe(bipy)3]2+

(bipy = 2,2’-bipyridine), which exhibits an ultrafast excited state decay from the photoactive

metal-to-ligand charge transfer (MLCT) to low-lying metal-centered (MC) states in ∼150

fs.4–7 These dynamics have stirred significant interest, not just in an academic setting, but

also with potential applications of spin trapping in optical writing/magnetic reading for high

data density storage devices.8–10 Fe(II) polypyridine complexes were also considered as po-

tential candidates for cheap and Earth-abundant dye-sensitized solar cells (DSSCs).11 But

it was soon realized that the low-lying MC states transfer the photoexcited electrons away

from outer ligand-based regions of the complex, preventing charge transfer and/or injection

making them unsuitable for such devices.12

However, Liu et al. have recently demonstrated that this puzzle can be solved by exploit-

ing the strong field effects of N -heterocyclic carbene (NHC) ligands.13,14 Indeed, the authors

found that in [Fe(bmip)2]2+ (bmip=2,6-bis(3-methyl-imidazole-1-ylidene)pyridine), the ul-

trafast intersystem crossing (ISC) between the photoexcited 1MLCT state and the 3MLCT

state is followed by a relatively slow 9 ps 3MLCT decay (Figure 1 right). This 3MLCT life-

time is two-three order of magnitude longer compared to those of other known Fe molecular

compounds. Proceeding this, Harlang et al. showed that a carboxylic acid derivative of

[Fe(bmip)2]2+ can be used as a photosensitizer on the surface of TiO2 resulting in ∼92%

electron injection from the photoexcited complex to the semiconductor nanoparticle.15 This

demonstrates that the critical electron injection step, necessary for technologies such as

DSSCs,16 photocatalysts for water splitting17,18 and CO2 reduction,19 can be achieved using

Earth-abundant transition metal complexes. Unfortunately, >85% of the injected electrons

at the [Fe(bmip)2]2+-TiO2 interface undergo fast (<10 ns) electron-cation recombination.

This severely restricts the potential functional performance of this material, and therefore

calls for continued development aimed to prolong MLCT lifetimes or strategies for slowing
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down electron recombination.

Figure 1: Illustration of the molecular structure and photophysics of [Fe(btbip)2]2+ (left)
and [Fe(bmip)2]2+ (right). Chemical structures of the free btbip and bmip ligands are also
shown. Characteristic relaxation lifetimes are taken from ref. 13.

The structural modification of the NHC ligands, which is the subject of the present

work, is challenging due to the high density of low-lying excited electronic states of Fe(II)

complexes, meaning that many potential photoexcited decay pathways exist. The first func-

tionalization of [Fe(bmip)2]2+ was reported by Liu et al. and involved the 3-tert-butyl (t-Bu)

substitution on the carbene ligands leading to the creation of [Fe(btbip)2]2+ (btbip = 2,6-

bis(3-tert-butyl-imidazole-1-ylidene)pyridine).13 Strikingly, this latter Fe(II)-NHC complex

was found to exhibit completely different photophysics from [Fe(bmip)2]2+. More like the

excited state dynamics of [Fe(bipy)3]2+,4–7 the MLCT lifetime of this complex was found to

be 300 fs, as determined by transient optical absorption spectroscopy (Figure 1 left).13 Cru-

cially, these rather profound ligand-dependent photophysical variations strongly motivate a

detailed understanding of the excited state dynamics of Fe(II)-NHC complexes, which could

potentially lead to design rules aimed to control photorelaxation processes.

To achieve this mechanistic understanding, theory and computations play an important

role along side time-resolved experiments. One of the first computational attempts to reveal

the details of the excited state dynamics of the discussed complexes was a quantum chemical
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study of the excited state potential energy surfaces of [Fe(bmip)2]2+ by Fredin et al.20 This

work confirmed that the application of strongly σ-donating bmip ligands led to the destabi-

lization of MC states, with only the three components of the 3T1 MC state below the lowest

MLCTs. These authors also proposed that the origin of the increased 3MLCT lifetime was

due to the shallow nature of its potential. This work was recently extended by Pápai et

al., who studied the spin-vibronic dynamics,21 utilizing a similar approach to the one used

previously for first22 and third-row23–25 transition metal complexes. This study revealed that

the reason for the increased 3MLCT lifetime of [Fe(bmip)2]2+ is that the population transfer

to the 3MC states occurs in a region of the potential energy surface, where the energy gap

between the 3MLCT and 3MC states is large, making the conversion inefficient. Herein we

use quantum chemical calculations and wavepacket quantum dynamics simulations to study

the effect of tert-butyl functionalization of [Fe(bmip)2]2+ on the MLCT photodynamics. Im-

portantly, we show a deactivation mechanism proceeding via a 1,3MLCT→1MC relaxation

channel. The 1MC, usually neglected in the decay of photoexcited molecules, is demonstrated

to be crucial in the investigated tert-butyl-substituted carbene complex. These simulations

demonstrate how the excited state relaxation of these Fe(II)-NHC complexes can be con-

trolled by relatively minor changes in the ligand sphere paving the way for the computational

design of high-efficiency transition metal-based functional molecules.

Theory and Computational Methods

Spin-Vibronic Hamiltonian and Quantum Chemical Calculations

The model Hamiltonian applied in the present work is based upon the vibronic coupling

Hamiltonian (VCHAM),26,27 which has been widely used to simulate excited state nonadi-

abatic dynamics on a wide variety of systems.28–33 This approach is often the method of

choice for quantum dynamics, when photophysical processes are studied and therefore no

large amplitude nuclear motion exist. This is because of the requirement to use the dia-
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batic electronic basis to avoid the divergence of couplings which exist within the adiabatic

representation. It also exploits the fact that while transformation from the adiabatic to the

diabatic representation is normally difficult to perform, the opposite way (i.e., diabatic to

adiabatic) is relatively simple using a unitary transformation. Consequently, starting from

an initial guess, the diabatic potential can be refined using least squares fit to the adiabatic

potential computed using quantum chemical methods. At each iteration of the fit, the di-

abatic Hamiltonian is transformed into the adiabatic basis to assess the quality of the fit.

This method is often referred to as diabatization by ansatz.

The vibronic coupling Hamiltonian is obtained by performing a low-order, usually linear

or second-order, Taylor expansion around the Q0 reference point, where the diabatic and

adiabatic bases are defined to be identical, in the present case, the Franck-Condon (FC)

geometry:

H = H(0) + W(0) + W(1) + W(2) + ... (1)

The zeroth-order Hamiltonian (H(0)) is composed of the kinetic and potential energy opera-

tors of the ground state harmonic oscillator characterized by the ωn vibrational frequencies

and Qn dimensionless (mass-frequency scaled) normal coordinates. In the case of a model

system possessing i electronic states, the i × i W(0), W(1), and W(2) matrices describe the

zeroth, first, and second-order potential-like coupling terms. The zeroth-order matrix is di-

agonal and contains the energy of each excited state at Q0. The first-order coupling matrices

are expressed as:

W
(1)
ij =

∑
n

〈
Φi(Q0)

∣∣∣∣∣∂Ĥel

∂Qn

∣∣∣∣∣Φj(Q0)

〉
Qn (2)

where the on-diagonal and off-diagonal terms are written:

W
(1)
ii =

∑
n

κ(i)n Qn (3a)

W
(1)
ij =

∑
n

λ(i,j)n Qn (3b)
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Here Ĥel is the electronic (clamped nucleus) Hamiltonian, and Φi,Φj are the diabatic elec-

tronic wavefunctions, respectively. κ(i)n and λ(i,j)n are the expansion coefficients corresponding

to the on- and off- diagonal matrix elements, respectively. The former are the forces act-

ing within an electronic surface and are responsible for structural changes of excited state

potentials compared to the one of the ground state. The latter accounts for the nonadia-

batic coupling between different excited states. Second order terms are included in a similar

manner and are written as:

W
(2)
ij =

1

2

∑
n,m

〈
Φi(Q0)

∣∣∣∣∣ ∂2Ĥel

∂QnQm

∣∣∣∣∣Φj(Q0)

〉
QnQm (4)

Only the on-diagonal quadratic coupling constants (i.e., Qn = Qm, referred to as γ(i)n ) are

used in the present study.

Since [Fe(btbip)2]2+ has 291 nuclear degrees of freedom (DOF), the full dynamical treat-

ment of the unconstrained nuclear configuration space within a wavepacket propagation

approach is unrealistic. To overcome this, we have constructed a 4-dimensional model Hamil-

tonian designed to capture the core physical processes during the excited state dynamics of

[Fe(btbip)2]2+. This is achieved by firstly calculating the ground state normal modes of the

complex at the B3LYP*34/TZVP level of theory utilizing D2d point group symmetry. All

frequencies were found to be positive, confirming that the geometry corresponding to the

FC point is a true minimum of the potential energy surface (PES). Subsequently, we have

selected the 4 most important vibrational modes for the dynamics by i) identifying the most

significant structural distortions at minimum energy geometries of excited states (this yielded

the selection of low-frequency Fe-N/Fe-C stretching modes), ii) utilizing the magnitude of

linear vibronic coupling constants (κ(i)n and λ
(i,j)
n ), and iii) using point group symmetry to

determine the modes for which important linear coupling elements could be non-zero. It is

noted that the use of symmetry is not essential, but it significantly simplifies the problem

as many of the couplings are identified to be zero. Without symmetry, accurate quantum
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dynamics are still potential, but the development of the Hamiltonian is a little more complex

as recently demonstrated by Harabuchi et al.25

In the present model Hamiltonian, all electronic states with an excitation energy at the

FC geometry below those of the initially excited S4,S5
1MLCT states were included. The

application of this criteria led to 5 singlet and 10 triplet spin-free states. Potential energy

curves of these states were calculated by performing TD-DFT computations at the FC point

and geometries displaced along the 4 normal modes. These computations were carried out

with the application of the TD-B3LYP*/TZVP method utilizing the Tamm-Dancoff (TDA)

approximation35 as implemented in the ORCA3.0 quantum chemistry program package.36

It is important to point out that the TD-B3LYP* method was proven to correctly reproduce

the PESs of Fe(II) complexes, computed at the higher, multiconfigurational second-order

perturbation theory (CASPT2) level of theory.5,37–39 Moreover, typical qualitative failures of

TD-DFT describing the topology of PESs, e.g., conical intersections, due to the involvement

of a closed-shell ground state in the crossing with an open-shell excited state and/or the

presence of significant double excitation character,40 are avoided. This is because, in the

present study, we consider dynamics only between open-shell excited states, which can be

generated by a single excitation from the ground state.

The diabatic potentials were extracted from the above calculations by analyzing the com-

position of the obtained excitations and the atomic contributions of the involved Kohn-Sham

orbitals. In Figures S3–S7, we illustrate the MC or MLCT character of the considered singlet

excited states by presenting their donor and acceptor natural transition orbitals (NTOs)41

obtained at the FC geometry. The occupation numbers corresponding to these NTOs were

all found to be above 0.90. The adiabatically ordered TD-DFT energies along the normal

modes were then fitted with the second-order vibronic coupling model described above us-

ing harmonic potentials. The fit was performed separately for singlet and triplet spin-free

potential energy curves leading to the κ(i)n , λ(i,j)n , and γ(i)n values given in Tables S3-S5 and

the results shown in Figure 3. The coupling between the two manifolds to create the spin-
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vibronic potentials was treated as a perturbation to the spin-free potential energy curves and

was achieved by including the SOC matrix elements between all considered excited states

computed at the B3LYP*/ZORA42,43/TZP level utilizing the perturbative method44 of T.

Ziegler et al. as implemented in the ADF2014.07 code.45 This resulted in the spin-vibronic

Hamiltonian used in the quantum dynamics simulations.

Quantum Dynamics Simulations

The wavepacket quantum dynamics simulations were performed using the multiconfiguration

time-dependent Hartree (MCTDH) method as implemented in the Heidelberg MCTDH pro-

gram package.46,47 This method offers an efficient algorithm for solving the time-dependent

Schrödinger equation utilizing a multiconfigurational series of Hartree products of single

particle functions (SPFs) as ansatz :

Ψ(Q1, ..., Qf , t) =

n1∑
j1=1

...

nf∑
jf=1

Aj1...jf (t)ϕ
(1)
j1

(Q1, t)...ϕ
(f)
jf

(Qf , t) (5)

where Aj1...jf (t) and ϕ
(1)
j1

(Q1, t)...ϕ
(f)
jf

(Qf , t) are the sets of variatonally optimized time-

dependent expansion coefficients and basis functions, i.e., SPFs, respectively, for f number

of nuclear DOF. The SPFs are then further expanded in a time-independent primitive basis

set, in the present case, into harmonic oscillator (HO) basis functions (χi
k):

ϕn
j =

Nn∑
k=1

a
(n)
kj χ

n
k(Qn) (6)

While, like standard grid based wavepacket propagation methods, the computational effort of

this approach still suffers from exponential scaling, it benefits from the fact that i) the SPFs

are variationally determined so less are required for convergence and ii) the functions can

be multi-dimensional particles containing more than one DOF thus reducing their effective

number.
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The excited state quantum dynamics simulations using the 36 state, 4 mode spin-vibronic

Hamiltonian were initiated by impulsive excitation of the ground state wavepacket, built

using one-dimensional harmonic oscillator functions with zero initial momentum, into the

lowest singlet MLCT states, i.e., S4 and S5. The computational details are shown in Table

1 and ensured converged dynamics for the full 2 ps of the excited state simulations. Note

that in the below table ni is only shown for those components of triplets states which were

significantly populated in the dynamics. Due to molecular symmetry, the remaining triplets

were very weakly populated, and for these, in order to reduce the computational cost, ni

was set to 5. Test computations showed that lowering ni for these states did not have any

considerable effect on the simulated dynamics.

Table 1: Computational details of the MCTDH simulations using the 36 state,
4 mode spin-vibronic Hamiltonian. Nn is the number of primitive harmonic
oscillator basis functions used for each mode. ni are the number of single particle
functions used to describe the wavepacket in each state.

Modes Nn nS0 ,nS1 ,nS2 ,nS3 ,nS4 ,nS5 ,nT1 ,nT2 ,nT3 ,nT4 ,nT5 ,nT6 ,nT7 ,nT8 ,nT9 ,nT10

ν4 121 1,20,20,20,20,20,20,20,20,20,20,20,20,20,20,20
ν11 61 1,20,20,20,20,20,20,20,20,20,20,20,20,20,20,20
ν16 71 1,20,20,20,20,20,20,20,20,20,20,20,20,20,20,20
ν33 71 1,20,20,20,20,20,20,20,20,20,20,20,20,20,20,20

Results and discussion

In the proceeding section, we present a quantum chemical exploration of excited state po-

tential energy curves along the normal mode most prominent for driving the photodynamics

of [Fe(btbip)2]2+, which provides a qualitative picture of its deactivation mechanism. Subse-

quently, we use the potentials computed along the 4 vibrational modes to develop a model

spin-vibronic Hamiltonian and perform quantum dynamics simulations to reveal the details

of the decay mechanism.

10



Excited-state deactivation via the Dominant Vibrational Mode

The photoexcited dynamics of Fe(II) complexes are usually cast in terms of one vibrational

mode related to symmetric bond length changes in the first coordination sphere, i.e., a breath-

ing mode. Figure 2 depicts the DFT/TD-DFT potential energy curves of the ground and

excited electronic states relevant to the photodynamics, along the lowest-frequency breathing

normal mode of [Fe(btbip)2]2+, ν4, found to exhibit the most prominent changes relative to

the ground state potential.

The calculated 1MLCT-3MLCT energetics are in good accordance with the initial steps

of the mechanism summarized in Figure 1. First, the 2.5 eV excitation energy of the lowest

optically bright S4,S5
1MLCT states at the FC geometry is in very good accordance with the

lowest band of the absorption spectrum,13 which was excited experimentally using a 485 nm

laser. Furthermore, the (quasi-)degeneracy of the S4,S5 and T10 MLCT states is consistent

with the <100 fs ultrafast ISC reported in ref. 13.

Notably, compared to the MC states of [Fe(bmip)2]2+,20,21 all MC potentials of

[Fe(btbip)2]2+ show a strong, ca. 0.5 eV stabilization. This is attributed to the ∼0.13 Å in-

crease of the Fe-C bond distances caused by the steric repulsion of the bulky tert-butyl groups

in [Fe(btbip)2]2+, favoring the antibonding character of MC states. Interestingly, among

these stabilized MC states, the 1MCs are lowered such that they intersect the MLCT states

close to the FC geometry, opening the potential for very fast 1,3MLCT deactivation, consis-

tent with the dynamics reported by Liu et al.13 Without the presence of these 1MC states,

the excited state potentials are rather reminiscent of those of [Fe(bmip)2]2+. This means that

the deactivation of MLCT states, via the MC manifold, would have to occur by overcoming

a large ca. 0.5 eV 3MLCT-3MC energy gap, which would likely lead to an extremely slow

3MLCT decay. After conversion to the 1MCs, the system is expected to undergo a relaxation

cascade within the MC manifold, leading to population transfer to 3MC, and subsequently

to 5MC states. These results suggest the 1GS→1MLCT→3MLCT→1MC→3MC→5MC de-

activation pathway, as illustrated by the yellow arrows in Figure 2.
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Figure 2: DFT/TD-DFT ground (1GS) and excited state potential energy curves of
[Fe(btbip)2]2+ along the breathing mode ν4. Note that although all points represent geome-
tries obtained by collective displacements along the normal mode, only the most relevant
coordinates are indicated in the x axis of the figure: the Fe-N and Fe-C bond lengths. The
color code illustrates the character of electronic states: 1GS,1MLCT – blue, 3MLCT – green,
1MC – dark grey, 3MC – red, 5MC – wine. Important transitions between electronic states
expected from the energetics are schematically represented with yellow arrows.
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Although the above analysis based on TD-DFT potentials delivers an qualitative in-

sight into the potential photophysical decay pathways, it clearly suffers from the fact that

it addresses dynamic transformations within a static representation. Moreover, all transi-

tion probabilities are obtained by considering only the energetics of potential energy curves

along a single vibrational mode, i.e., neglecting the actual magnitude of couplings between

various electronic states. In order to overcome these drawbacks, we performed spin-vibronic

wavepacket quantum dynamics simulations which provide a detailed mechanistic understand-

ing of the photodynamics of [Fe(btbip)2]2+.

Spin-Vibronic Hamiltonian

To investigate the excited state dynamics of [Fe(btbip)2]2+, we constructed a spin-vibronic

model Hamiltonian,22,24,25,48 which, as described previously, includes 4 nuclear DOF and 6

singlet/30 triplet, in overall 36 electronic states. Note that the TD-DFT potential energy

curves along the four applied modes (Figures 2 and S10–S12) suggest that quintet states

(5MC) do not directly contribute to the decay of the MLCT states. This is confirmed by the

negligible population of the 5MC when performing a simulation using the quintet potentials

instead those of the 3MC states as shown in Figure S9. Furthermore, the practically vanishing

(6 cm−1) CASPT2 SOC between the 3MLCT and 5MC states of the related [Fe(bipy)3]2+

complex5 also suggests the low possibility of a 3MLCT→5MC relaxation channel. This is due

to the fact that the orbital occupations between the two states differ by a double excitation

and thus no direct SOC interaction can arise. Consequently, in subsequent simulations and

discussion, we did not include quintet states and focus purely upon the dynamics between

singlet and triplet excited states.

Figure 3 shows the TD-DFT potential energy curves, i.e., excitation energies along the

most important normal modes, as well as their harmonic fit, from which the parameters of

the diabatic vibronic coupling Hamiltonian were determined. The four applied vibrational

modes are the following: ν4 (83 cm−1, a1 (D2d) symmetry), ν11 (112 cm−1, b2 symmetry),
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ν16 (132 cm−1, a1 symmetry), and ν33 (295 cm−1, a1 symmetry) (for the animation of these

modes, see the supplementary MPG files). Figure 3 shows that these normal modes of Fe-

N/Fe-C stretching character are those which either drive nuclear motion (tuning modes: ν4,

ν16, and ν33) or induce various vibronic couplings (coupling mode: ν11) most relevant to the

photodynamics. This can be clearly seen in the horizontal displacement of MC potentials

from the FC region in Figures 3a,c,d as well as in the splitting of those states which are

degenerate at the FC point in Figure 3b. The inclusion of TD-DFT SOC matrix elements

to the VCHAM yields the spin-vibronic Hamiltonian, which was used in the wavepacket

quantum dynamics simulations of [Fe(btbip)2]2+ described below.

The Photorelaxation Mechanism

Figure 4a presents the population dynamics projected into the diabatic electronic states of

1MLCT, 3MLCT, 1MC, and 3MC character obtained by the propagation of the nuclear

wavepacket from the initially excited 1MLCT state. The first mechanistic step clearly

corresponds to dynamics within the MLCT manifold. This involves two processes: i)

1MLCT↔3MLCT ISC proceeded by ii) the decay of MLCT states into MC states, both

occuring on the ultrafast time scale. Exponential fits of the 1MLCT and 3MLCT popula-

tions yield lifetimes of 225 and 548 fs, respectively, which are in good agreement with the

experimental <100 and 300 fs values. However, it is important to point out that these com-

ponents are in fact not resolved in the transient absorption experiment,13 only the combined

process, i.e., the decay of the 1,3MLCT, characterized by the 300 fs kinetic trace. This can

be attributed to the very small energy gap and strong coupling between the S4,S5
1MLCT

and T10
3MLCT states implying a high probability of both being initially excited by the

pump pulse. A rather prominent result of this effect is the appearance of strong oscillations

with a period of 100 fs in the population dynamics of singlet and triplet MLCT states, as

can be seen in Figure 4a. These oscillations are induced by the constant perturbation in

the electronic DOF, often referred to as Rabi oscillations in the case of a two-level system.
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Figure 3: 1D cuts through the TD-DFT potentials of [Fe(btbip)2]2+ along the (a) ν4, (c)
ν16, (d) ν33 tuning modes and the (b) ν11 coupling mode. The points represent TD-DFT
energies along the 4 modes (nuclear displacements are shown in dimensionless mass-frequency
weighted normal coordinates), while the lines correspond to their fit producing the diabatic
VCHAM. The color code illustrates the character of electronic states: 1MLCT – blue, 3MLCT
– green, 1MC – dark grey, 3MC – red.
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In fact, the 100 fs period is in good agreement with the ∼170 fs value obtained from the

Rabi frequency (ΩR) as 1/ΩR = h/
√

∆2
12 + 4V 2

12,49,50 where h is the Planck constant and

∆12, V12 correspond to the 10 meV 1MLCT-3MLCT energy gap and the ∼11 meV absolute

value of SOC, respectively. Therefore, the involved 1MLCT and 3MLCT states can be more

properly described with the 1,3MLCT term. By summing up the relative populations of the

singlet and triplet MLCT components, the inverse phase coherences are destroyed, and the

exponential fit of the 1,3MLCT population shown in Figure 4b yields a lifetime of 350 fs in

excellent agreement with the experimental 300 fs value.

The second mechanistic process reflects the formation and decay of 1MC states, the latter

characterized by a 497 fs time constant, obtained by the exponential fit to its population tail

(Figure 4a). This relaxation step can occur with two mechanisms: either via nonadiabatic

coupling from the 1MLCT (internal conversion) or with SOC from the 3MLCT state (ISC).

In the present case, both channels are operative, as the values of corresponding couplings are

comparable (Tables S4 and S6). The fact that these 1MCs are the primary products of the

MLCT decay indicates, as proposed previously from the quantum chemical calculations, that

the 1MC states are essential for the ultrafast decay of the 1,3MLCT state. This is highlighted

by performing the dynamics with the exclusion of 1MCs, which results in the complete lack of

the population of 3MC states, i.e., the system is trapped in the 1,3MLCT and only oscillates

back and forth between the 1MLCT and 3MLCT components (Figure S8). Therefore, we

report the key involvement of 1MC states in the photorelaxation cascade as intermediates

between 1,3MLCT and 3MC states. Although 1MC states were included in the original ISC

model as intitially excited states of Fe(II) complexes obtained by the pioneering work of A.

Hauser et al.,3 they have been generally ignored in the past two decades.

Further insight of the photorelaxation mechanism can be obtained by the analysis of the

temporal evolution of nuclear wavepacket densities. In Figure 5, we show snapshots of the

diabatic densities in the 3MLCT and 1MC states along modes ν4 and ν11. These results

indicate that the wavepacket in the 3MLCT state during the dynamics remains centered at a

16



Figure 4: Relative diabatic populations of the (a) 1MLCT, 3MLCT, 1MC, 3MC, and (b)
1,3MLCT (i.e., the sum of 1MLCT and 3MLCT populations) electronic states obtained from
the quantum dynamics simulations initialized from the photoexcited 1MLCT state. The
dashed lines represent exponential fits to the corresponding population kinetics.
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region of the excited state potential, which is very close to the FC point and the intersection

of potential energy curves along mode ν4. This and the 1MC wavepacket densities imply

that the 1,3MLCT → 1MC population transfer takes place at the above discussed area of

the excited state potential, i.e., near the minimum energy geometry of MLCT states. The

small MLCT-1MC energy gap at this region leads to a very efficient transition between these

states, which is the key to the ultrafast deactivation of the 1,3MLCT states caused by t-

Bu functionalization. Finally, it is important to point out that while breathing mode ν4

plays a decisive role in the MLCT photodynamics, the antisymmetric stretching mode ν11 is

crucial for the population transfer from the 1MC to 3MC states. This latter statement can

be interpreted by the analysis of singlet and triplet MC potential energy curves, which show

intersections along mode ν11 but not along mode ν4 (Figures 3a and 3b).

Figure 5: Snapshots of the nuclear wavepacket density along modes ν4 and ν11 projected
into the (a) 3MLCT and (b) 1MC diabatic electronic states at 50 fs, 100 fs, 300 fs, and 500
fs time delays after photoexcitation to the 1MLCT state.
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Conclusion

In the present work, we have presented a quantum chemistry and dynamics study to resolve

the mechanism of the light-induced MLCT dynamics of [Fe(btbip)2]2+. The analysis of the

energetics of potential energy curves along the lowest frequency breathing mode (ν4) resulted

in a valuable qualitative mechanistic picture of the photorelaxation. This comprises of an

ultrafast 1MLCT-3MLCT ISC and conversion into the 1MCs, followed by the population of

3MC, and finally 5MC states. With the quantum dynamics simulations, we revealed the

details of the relaxation mechanism. Importantly, we found strong coupling between the

1MLCT and 3MLCT states, resulting in the 1,3MLCT, whose simulated 350 fs excited state

lifetime is in excellent agreement with the experimental value of 300 fs. We have identified

1MCs as intermediates between MLCT and 3MC states. Crucially, the 1,3MLCT → 1MC

population transfer occurs at a region of the excited state potential, where the energy gap

is small making the conversion very efficient.

Supporting Information Available

The following files are available free of charge.

• supportinginfo.pdf: parameters of the applied spin-vibronic Hamiltonian and supple-

mentary results.

• vib4.mpg: animation of normal mode ν4.

• vib11.mpg: animation of normal mode ν11.

• vib16.mpg: animation of normal mode ν16.

• vib33.mpg: animation of normal mode ν33.

This material is available free of charge via the Internet at http://pubs.acs.org/.
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