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ABSTRACT 

We challenge two taken-for-granted assumptions about measurement in positivist research.  The 
first assumption is that measures and measurements are relevant for quantitative, but not qualitative, 
research.  We explain why they apply to both types of research.  The second assumption we challenge is 
that existing measurement practices are unproblematic, even if researchers sometimes vary in how well 
they enact them.  We explain why current norms (both espoused and enacted) are deficient in some 
important ways because they fail to emphasize the fundamental issues of measures and measurements.  
Drawing on symbolic logic, we provide a framework to help positivist researchers to assess efforts in 
measuring and measurement regardless of their quantitative or qualitative orientation.  The framework 
provides more parsimonious and broadly applicable guidance than available to date and suggests the need 
to refocus on measurement fundamentals.         
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INTRODUCTION 

We challenge two assumptions regarding measurement that we believe are taken for granted in 

much positivist research.  First, we believe many researchers assume that measurement is relevant for 

quantitative, but not qualitative, positivist research.  Although some qualitative guidelines discuss 

measurement (Eisenhardt, 1989; Pare, 2004), others do rarely (Yin, 1994) or not at all (Shanks, 2002).  

Measurement guidelines typically exclude qualitative research (Bagozzi, 2011; MacKenzie et al., 2011) or 

state that measurement is inherently quantitative (Michell, 1997).  General descriptions of research (such as 

the page for quantitative research on Wikipedia that contains 17 references to measurement, and the page 

for qualitative research that contains none) reinforce this belief.  Not surprisingly, positivist qualitative 

research studies often exclude reference to measurement at all (Sarker and Lee, 2003) (see our 

Supplementary Appendix for further details).   

The second assumption we challenge is that existing measurement practices are unproblematic.  

One indicator of this assumption has been the long-held acceptance of basic concepts for validating 

measures, such as convergent validity, discriminant validity, nomological validity, and scale reliability.  

Another indicator has been the long-held acceptance and gradual expansion of existing guidelines, e.g., 

from Churchill (1979) to Straub (1989) to Straub et al. (2004) to Mackenzie et al. (2011), essentially 

agreeing upon and expanding upon an accepted script (Grover and Lyytinen, 2015).                    

We argue against the first assumption.  We believe quantitative and qualitative researchers have 

been missing an opportunity to learn from each other, not realizing they both engage in the same practice.  

This insight is also vital for mixed-methods researchers who engage in measurement with both methods but 

have little guidance for doing so.   

We also argue against the second assumption because existing practices, despite their strengths, fail 

to address the full landscape of measurement issues and fail to prioritize their fundamental aspects.  We 

believe that confirmatory quantitative researchers, in particular, are caught in a bind.  Due to the gradual 

accumulation and refinement of existing practices, these researchers face an almost unworkable number of 

tests to comply with.  MacKenzie et al. (2011) summarized best practice with a 10-step process in which 
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several steps had over 10 sub-steps or considerations.  Bagozzi (2011 p. 288) writes: “There are so many 

ways …and so many issues to consider … that we might be apt to throw up our hands in frustration.”  We 

will show that many of the existing practices fail to address the fundamental issues involved.  Rather than 

continuing to expand and refine existing practices, a shift in emphasis is required—a new framework is 

needed that helps researchers to understand the common fundamentals they need to address.  We will show 

there are only a small number of fundamental issues yet the practices that address them are seldom used.         

We direct our arguments towards positivist research.  Because there are many varied definitions of 

positivism, we make our ontology and epistemology explicit.  Ontologically, we commit to the existence of 

an objective reality.  Epistemologically, we commit to the justification of knowledge via logic.  Hofweber  

(2004) writes: Logic [deals] only with the most generally valid forms of reasoning …  It applies no matter 

what one is thinking or reasoning about.”  Thus, it applies to both quantitative and qualitative research.     

We are not aware of any detailed proposals for measurement in quantitative and qualitative IS 

research.  Burton-Jones’s (2009) proposal for minimizing method bias provided an initial step, but we go 

beyond his focus on measurement accuracy to include the quality of measures too.  We will argue that 

measurement practices in IS research, both espoused and enacted, need improvement.  We hope our paper 

will ignite dialog on this issue and help researchers to rethink their practices and undertake the slow, 

ambitious, and programmatic work required to address the fundamental issues.         

DEFINITIONS AND THEIR LOGICAL FOUNDATIONS 

We build our definitions using the following terms: statement variables, statement constants, 

individual variables, and individual constants.  Klenk (1994 p. 110, pp. 196-199) explains the general case 

of what “variable” and “constant” mean.  We incorporate and extend Klenk’s explanation.  Because of the 

unfamiliarity of these terms to some IS researchers, we provide several examples (see Table 1).   

 

Table 1:   Examples of Variables and Constants 

Example  Individual 
variable 

Individual constants  Example  Statement 
variable 

Statement constant 

1  x  3  2  x+y = y+x   3+4 = 4+3 

4  7+1 = 1+7 
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3  Manager  Roy  5  A manager will 
resist new IT 

 

Roy will resist the 
new Oracle 
enterprise software 

Don 

4  New IT  New Oracle 
enterprise software  Don will resist the 

new Microsoft email 
system 

New Microsoft email 
system 

 
Example 1.  Consider the algebraic symbol x.  It is appropriately called a variable because the 

value that it takes can vary.  For instance, “x” can take values, known as constants, such as “3” or “4.”  

Example 2.  Consider the formula x+y=y+x.  It is a statement variable with two individual variables, 

x and y.  It can take values, such as “3+4=4+3” or “7+1=1+7,” each of which is a statement constant.     

Examples 3 and 4.  Consider the term “Manager.”  It is a word rather than a number, but it too can 

be called a variable.  It could take values, such as “Roy” or “Don,” as a constant.  Likewise, the individual 

variable “new IT” might take a value such as “new Oracle enterprise software” as an individual constant.     

Example 5.  Another statement variable is “a manager will resist new IT.”  It contains two 

individual variables, “manager” and “new IT.”  The statement variable “a manager will resist new IT” can 

take a value, or statement constant, such as “Roy will resist the new Oracle enterprise software.”  The 

statement constant contains individual constants, such as “Roy” and “New Oracle enterprise software.” 

We introduce these terms for three reasons.  First, compared to any other set of terms we are 

familiar with, they have the extremely valuable property of not being tied to any single research orientation, 

whether qualitative, quantitative, exploratory, or confirmatory.  Second, they provide very straightforward 

definitions for concepts associated with measurement.  This is important because such concepts are 

notoriously difficult to define (Borsboom, 2009; Lissitz, 2009).  Our definitions follow:     

 To measure is to assign, to a variable, a value or constant.  This could be to assign an individual 

constant to an individual variable or to assign a statement constant to a statement variable.   

 A measurement is the individual constant or statement constant.   

 A measure is the individual variable or statement variable.   

 An empirical referent is the real-world phenomenon that both a variable (as a measure) and a 
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constant (as a measurement) refer to. 

The third reason we introduce these terms is that they allow us to propose a more holistic framework for 

thinking about measurement than currently available.  The most common definition of measurement stems 

from Stevens (1946): the assignment of symbols (such as numbers or words) to objects or events according 

to rules.  Despite its wide applicability, most researchers interpret it narrowly, focusing on the assignment 

of numbers to attributes of an object (Nunnally and Bernstein, 1994 p. 4).  This narrower view reflects only 

the quantitative assignment of an individual constant to an individual variable.  It omits both the possibility 

of assigning qualitative symbols and the possibility of assigning statement constants to statement variables.  

Our definition allows us to offer a more comprehensive measurement framework that allows us to account 

for both qualitative and quantitative research and the measurement of relationships not just constructs. 

We briefly note here that directly assigning a constant to a variable, as in Table 1, is but one means 

by which a variable may acquire a value.  When outlining future research at the end of the paper, we name 

another means, quantification theory. 

SITUATING MEASURES AND MEASUREMENTS IN FOUR CATEGORIES 

 We now show how the concepts defined above can be used to describe measures and 

measurements in IS research.  We start with Table 2, which situates measurement in its larger context. 

 

Table 2:  Situating Measurement in its Larger Context* 

  What is being measured? 

  an empirical referent is being 
measured, such as:  

a) a person’s behavioral intention 
to use a new IT, or  

b) the richness of a piece of 
communication, or  

c) resistance to a new information 
system in an organization 

a relationship between empirical referents (where the 
relationship itself is another empirical referent being 
measured), such as the relationship between:  

a) a person’s behavioral intention to use a new IT and 
the person’s perception of its usefulness, or  

b) the leanness of communication medium and the 
richness of a piece of communication, or  

c) resistance to a new information system and the 
political balance of power in an organization 

What is the 
measure? 

1.  an individual variable 

Examples:  

1a)  The construct referring to a 
person’s behavioral intention to 
use a new IT is operationalized as 

2.  a statement variable 

Examples: 

2a)  The relationship that a person’s behavioral intention 
to use a new IT increases when his or her attitude 
towards the IT increases and when his or her perceived 



5 
 

the measure (individual variable), 
BI.  

1b) The construct referring to the 
richness of a piece of 
communication is operationalized 
as the measure (individual 
variable) communication richness 
level. 

 

1c) The construct referring to an 
organization member’s resistance 
to a new information system is 
operationalized as the measure 
(individual variable) acts of 
resistance. 

usefulness of the IT increases is operationalized in the 
form of a general equation as the measure (statement 
variable): BI=ß0+ß1A+ß2U.   

 

2b) The relationship between communication using lean 
communication media and communication richness is 
operationalized in the textual statement (statement 
variable): communication using a non‐face‐to‐face 
communication medium has a low communication 
richness level.   

 

2c) The relationship between resistance to a new 
information system and the organization’s political 
balance of power is operationalized in the textual 
statement (statement variable): “a new information 
system, which specifies a distribution of 
intraorganizational power embodying a loss to certain 
organizational members, will lead to acts of resistance 
to the new system” 

What is the 
measurement? 

3.  an individual constant 

Examples: 

3a)  A measurement taken of the 
individual variable “BI” is an 
individual constant, such as the 
number 3.2 (resulting from the 
score given by a person on a 
questionnaire). 
 

3b)  A measurement taken of the 
individual variable 
“communication richness level” 
associated with an instance of 
communication is low 
communication richness level 
(resulting from comments made 
by a person participating in a field 
study). 

 

3c)   A measurement taken of the 
individual variable “acts of 
resistance” is the non use of the 
new information system and the 
maintaining of valuable data in 
manual ledger books in Golden 
Triangle Corporation.1   

4.  a statement constant 

Examples:  

4a)  A measurement taken of the statement variable 
“BI=ß0+ß1A+ß2U” is a statement constant, such as the 
fitted equation “BI=2.3+1.4A+2.2U” (resulting from 
applying the general equation to a given population). 
 

4b)  A measurement taken of the statement variable 
“communication using a non‐face‐to‐face 
communication medium has a low communication 
richness level” is a statement constant, such as 
“communication using this email system has a low 
communication richness level” (resulting from 
conversations with research participants in a field study 
of communication in their organization). 

 

4c) A measurement taken of the statement variable “a 
new information system, which specifies a distribution of 
intraorganizational power embodying a loss to certain 
organizational members, will lead to acts of resistance 
to the new system” is a statement constant, such as “the 
new information system at Golden Triangle Corporation, 
which specifies a distribution of intraorganizational 
power embodying a loss to certain of its members, led to 
the non‐use of the new information system and the 
maintaining of valuable data in manual ledger books.” 

* Key:  BI:  Behavioral intention, A: Attitude, U: Usefulness, ß: population parameter. 

                                                            
1 cf. Markus (1983). 
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Using the Technology Acceptance Model (TAM) (Davis et al., 1989), we identify U (a person’s 

perceived usefulness of an IT), A (the same person’s attitude toward the IT), and BI (the same person’s 

behavioral intention to use this IT) as individual variables.  Note that a researcher must make a choice 

about how to operationalize a theoretical construct in the form of an individual variable.  A researcher 

may use one question, or set of questions, while another researcher may use a different question, or set of 

questions (Boudreau et al., 2001 p. 12).  A value that BI takes for a given person, such as 3.2, is an 

individual constant.  This might reflect, for example, the score that a person gives to one or more 

questions about BI on a survey.  We regard 3.2 as a measurement of BI, which we regard as a measure.  

The relation “BI=ß0+ß1A+ß2U” is a statement variable.  When applied to a population through a random 

sample, it can be instantiated as the statement constant, “BI=2.3+1.4A+2.2U.”  In this way, we regard 

the general equation “BI=ß0+ß1A+ß2U” as a measure and we regard the fitted equation 

“BI=2.3+1.4A+2.2U” as a measurement of it. 

We stress three points about Table 2.  The first is the importance of our extending the traditional 

approach of measuring individuals to statements.  Quantitative researchers typically use “measure” and 

“measurement” when referring to constructs and use other terms such as “estimate” to refer to assessments 

of relationships, but because relationships have empirical referents, they deserve and require measuring 

and measurement no less than any other empirical referent.  Our framework provides a way to describe the 

measurement of both constructs and relationships, providing a more complete basis for empirical work. 

The second point is that the concepts in Table 2 are flexible enough to account for various 

approaches to measurement (or “measurement models,” Straub et al. 2004).  Quantitative and qualitative 

researchers often propose constructs with relationships among dimensions, codes, or items (Edwards, 2001; 

Glaser and Strauss, 1967).  For instance, a survey researcher might measure trust with three items, the first 

referring to beliefs about competence, the second to beliefs about benevolence, and the third to beliefs 

about integrity.  Another researcher might consider these beliefs to be sub-concepts (dimensions), and 

measure each one by a single item, or might create multiple items for each one (Gefen et al., 2003; 

MacKenzie et al., 2005 pp. 713-716).  Many terms can be used to describe these different options, such as 
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formative, reflective, latent, superordinate, aggregate, or profile (Edwards, 2001; Goertz, 2006; Law et al., 

1998).  Regardless, all of these options can be described using the concepts we provided.  Each element can 

be viewed as an individual variable, relationships among elements can be stated using statement variables, 

and each variable can be instantiated with a constant.  The variables that a researcher focuses on in a study 

will simply reflect that researcher’s chosen unit of analysis.  Our concepts can apply regardless.     

The third point is straightforward:  individual constants, individual variables, statement variables, 

and statements constants are not limited to quantitative research.  For example, the table shows how they 

can apply to phenomena examined in qualitative research such as “communication richness” (Lee, 1994) 

and “balance of power” and “resistance” (Markus, 1983). 

PRIMARY MEASUREMENT AND MEASURE ISSUES 

The four logical concepts we have discussed so far allow us to propose a way to assess “rigor” in 

measuring and measurement:  by researchers’ justification for their individual constants, individual 

variables, statement variables, and statements constants.  To facilitate such justifications, we now discuss 

the primary issues that researchers must address for each concept.  Table 3 provides a summary.  

Table 3:  Primary Measurement and Measure Issues 

 What is being measured? 

 an empirical referent a relationship among empirical referents 

What is the 
measure? 

I.  an individual variable 

Primary “measure” issue:  

 Does the individual variable reflect the 
theoretical concept? 

II.  a statement variable 

Primary “measure” issue  

 Does the statement variable reflect the 
theoretical relationship? 

What is the 
measurement? 

III.  an individual constant 

Primary “measurement” issue:  

 Does the individual constant reflect the 
empirical referent being theorized as it is 
actually instantiated in the real world? 

IV.  a statement constant 

Primary “measurement” issue:  

 Does the statement constant reflect the 
empirical relationship being theorized as it 
is actually instantiated in the real world?   

 

Primary issue with individual variables  

 The primary issue with an individual variable is how well it reflects (i.e., how well as a “measure” it 
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shares the meaning of) the theoretical concept of interest. 2  This can be assessed by judging the extent to 

which the content expressed in the definition of the theoretical concept—its conceptualization—is shared by 

the content expressed in the concept’s measures—its operationalization.  Cenfetelli (2004) gives an example, 

noting that measures associated with low use of a site may not be valid measure of inhibitors, as these 

concepts mean different things, e.g., few cues for trusting a site need not equate to a reason to distrust it.      

To clarify this primary issue, note that in confirmatory work, researchers start with a theoretical 

concept and then move to its operationalization whereas in exploratory work, researchers start with 

operationalizations (or just data) and then move to theoretical concepts.  Either way, it is desirable for one’s 

operationalizations (e.g., questionnaire items or low-level codes) and one’s theoretical concepts to map to 

each other.  Three failures can occur: (1) overrepresentation: the operationalization reflects the theoretical 

concept plus other unintended phenomena, (2) misrepresentation: the operationalization reflects something 

other than the theoretical concept; and (3) underrepresentation: the operationalization reflects part of the 

theoretical concept but not all of it.  Each problem indicates a lack of “content validity” (Messick, 1989).   

A precondition to achieving shared meaning between an operationalization and theoretical 

concepts is to ensure that the meaning of each one is clear.  The meaning of a concept can be specified by 

outlining the properties associated with the class of things in the world that the concept refers to (Goertz, 

2006; Sartori, 1970).  For instance, the concept perceived ease of use is defined as the extent to which a 

person believes that using a technology will be free of effort (Davis, 1989).  This definition identifies one 

property: “effort-free use.”  However, it is typically measured using items that cover properties ranging 

from ease of use, to flexibility, to clarity of interaction (Davis 1989), which has led some to argue that it 

exhibits operational overrepresentation (Evermann and Tate, 2011; Segars and Grover, 1993).   

Researchers have long sought shared meaning between operationalizations and theoretical concepts:  

 In quantitative research, researchers have created procedures (such as card sorting) to create 

measures with high content validity (Moore and Benbasat, 1991) and have critiqued the content 

                                                            
2 “Shared meaning” can also be defined more broadly to refer to meanings shared among people (e.g., in interpretive 
work, between researchers and participants), but we do not consider such broader definitions in this paper.     
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validity of existing measures and proposed revised ones in their place (Segars and Grover, 1993).  

In quantitative research using archival proxies, researchers have stressed the need to check whether 

archival proxies match theoretical concepts by checking with those who create or use the proxies or 

who understand their interpretation in practice (Ketchen et al., 2012 p. 38; Wennberg, 2005 p. 15).   

 Likewise, in qualitative research, when researchers code interview transcripts, they typically create 

multiple operational codes to reflect types of comments in the transcripts and then relate these 

codes to more abstract concepts in their coding hierarchy (Flick, 2009).  Overrepresentation occurs 

when the operational codes reflect more than just the theoretical concept they are linked to.  

Misrepresentation occurs when the operational codes do not reflect the theoretical concepts they 

are linked to.  Underrepresentation occurs when the operational codes reflect part (but not all) of 

the meaning of the theoretical concept.  To ensure such high-quality coding, qualitative researchers 

often report the steps they took to ensure their coding was complete (i.e., that all relevant segments 

of data were examined) and that codes were applied accurately and consistently (Spiggle, 1994).     

Striving for shared meaning between concepts and measures does not mean striving for an 

isomorphism (perfect correspondence)—the goal of so-called operationalists, long since dropped (Grace, 

2001).  Two phrases—‘surplus meaning’ and ‘hermeneutic leap’—clarify the desired goal.  Quantitative 

researchers use the phrase ‘surplus meaning’ to acknowledge that their constructs contain surplus meaning: 

any set of indicators will fail to reflect a construct completely (Jarvis et al., 2003 p. 202; MacCorquodale 

and Meehl, 1948 p. 104).  Qualitative researchers use ‘surplus meaning’ to acknowledge that the empirical 

world always contains more meaning, because more interpretations are always possible (Van Leeuwen, 

1981 p. 1).  Because of surplus meaning, it is unrealistic to seek an isomorphism between measures and 

theoretical concepts.  Yet, researchers who share the ontological and epistemological assumptions at the 

start of this paper still seek theoretical conceptions that reflect reality.  The interpretive phrase ‘hermeneutic 

leap’ therefore helps.  It suggests that researchers must be willing to leap beyond what is given: “they must 

make the hermeneutic leap from what the text says to what they think it means” (Stock, 1983 p. 522).  This 

applies equally to quantitative researchers who must be willing to create items to reflect a construct, even 
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though they know the items will fail to reflect it exactly, or use archival measures to measure revealed 

preferences even if they know it is a rough proxy.  The leap should just not be too far.  In short, researchers 

who subscribe to the assumptions we stated earlier must seek and try to justify “a close fit” (Easterby-

Smith et al., 2008 pp. 424-425) between their individual variables (measures) and theoretical concepts.   

Primary issue with individual constants 

 The primary issue with an individual constant is how accurately it reflects the particular instantiation 

of the empirical referent being theorized.  That is, is the measurement of the instantiation accurate?  

Zetterberg (1965 p. 122) gave a droll example, noting that 98% of respondents in his survey said their table 

manners were as good at home as when at other peoples’ homes, presumably indicating substantial social 

desirability bias.  To this day, inaccuracies in data collection remain common (Meade and Craig, 2012).  

When considering this issue, it is useful to consider how inaccuracies can arise in primary and 

secondary data.  Primary data is data that would not have been produced except for a research study.  In 

such data, inaccuracies often occur because research methods cause them—the problem of “method bias” 

(Burton-Jones, 2009).  For example, a researcher may interview employees to ask if they will adopt a new 

IT.  Users may say ‘yes,’ even if they plan to resist it, because it is a more socially acceptable answer.       

Secondary data is data that is produced independently of a research study but that a researcher subsequently 

appropriates for his/her purposes.  In such data, method bias can still occur because the researcher may 

have little knowledge of the data’s production and the biases that it contains.  After all, organizational 

records of an event might not reflect what transpired, but what stakeholders wished others to believe (Van 

Maanen and Pentland, 1994).  In both primary and secondary data, even if the original records are accurate, 

method biases can still occur if researchers make errors in interpreting or transforming the data.     

Researchers have long stated the importance of being sensitive to possible inaccuracies in primary 

and secondary data (Webb et al., 2000).  Because qualitative research involves more intensive, rather than 

extensive, observations than does quantitative research, qualitative researchers are often more able than 

quantitative researchers to get close to the context in which data is produced and, thereby, increase the 

likelihood of obtaining accurate data (Becker, 1996).  In contrast, quantitative researchers using secondary 
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data, especially archival proxies, are inherently limited in their ability to check for accuracy.         

A general strategy for researchers to promote accuracy is to (a) understand the process by which 

empirical phenomena are produced and recorded and (b) identify and account for instances in this process 

where inaccuracies occur (Burton-Jones, 2009).   

 In qualitative work, this involves taking steps to understand informants’ language and the context in 

which documents in the field are produced, and behaviors performed (Becker, 1996; Heider, 1988).   

 In quantitative work, this involves taking steps to understand how respondents interpret 

researchers’ language and how secondary data such as records of behavior are produced and, where 

applicable, archived (Karabenick et al., 2007; Webb et al., 2000).  For research using archival 

proxies, in particular, this can require the researcher to investigate the archive itself, e.g., whether it 

is audited and whether its data compares well with other sources (Houston, 2004; Payne et al., 

2003)   

 Finally, in quantitative and qualitative work, this involves researchers understanding (e.g., by self-

appraisal or by checking with other researchers/respondents) how their biases can improperly, or their 

pre-understandings can constructively, influence their interpretations (Reichardt and Rallis, 1994).   

Primary issue with statement variables 

The primary issue with a statement variable is how well it reflects (i.e., how well it shares the 

meaning of) the theorized relationship.  For example, consider the IS Success Model (DeLone and McLean, 

1992).  It theorizes that “There is a significant, positive relationship between Information Quality and User 

Satisfaction” (Petter and McLean, 2009 p. 161).  Sun et al. (2014 p. 191) explain how this relationship 

might be operationalized linearly or non-linearly—the relationship is not specified clearly enough to know.          

Our introduction of the concept of “statement variable” exposes the severity of what we call the 

problem of the linear measure.  Consider the relationship: “a person’s behavioral intention to use a 

technology is related to the person’s perception of the usefulness of the technology.”  A quantitative 

researcher might operationalize this relationship as: BI=ß0+ ß1U, but this is just one possibility.  In the past, 

many researchers have simply assumed linearity.  Once we realize that this is not simply a statistical matter 
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but a matter of constructing a new measure, the need to question this assumption becomes clear.  

Even if we assume that a researcher uses a regression model to operationalize a relationship, he or 

she can still consider the form (linear, curvilinear, or power), direction (positive or negative), coefficients 

(constant and slope), and limits (e.g., continuous or limited to a range of values) (Shoemaker et al., 2004 p. 

59).  In TAM, for instance, the relationship between its variable was originally specified as follows:  

BI is viewed as being jointly determined by the person’s attitude toward using the system 
(A) and perceived usefulness (U), with relative weights estimated by regression: BI= A + 
U [Equation 4].  The A-BI relationship represented in TAM implies that, all else being 
equal, people form intentions to perform behaviors toward which they have positive 
affect.  … The U-BI relationship in equation (4) is based on the idea that, within 
organizational settings, people form intentions toward behaviors they believe will increase 
their job performance…. (Davis et al., 1989 pp. 985-986). 
 

In this quote, we can see that the authors specified the directions of the relationships (i.e., positive) and the 

form but not the coefficients or limits.  We do not imply that every empirical paper should be able to 

specify every element; rather, it should be a goal for a research program over time.      

The rigor with which a relationship is operationalized can be assessed in the same way as noted for 

individual variables:  by assessing the extent to which the content expressed in the conceptualization of the 

relationship is shared by the content expressed in its operationalization.  For instance, a confirmatory 

researcher may propose several theoretical mechanisms for a relationship but may only operationalize one 

(or none) of them (Mathieu et al., 2008), or he or she may specify several boundaries of a theoretical 

relationship but may operationalize them only loosely through a rough set of control variables (Spector and 

Brannick, 2011).  In both cases, the theoretical relationship and the operationalization could fail to share 

meaning.  Shoemaker et al. (2004 pp. 54-56) offer a simple way to assess shared meaning.  For each 

relationship in a theory, they create a multi-column table, with a column defining the constructs in the 

relationship, a column defining the relationship theorized between the constructs, and a column describing 

the operationalized relationship.  A researcher can then examine the correspondence between the columns.       

Researchers can also take steps during theory building and testing to improve the link between the 

conceptualized and operationalized statements of a relationship:  

 In confirmatory work, researchers can conceptualize a theory in such a way at the outset that its 
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implied operational form is clear (Bagozzi, 1984).   

 In exploratory work, one can pursue similar aims working backwards.  For example, using 

TETRAD analysis, researchers can analyze all possible relationships among a set of variables and 

discover the most plausible subset (those that survive refutation) (Im and Wang, 2007).   

 In middle ground approaches, researchers can increase the precision of theoretical and operational 

statements by iterating between concepts and data over time.  For instance, in the grounded theory 

method, Urquhart et al. (2010, p. 367) stresses the need to focus on: “the precise nature of the 

association between constructs” and urges researchers to continue to code and analyse data until 

the relationships are closely tied to the data and the low-level codes associated with them.  

Primary issue with statement constants 

The primary issue with a statement constant is how accurately it reflects (i.e., how accurate a 

“measurement” it is of) the theorized relationship in the actual, particular form in which it is instantiated 

in the real world.  For example, suppose that a researcher operationalizes a relationship with the equation 

y=ß0+ß1x1+ß2 x2.  A statement constant could be y=1.1+2.3x1+0.8x2, resulting from taking a sample of 

data from a population.  Even aside from any errors introduced by the sampling process, the accuracy of 

this measurement could be good or bad, depending on what the true (but unknown) relationship is.   

Ensuring accurate statement constants is a challenge in all empirical research:  

 Qualitative researchers, for instance, can be challenged by mutually conflicting interpretations 

(Heider, 1988) 

 Quantitative researchers, for instance, can be challenged to determine whether it is more accurate 

to include a poor proxy or omit it and thereby introduce bias (Trenkler and Stahlecker, 1996).   

For both quantitative and qualitative researchers, we propose three approaches to verifying the accuracy of 

statement constants:  verifying predictions, processes, or truth.   

The first approach is to test predictions.  We follow the logic that Lee and Hubona (2009 pp. 246-

255) suggest for using prediction intervals.  Consider the statement variable BI=ß0+ß1A+ß2U and the 

constant BI=2.3+1.4A+2.2U that results from applying the equation to a given population.  Researchers can 
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test this prediction by, first, selecting a person who was part of the population studied, but not part of the 

sample from which the equation was estimated, measuring this person’s values for A, U, and BI, and then 

comparing the predicted value of BI for this person with the observed value.  If the observed value falls 

outside a prediction interval, then there is reason to conclude that the statement constant inaccurately 

reflects the true relationships in that population.  Furthermore, the larger the proportion of a group of such 

out-of-sample persons for which this is true, the greater the confidence with which one may draw this 

conclusion.  The same logic can be used in qualitative work.  Consider the statement variable 

“communication using a non-face-to-face communication medium has a low communication richness 

level” and the constant “communication using this email system has a low communication richness level” 

(resulting from interviews with workers in a particular organization).  Researchers can check if their 

interpretations change by sampling another worker in the same organization whom they did not interview 

before, learning how he/she communicates using the system, and determining if the statement constant 

applies equally for this person.  If it does not (for instance, if this person reports a high communication 

richness level), then one may conclude the statement constant is inaccurate, and the larger the proportion of 

a group of such previously uninterviewed persons for which this is true, the greater the confidence with 

which one may draw this conclusion.  In sum, the aim is to actively test predictions and treat failed 

predictions seriously rather than simply assume accuracy, or wave away failed predictions as mere outliers.         

A second approach to verifying accuracy is to try to verify the underlying process that an empirical 

relationship is assumed to reflect.  For instance, TAM researchers typically assume that the relationships 

they estimate reflect real-world processes.  Kim and Malhotra (2005 p. 743) write: “TAM presumes that 

[BI] is formed as a result of conscious decision-making processes.”  Thus, one way to test the accuracy of 

the relationships is to verify the mediating mechanism(s) (Mathieu et al., 2008)—to check if users do 

engage in conscious decision-making processes before forming their usage intentions, or instead, follow a 

different process, e.g., informed by habit or emotion.  This can be checked by using a method that sheds 

light on the process.  Experimental researchers have long used process tracing to check their assumptions 

about the processes that individuals engage in (Todd and Benbasat, 1987).  We are not familiar with any 
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process tracing studies of TAM, but such an approach could be used.  Researchers with a preference for lab 

settings could use functional magnetic resonance imaging (fMRI) to examine if/how individuals engage in 

conscious decision-making processes when forming their intentions to use an IT (Dimoka et al., 2007) and 

researchers with a preference for field settings could use experience sampling methods to learn the 

cognitive and emotional process that lead people to use IT in specific ways (Ortiz de Guinea and Webster, 

2013).       

A third approach that researchers can use to test the accuracy of statement constants is to verify the 

truth of relationships reflected in the data.  Perhaps the most common example of this in IS research is the 

use of robustness checks to ensure that estimates of relationship are as unbiased as possible (Tambe and 

Hitt, 2014).  However, this approach can become even more focused when combined with the second 

approach—when researchers have evidence regarding the underlying process.  For example, assume that a 

lab researcher follows the second approach above by collecting verbal protocols of users’ decision-making 

processes (Ericsson and Simon, 1993).  The accuracy of these protocols depends on subjects telling their 

thoughts truthfully.  The same applies in field studies.  Eisenhardt and Graebner (2007 pp. 29-30) write: “It 

is … crucial to [determine] the … logical link between the constructs …. [This] can be drawn from … an 

informant explaining the logic….”  In such cases, the accuracy of the data depends on whether informants 

tell the truth.  These issues are simply more manifestations of the general problem of method bias and can 

be addressed by understanding where potential biases can arise in data collection and using multiple 

methods to minimize their impact on the researcher’s conclusions (Eisenhardt and Graebner, 2007 p. 28).   

Summary of primary issues 

Figure 1 summarizes our arguments.  It distinguishes between theory, reality, and empirical 

research, where the last of these bridge the first two, much like Campbell’s (1974 p. 449) “trinism…of 

data, theory, and real world.”    Figure 1 does not distinguish between operationalizations and data because 

in confirmatory work, operationalizations and data are always distinguishable.  For example, researchers 

might operationalize a construct by creating questions for a structured interview script.  Responses to these 

questions are considered data.  However, in exploratory work, a researcher may take field notes and use 
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these notes as evidence.   Because the notes are filtered by the researcher’s perceptions and sense-making, 

the line between operationalization and data is blurry.  The researcher may even use an in vivo code to 

operationalize a theoretical concept (Spiggle, 1994), where such a code reflects a research subject’s exact 

words (Strauss, 1987).  At this limit, the distinction between operationalization and data disappears.    

In short, Figure 1 is broad enough to apply to any positivist research, whether confirmatory or 

exploratory, and whether qualitative, quantitative, or mixed methods.  

 

   
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1:  Summary of the Primary Issues with Measures and Measurement 
 

As the figure shows, the primary “measure” issue in empirical research is the extent to which there 

is shared meaning between researchers’ conceptualization and their operationalizations, and the primary 

“measurement” issue is the accuracy of data obtained about the world.3  The criterion of shared meaning 

applies to individual and statement variables, while the criterion of accuracy applies to individual and 

statement constants.  Shared meaning and accuracy are equally important.  When accuracy is high, 

researchers can say that they have measured something successfully, but only when accuracy and shared 

meaning are high can researchers say that they have measured what they theorized, or theorized what they 

measured.  Some pre-existing frameworks for research tend to emphasize accuracy over meaning, or vice 

versa.  For instance, Bhaskar (1979 p. 59) wrote: “…precision in meaning now assumes the place of 

                                                            
3 As we just observed, the distinction between operationalization and data can be blurry in exploratory work.  In fact, 
there could be times in an exploratory study when the distinctions between theory, operationalization, data, and real 
world, are all somewhat blurry.  Nevertheless, the principles proposed here still apply:  measures and measurements 
will improve to the extent researchers are guided by the dual criteria of shared meaning and accuracy.               

Theory Empirical Research Reality being researched 

Conceptualization Operationalizations 
and data 

Real world domain 

Primary measure issue:  

Shared meaning 

- For statement variables 

- For individual variables 

Primary measurement issue:  

Accuracy 

- For statement constants 

- For individual constants 
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accuracy in measurement as the a posteriori arbiter of theory.”  Our framework emphasizes both aspects.   

The issues we have identified are sufficiently general that they can apply to all empirical research, 

irrespective of the type of data (quantitative/qualitative/mixed), one’s research approach (confirmatory, 

exploratory, or mixed), or the type of constructs that one is studying (uni- or multi-dimensional, formative 

or reflective).  They can be considered foundational criteria, therefore, for assessing measures and 

measurements.  The value of general criteria is that they can help researchers who work in any given 

tradition as well as those working across traditions (Mingers, 2001; Venkatesh et al., 2013).  To date, 

general criteria for measurement have not been forthcoming, perhaps because of the vast differences in 

techniques and terminologies across communities.  Our analysis helps to address this problem.   

In prior sections, we noted practices that researchers could use to address the primary issues.  Table 

4 provides a summary, which can serve as a guide for research.  We list the practices in Table 4 at a high 

level of abstraction because each practice can be enacted in different ways.  We recognize that researchers 

know many of these practices, yet the next section shows that they are not necessarily well-understood or 

enacted.    Researchers should be encouraged and rewarded for their creativity in applying them to the 

context of a given study.    

Table 4:  Summary of Recommended Practices for Addressing Primary Issues 

Logical concept  Practices for addressing primary issues  

Shared 

meaning for 

individual 

variables and 

statement 

variables 

 Clearly specify the meaning of each theoretical concept and its operationalization, ensuring that 

the properties of each one are clear (Goertz, 2006).  In the case of individual variables, such 

properties will characterize a particular phenomenon (e.g., properties that reflect ‘ease of use’). 

In the case of statement variables, such properties will characterize relationships among 

phenomena (e.g., properties that reflect how ‘ease of use’ affects ‘intention to use an IT’).         

 Validate the degree to which the meaning of the theoretical concept is shared by the meaning 

of the operationalization.  For individual variables, some validation procedures such as card‐

sorting (Moore and Benbasat 1991) and reviews by expert academic and practitioner panels 

(Ketchen et al. 2012) are well‐known, but more sophisticated approaches exist (e.g., 

Schriesheim et al., 1999).  For statement variables, analogous practices can be used, such as the 

multi‐column table procedure in Shoemaker et al. (2004, pp. 54‐56).  Validation should be 

conducted in the knowledge that surplus meaning cannot be eliminated entirely.      

Accuracy for 

individual 

constants and 

 Understand the process by which empirical phenomena are produced and recorded (in primary 

and secondary data) and identify and account for instances in this process where inaccuracies 

may occur (e.g.., by minimizing method bias) (Burton‐Jones, 2009; Webb et al., 2000).  This 
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statement 

constants 

includes learning how secondary data archives are produced and managed (where applicable) 

and understanding how one’s own biases and pre‐understandings affect one’s measurements.      

 Verify the accuracy of measurements of relationship by verifying predictions (e.g., using 

prediction intervals), verifying processes (e.g., identifying mediators and using process tracing 

techniques), and verifying truth (e.g., by testing for robustness and minimizing method bias).  

 

 

RAMIFICATIONS FOR QUANTITATIVE AND QUALITATIVE RESEARCH 

 Several ramifications flow from our analysis that have implications for empirical research in IS.  

Understanding how errors cascade in empirical work 

The first ramification is the need to understand how problems in accuracy and shared meaning can 

cascade through research.  First, they can accumulate as researchers move horizontally through Figure 1.   

 In confirmatory research, the problems accumulate from the left to the right, i.e., if researchers fail to 

ensure shared meaning between their theoretical constructs and operationalizations, this restricts 

their ability to measure the constructs they theorized.   

 In exploratory research, problems accumulate from the right to the left, i.e., no matter how 

sophisticatedly researchers explore their data, they cannot have faith that their conclusions reflect 

reality unless steps are first taken to ensure the accuracy of their data.   

Second, the problems can also accumulate as research moves from the study of individual constants and 

variables to statement constants and variables, because statements involve relationships among concepts.  

Straub (1989) stressed this point for confirmatory quantitative research.  We emphasize its generality for all 

research.   

Overall, the cascading effect of problems with measures and measurements suggests the need to 

move back and forth between the three realms of Figure 1 over time—checking one’s conceptualizations, 

one’s operationalizations, and one’s understanding of the empirical domain.  Likewise, it suggests the need 

to move back and forth between one’s understanding of constructs and the relationships among them.     

The need for additional measuring 

A second ramification is that researchers need to engage in additional work to improve their 
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measures and measurements, beyond current practice.  This is because many issues we have discussed are 

rarely addressed in IS research.  This problem applies to all four logical concepts we have introduced:  

 Individual variables.  We noted earlier that having shared meaning between a theorized construct 

and operationalized measure is very similar to the notion of “content validity.”  However, Boudreau 

et al. (2001) found that only 23% of articles in their sample verified the content validity of measures.     

 Individual constants.  We discussed earlier the need to minimize method bias to obtain accurate data 

about individual constants.  However, in a review of articles in top IS journals during 1995-2005, 

King et al. (2007) found that only 37% of studies mentioned method bias, let alone addressed it.  In 

our Supplementary Appendix, we provide an updated review (2006-2015), which shows that 

practices have not improved greatly.     

 Statement variables.  We noted earlier how researchers have many choices when operationalizing 

relationships, such as whether the relationships should be linear or nonlinear, but they often fail to 

explicate or justify these choices.  We also observed that most researchers think of content validity as 

something that applies only to constructs, not relationships too.  We also noted the need for grounded 

theory researchers to clearly specify relationships and tie them closely to their data, but according to 

Urquhart et al. (2010), this is what many grounded theory researchers perform least effectively.     

 Statement constants:  IS researchers rarely carry out the three procedures we noted earlier for 

ensuring the accuracy of statement constants, with the exception of the increasing use of robustness 

checks in econometric style research (Tambe and Hitt, 2014).  IS researchers almost never test 

prediction intervals (Lee and Hubona, 2009), and they rarely use alternative methods to verify 

processes or reduce method bias.  Confirmatory, quantitative studies often rely on just one method 

(either purely archival data or purely cross-sectional, questionnaire data) (Burton-Jones, 2009).     

The need to place more focus on fundamental issues 

 A third major ramification is the need to refocus on the fundamental issues of measures and 

measurement.  IS researchers carry out many tasks to justify measures and measurements, but not all 

provide strong evidence for the quality of measures or the accuracy of measurements.  We illustrate this 
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issue by analyzing examples of practices recommended in quantitative and qualitative work.  The common 

lesson is that current guidelines fail to fully address the fundamental issues of measures and measurement.         

An Example from Quantitative Research 

Confirmatory, quantitative researchers have many guidelines for measures and measurement.  In 

this section, we draw on Straub et al. (2004), who provide a particularly exhaustive account of the tasks 

that confirmatory quantitative researchers can carry out to validate measures and measurements.  In Table 

5, we examine each of these elements of validity, focusing on the extent to which they are relevant to 

issues regarding the quality of the measures in a study or the quality of measurements.  

We briefly review the four categories of elements in Table 5.  The first element, content validity, 

refers to the extent to which a researcher’s conceptualization of a construct is reflected in his/her 

operationalization of it.  Because this is a matter of shared meaning, it is of vital importance for the quality of 

measures.  It is not a measurement issue because it bears no relation to the accuracy of the data.  Even from 

the perspective of measures, however, Straub et al. (2004) observed that many researchers had begun to 

consider content validity as not being a critical issue to address.  Like several other methodologists, we 

would suggest that it is critical to address (Lissitz and Samuelson, 2007; Rossiter, 2002).  Like them, we 

suggest that a shift in emphasis is required because content validity is a vital aspect of high quality measures. 

 

Table 5:  Analyzing Common Validation Tasks in Confirmatory, Quantitative Research 

Validity elements 

(from Straub et al. 2004, 

pp. 385‐386)* 

Relevance for the measure issues that we 

outlined (i.e., the extent to which 

conceptualizations and 

operationalizations share meaning) 

Relevance for the measurement 

issues that we outlined (i.e., the 

accuracy of data)  

1. Content validity  High  None 

2. Construct validity  

 Discriminant validity 

 
Low 

 
Moderate 

 Convergent validity  Low  Moderate 

 Nomological validity  Low  Moderate 

 Common method bias  Low  High 

3. Reliability      

 Internal consistency  None  Moderate 

 Inter‐rater reliability  None  Moderate 

 Unidimensional   None  Moderate 
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4. Manipulation validity  None  High 

*  Table 5 excludes some tests rarely used in IS research (factorial validity, concurrent validity, split‐half reliability, 
test‐retest reliability, and equivalent forms), but the pattern in the table would not change by including them. 
  

The second category is construct validity.  As Table 5 shows, we assessed the first three elements of 

construct validity (all except common method bias) in the same way because they all use a similar, 

correlational, logic.  That is, they depend on researchers examining correlations reflected in the loadings of 

measures on constructs (discriminant and convergent validity) or among constructs in a model (nomological 

validity).  The problem with all these criteria is that they involve assessments of correlations rather than 

assessments of the semantics of measures or the truth of data.  Borsboom et al. (2004 p. 1066) remark: “The 

crucial mistake is the view that validity is about correlation.”  A good way of illustrating this problem is to 

bring in the last element of construct validity—common method bias.  If a researcher’s data is affected by 

common method bias, it is quite possible that the other elements of construct validity will appear satisfactory 

because of such bias (e.g., measures will load well and predictions will be confirmed) (Feldman and Lynch, 

1988; Sharma et al., 2009).  The supportive results might provide comfort that something was measured 

accurately (hence the label “moderate” in the right column of Table 5).  But, in and of itself, the supportive 

results cannot provide comfort that a researcher measured the intended constructs and relationships.   

The third category is reliability.  Reliability refers to measurement consistency or precision.  It is 

well known that reliability alone does not imply validity.  For example, a person may consistently 

misunderstand questions in a questionnaire.  For this reason, Table 5 lists reliability as having no relevance 

for the quality of measures.  The relationship between reliability and the accuracy of measurements is 

complex.  Highly consistent responses can be inaccurate measures of the construct of interest, but accurate 

measures of something else (e.g., what the respondent mistakenly thought you were asking about).  

Therefore, consistent and precise responses do not necessarily imply accurate measurements.  For this 

reason, we listed the relevance of reliability as “moderate” in Table 5.   

The fourth category is manipulation validity.  The most common way in which researchers assess it 

is via a manipulation check (Straub et al. 2004).  Because this often involves one or more questions (and, 

hence, measures), adding it to a study does not alter the quality of measures.  Thus, it is listed as having no 



22 
 

relevance for measures in Table 5.  However, we listed it as having high relevance for verifying 

measurement accuracy.  Specifically, it can help researchers reach more accurate conclusions regarding the 

reason for the relationship observed in the data, i.e., whether the relationship was due to the manipulation 

or not (Straub et al. 2004).  In Boudreau’s et al. (2001) review of the literature, however, only 22% of 

studies checked for manipulation validity and Mackenzie et al. (2011) lamented its infrequent use too.       

Overall, our analysis above suggests that although confirmatory, quantitative researchers have 

many ways to assess validity, very few of them actually provide strong evidence regarding the quality of 

measures or measurements.  Although good researchers do not assess the elements of validity in Table 5 

mechanically, or in isolation (Straub et al. 2004), the fact that Table 5 contains very few activities of “high” 

relevance, coupled with the fact that activities that are highly relevant (such as content validity, common 

method bias, and manipulation validity) are addressed infrequently in IS research, leads us to the disarming 

conclusion that guidelines for confirmatory quantitative researchers appear to focus more on ancillary 

issues, rather than the central issues of measures and measurements.  A shift in emphasis is required.   

To clarify the significance of the required shift in emphasis, assume that we are reviewing a 

confirmatory, quantitative paper.   A typical behavioral paper of this genre will justify convergent validity, 

discriminant validity, nomological validity, and reliability.  Such tests do not, however, provide rigorous 

evidence of the quality of measures or measurements.  We would propose that if the paper showed greater 

attention to content validity, method bias, and manipulation validity, more faith could be placed in its 

measures and measurements and, all things being equal, it should have a greater chance of acceptance.   

An Example from Qualitative Research  

The Grounded Theory Method (GTM) is an interesting method to consider because its signature 

claim is that it allows theory to “emerge” from data.  Thus, one might assume that accuracy of data would be 

a key concern, because inaccurate data would lead to the emergence of an invalid theory; yet, GTM’s 

founders downplayed its role:    

 Glaser and Strauss (1967): “[Theory generation] …can be quickly killed by the twin critiques 
of accurate evidence and verified hypotheses (p. 28)…. . accuracy is not as important for 
generating theory …as it is for describing a … social unit or verifying a hypothesis” (p. 189).    
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 Glaser (1978 p. 54): “…the accuracy of the facts is not so ‘crucial’ (as we said over and over 
again in DISCOVERY) ….” 
 

 Glaser and Holton (2004):  “…the conceptual hypotheses of GT [Grounded Theory] do not 
entail the problems of accuracy that plague [other qualitative data analysis methods]” 
 

 Stern (2007): “Both Glaser and Strauss advised their students against paying attention to the 
accuracy of the interview data.” 
 

 Bryant and Charmaz (2007):  “Glaser's stance implies that the researcher does not need to be 
concerned with quality of the data, range of data, amount of data, access to data, or 
accuracy….” 

 
In Table 6, we show five key GTM principles and their relevance for issues of measures and 

measurement.4  While these principles are commonly agreed to in GTM work, there are different GTM 

approaches, sometimes called the Glasserian and Straussian versions.  Neither version emphasizes 

accuracy, but explicit admonitions against accuracy mainly appear in the Glasserian version.  For instance, 

while Corbin and Strauss (2015) do not discuss accuracy in depth, they do occasionally discuss ways to 

improve it, namely, using multiple methods (pp. 37, 51), being sceptical (pp. 99, 146), checking data 

credibility (pp. 41, 199), and controlling biases (pp. 47, 66).  However, they do not discuss differences 

between the Glasserian and Straussian perspectives on accuracy, and we have been unable to find a detailed 

explanation of the issue elsewhere in the GTM literature either.  In this light, we focus on the five 

principles in Table 6 that have widespread emphasis in the GTM literature.  We discuss each one in turn. 

 

Table 6:  Analyzing Principles in Grounded Theory Research 

Grounded theory principles  Relevance for measure issues (i.e., shared 
meaning between conceptualizations and 
operationalizations) 

Relevance for 
measurement issues 
(i.e., accuracy of data) 

1. Theoretical sensitivity and management 
of preconceptions 

High  High 

2. Constant comparison and different slices 
of data 

High  Moderate 

3. Theoretical sampling  High  Not applicable 

4. Iterative, emergent, theoretical coding  High  Not applicable 

                                                            
4 Some researchers might question our examination of GTM in this section because GTM was originally developed 
as a non-positivist approach (Glaser and Strauss 1967, Strauss and Corbin 1994, p. 279).  Nonetheless, GTM has 
evolved since that time and it is widely viewed as being epistemologically neutral and, therefore, appropriate for use 
by positivist, interpretive, critical, and mixed-paradigm research (see Urquhart et al. 2010, p. 361).          
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5. Theory building, saturation, & integration  High  Low to moderate 

Source: (Birks et al., 2013  p. 2‐3; Matavire and Brown, 2013 p. 120; O'Reilly et al., 2012 p. 248; Urquhart et al., 2010 p. 369)    

 

Theoretical sensitivity was described by Glaser and Strauss (1967, p. 46) as follows: 

The sociologist should also be sufficiently theoretically sensitive so that he can 
conceptualize and formulate a theory as it emerges from the data.  Once started, theoretical 
sensitivity is forever in continual development.  It is developed as over many years the 
sociologist …[improves his] ability to have theoretical insight into his area of research, 
combining with an ability to make something of his insights [emphasis in original]. 
 
Theoretical sensitivity is indispensable in the act of coding—the assigning of a group of words to 

a researcher-defined category.  This is what measuring is.  The ability to perform such coding depends on 

the researcher’s familiarity with existing theory and his/her experience in collecting and analyzing data.  

Thus, as Table 6 shows, theoretical sensitivity is highly relevant for measure issues.   

Theoretical sensitivity also implies being sensitive to one’s theoretical or personal preconceptions 

(Birks et al. 2013).  For example, Van Maanen (1979) recalls a study in which he found that police had 

disdain for those who asked for help with family disputes.  He found this hard to comprehend through his 

preferred lens of occupational theories.  Only when he began viewing it differently, in terms of character, 

did it make sense.  He wrote that he had been “blinded by [his] own perceptual screen” (p. 548).  Thus, as 

Table 6 shows, theoretical sensitivity has high relevance for measurement issues too. 

Constant comparison is the process of constantly comparing “instances of data labeled as a 

particular category with other instances of data in the same category” (Urquhart et al., 2010 p. 369) and 

comparing “concept to concept” to ensure that distinctly different instances of data are labeled under 

different categories (Matavire and Brown, 2013 p. 120).  The product of constant comparison is a clear and 

well-justified link between one’s data and one’s theoretical concepts.  Thus, it has high relevance for the 

measure issues we have outlined because it results in very well-justified codes.     

The link between constant comparison and the accuracy of data is less clear.  On one hand, Glaser 

and Strauss downplayed the role of accuracy and they took this line when discussing constant comparison 

(Glaser and Strauss 1967, p. 28):  
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…generation of theory through comparative analysis … assumes … accurate 
descriptions, but only to the extent that the latter are in the service of generation.  
Otherwise they are sure to stifle it.   
 

On the other hand, they argued that constant comparison could improve accuracy, especially when 

comparing different slices of data, where a slice simply refers to a specific type of data that offers a distinct 

view on the phenomena being studied (Glaser and Strauss 1967, p. 223).  They argued (p. 68):       

… when different slices of data are submitted to comparative analysis… biases of 
particular people and methods tend to reconcile themselves as the analyst discovers the 
underlying causes of variation.     
 

Overall, because Glaser and Strauss both highlighted and downplayed the influence of these two principles 

on accuracy, we indicate in Table 6 that the relevance of these principles for accuracy is ‘moderate.’     

Theoretical sampling refers to “the need to understand the nature and dimensions of emerging 

conceptualizations …by sampling data in a way that varies a particular set of dimensions….” (Birks et al., 

2013 p. 3).  Theoretical sampling supports constant comparison because if a researcher observes data that 

does not fit an existing category, he/she is motivated to collect more of such data, create codes to reflect it, 

and engage in further rounds of constant comparison to refine the codes.  Because theoretical sampling 

ensures that codes are well-grounded in data, it has high relevance for measure issues, but not for 

measurement accuracy.  Glaser and Strauss (1967, p. 30) wrote: “Since accurate evidence is not so crucial 

for generating theory, the kind of evidence, as well as the number of cases, is also not so crucial.”     

Iterative, emergent, and theoretical coding refers to the ongoing process through which researchers 

“identify the properties, dimensions, and boundaries” of categories (O'Reilly et al., 2012 p. 251) and then 

increase the abstraction level by relating “categories to each other” and scaling up “higher-level categories 

into broader themes” (Urquhart et al., 2010 p. 369).  This process can be thought of as an extension of 

constant comparison, focusing on the development of the emerging theory.  Theoretical sampling also 

supports this process because as researchers develop higher-level categories and relationships, they should 

constantly check whether additional data are required to support the new claims (Birks et al., 2013 p. 3).   

Because this principle requires researchers to ensure that they have well-refined and justified codes 

and relationships among them, it is highly relevant for measure issues, for both individual variables and 
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statement variables.  However, the principle is silent on measurement accuracy—that is, it applies to issues 

of measures but not issues of measurement (per Table 4).  Even so, while it is highly relevant for measure 

issues, it is often enacted poorly in practice; researchers often justify their categories (the individual 

variables), but not the relationships among them (the statement variables) (Urquhart et al., 2010 p. 370).   

Theory building, saturation, and integration, the final GTM principle, involves researchers’ 

articulation of their final grounded theory.  The theory is considered saturated if “subsequent data incidents 

that are examined provide no new information, either in terms of refining the category or of its properties, 

or of its relationships to other categories” (Locke, 2001 p. 254).  Saturation can only be met if one has 

followed the principles of constant comparison, theoretical sampling, and iterative theoretical coding.  

Thus, just as with those principles, this principle has high relevance for measure issues.  However, because 

it focuses on refining and substantiating the final theory, rather than the accuracy of the data that the theory 

is based on, Table 6 shows that it has little relevance for issues of measurement.  The only exception is the 

principle of integration.  Glaser and Strauss (1967) argued that it “tends to correct inaccuracies of … data” 

(p. 223).  Their rationale was that  “If the index …is consistently related to a whole series of variables that, 

when put together, yield an integrated theory—this is … a more trustworthy validation … than the standard 

method of … showing that [the index measures]… what it is supposed to measure” (pp. 191-192).  This is 

reminiscent of the view once held in the quantitative literature that construct validity is not so much a 

question of whether  “one measures what one intends to measure … [but] whether the empirical relations 

… match [expected] theoretical relations” (Borsboom et al., 2004 p. 1061).  In the quantitative literature, 

this is not considered strong evidence anymore because a researcher can obtain an integrated set of findings 

that is false (Borsboom et al., 2009; Borsboom et al., 2004).  Thus, while we agree on the value of 

integration for issues of measures, its relevance for issues of measurement in Table 6 is low to moderate.5 

Overall, our analysis shows that the GTM—especially the Glasserian version—stresses the quality 

of one’s measures but not the accuracy of measurements.  It offers three techniques for improving 

                                                            
5 As one of our reviewers noted, we should re-emphasize that these arguments presume a commitment to the 
existence of an objective reality.  The arguments would differ if GTM is used under strong interpretive assumptions.    



27 
 

accuracy: managing preconceptions, continually comparing different slices of data, and checking on pieces 

of data that do not fit the emerging, integrated account.  Although these techniques can help improve 

measurement accuracy, the GTM founders argued against worrying about accuracy too much.  This 

distinguishes GTM from many other qualitative methods, such as ethnography (Becker, 1996 p. 58; Van 

Maanen, 1979 p. 544) and the case study method (Lofland et al., 2006 p. 90; Yin, 1994 p. 81).     

Glaser and Strauss (1967) gave two reasons for not worrying about accuracy:  (1) focusing on 

accuracy can stifle “the creative energies required for discovering theory” (pp. 7; 28), and (2) “it is easier, 

faster, and considerably more economical to use [a] crude index” (p. 191).  Glaser and Strauss did not 

justify either claim, but neither one is clear.  Much like the quote that ‘truth is stranger than fiction,’ getting 

more accurate data could spark creativity by generating surprises.  Likewise, it could be much more 

economical to develop an accurate theory because misguided theories can be costly.  We do not make these 

arguments to critique GTM but to strengthen it.  We believe there is an opportunity for a shift in emphasis 

in the GTM literature—to improve it by accounting for issues of both measures and measurement.    

Summary of Ramifications and the Limitations of our Proposal 

In summary, our work stresses researchers’ need to:  (1) be mindful of how errors with measures 

and measurements cascade through the research process; (2) engage in additional work to improve their 

measurement efforts, beyond current practices; and (3) focus on the fundamental issues of measures and 

measurement and recognize the extent to which current best-practice guidelines fail to address them.   

Rather than seek to advance new techniques, the main theme of this essay has been the need to 

rethink and reemphasize fundamentals.  Our definitions, framework, and analysis are new, and go beyond 

past work, but some of the practices we discussed for improving measures and measurement are not new; 

they are just rarely practiced.  The value in our work lies not in the development of a new technique, but in 

revealing the full landscape of measurement issues that researchers must address, which is much broader 

than recognized in past work, and in offering a parsimonious account of the primary issues to be addressed 

in this landscape, irrespective of one’s quantitative, qualitative, or mixed-methods orientation.   

The prior sections showed that current practices—both enacted and recommended—inadequately 
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address the fundamental issues of measures and measurement.  There are only a small set of fundamental 

issues, but the practices that address them are too often overlooked.6  A shift in emphasis is required.  We 

believe the time is ripe for such a shift, given the problems we noted at the outset—the rapidly expanding 

number of principles that quantitative researchers must keep up with and the heterogeneous principles that 

mixed-methods researchers must handle.  The point of our paper is not to add more principles and practices 

to the litany of existing ones, compounding the problem noted at the outset.  Rather, our aim is to enable 

researchers to concentrate on and address the fundamental issues involved, irrespective of one’s qualitative 

or quantitative orientation, and to enable reviewers to recognize and reward those who do.   

The limitations of our work should also be noted.  We offered a high-level guide, but not detailed 

instructions.  For instance, we stressed the goal of shared meaning, but not how to implement it in, say, 

interval scales.  Likewise, we did not discuss how to apply these ideas in particular research designs, such 

as in longitudinal or process-type studies in which shared meaning and accuracy may vary over time.  We 

also provided detailed treatments of only some types of research.  For instance, it would be useful to apply 

the insights offered here to other types of qualitative research beyond GTM (e.g., positivist case studies) 

and also examine if the ideas can be extended to interpretive research.  A full treatment would also examine 

tradeoffs and constraints, e.g., how to allocate effort between theorizing, measuring, and topical relevance, 

and how to tradeoff measurement accuracy with speed or cost. 

 Finally, a limitation in our use of symbolic logic is that our paper reflects just a first step, as “the 

substitution of individual constants for individual variables is not the only way that propositions can be 

obtained from propositional functions…. [They] may also be obtained by the process called generalization 

or quantification” (Copi, 1986 p. 343).  Having shown the value of using variables and constants in this 

paper, an appropriate next step in the use of symbolic logic would be to apply the lessons of quantification 

theory (which, despite its name, deals with qualitative logic) to measures and measurement too.        

CONCLUSIONS 

                                                            
6 We are not saying that they are always overlooked.  Some exemplar studies do address these issues very well, while 
other studies do not (see our Supplementary Appendix for examples).       
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Empirical research requires measures and measurements, but researchers do not have good 

definitions of measures and measurement, nor do they have clear agreement about how best to engage in or 

assess these activities (Lissitz, 2009).  Our essay has contributed by defining these activities, clarifying 

their scope, identifying the primary issues that researchers should consider when engaging in them, and 

assessing how rigorously they are addressed in current practice, and in best-practice guidelines.      

We addressed our topic in a general manner that can apply to quantitative, qualitative, and mixed-

methods research alike.  By taking this approach, we hope that our essay can provide a platform for shared 

discourse among researchers in our field.  We hope this will help researchers to improve their measures 

and measurements, recognize the slow, ambitious, and programmatic work required to do so, and foster 

mutual appreciation of the common challenges that researchers face when they engage in empirical work. 
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