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Predicting Perceptual Decision Biases from Early Brain
Activity
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Perceptual decision making is believed to be driven by the accumulation of sensory evidence following stimulus encoding. More contro-
versially, some studies report that neural activity preceding the stimulus also affects the decision process. We used a multivariate pattern
classification approach for the analysis of the human electroencephalogram (EEG) to decode choice outcomes in a perceptual decision
task from spatially and temporally distributed patterns of brain signals. When stimuli provided discriminative information, choice
outcomes were predicted by neural activity following stimulus encoding; when stimuli provided no discriminative information, choice
outcomes were predicted by neural activity preceding the stimulus. Moreover, in the absence of discriminative information, the recent
choice history primed the choices on subsequent trials. A diffusion model fitted to the choice probabilities and response time distribu-
tions showed that the starting point of the evidence accumulation process was shifted toward the previous choice, consistent with the
hypothesis that choice priming biases the accumulation process toward a decision boundary. This bias is reflected in prestimulus brain
activity, which, in turn, becomes predictive of future decisions. Our results provide a model of how non-stimulus-driven decision making

in humans could be accomplished on a neural level.

Introduction

Recent studies have shown that choice outcomes can be predicted
from brain activity before an overt response being made (Das et
al., 2010; Bode et al., 2012). One controversial finding has been
the existence of choice-related brain activity before the presenta-
tion of decision-relevant stimuli (Hesselmann et al., 2008a,b,
2010). To date, there has been no satisfactory explanation for the
functional role of this early activity within a formal model of
decision making.

Although the role of prestimulus neural activity is unclear,
there is evidence that it can bias perceptual decision making.
Several studies have linked increased prestimulus activity to im-
proved perceptual decision performance (Supér et al., 2003; Boly
et al., 2007; Scholvinck et al., 2012). One possibility is that coin-
cidentally increased activity levels increase attention to the fol-
lowing stimulus, which then improves accuracy (Hesselmann et
al,, 2010). Alternatively, evidence accumulation models of per-
ceptual decision making, like the diffusion model (Ratcliff, 1978;
Smith and Ratcliff, 2004), might attribute trial-by-trial differ-
ences in prestimulus activity to differences in the starting point
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for the accumulation of stimulus information toward a specific
decision boundary. For low stimulus quality, when the rate of
evidence accumulation is low, biasing the starting point of the
process toward one particular boundary increases the likelihood
of reaching that boundary and triggering the associated response.
Any prestimulus activity related to starting point biases should
therefore be highly predictive of the decision outcome.

Furthermore, it is unclear whether prestimulus choice-related
activity is due to random noise (Deco and Romo, 2008; Rolls and
Deco, 2011) or whether it has a systematic source. One possibility
is that the sequence of preceding choices biases decision out-
comes, as suggested by the sequential effects response time (RT)
literature (Luce, 1986). For example, basic choice priming might
underlie prestimulus activity in a series of perceptual decisions
about ambiguous sensory stimuli (Hesselmann et al., 2008a) or
stimuli at perceptual threshold (Hesselmann et al., 2008b; Bode
etal., 2012).

We used a perceptual decision paradigm in which participants
were presented with static, noise-masked images of pianos and
chairs (Bode et al., 2012) under four discriminability conditions.
On additional, randomly interspersed trials, a briefly presented
and strongly masked noise image, which contained no discrimi-
native information whatsoever, was shown. Participants were un-
aware of the inclusion of these pure noise trials and continued to
make object category decisions. We recorded 63-channel electro-
encephalography (EEG) and performed multivariate pattern
classification analyses on the data (Haynes and Rees, 2006; Phili-
astides and Sajda, 2006; Pereira et al., 2009; Das et al., 2010;
Blankertz et al., 2011). This allowed us to decode the decision
outcomes directly from brain activity in successive time steps
throughout the trial. We hypothesized that when stimuli contain
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Figure 1.  Experimental paradigm and methodology. A, Paradigm. A scrambled premask

was presented at —100 ms. At time point 0 ms the target image was presented, followed by a
scrambled postmask. In each of the five runs, 24 piano images and 24 chairimages as well as 48
pure noise images (16 ms only) were shown in each discriminability condition. Participants
were asked to choose the category of the presented image (piano or chair). Response mapping
screens were pseudo-randomized. B, Multivariate pattern classification. For spatial decoding,
data from all 63 head electrodes for each time step within a given trial were averaged within a
time window of 80 ms, resulting in two 63-dimensional spatial vectors (chairs, pianos) per time
step and per trial. A linear support vector machine classifier was used for classification of each
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discriminative information (pianos or chairs) poststimulus time
windows (~300 ms; Philiastides and Sajda, 2006) should be pre-
dictive for choices. When stimuli do not contain discriminative
information (pure noise) we further hypothesized that prestimu-
lus activity would be predictive of choices as this activity may
reflect the starting point for the accumulation of evidence.

Materials and Methods

Participants. Twenty-four right-handed, healthy participants with nor-
mal or corrected-to-normal visual acuity gave written informed consent
and participated in the study. The experiment was approved by the ethics
committee of the German Psychological Society (DGPs) and was con-
ducted according to the Declaration of Helsinki. Two participants who
had exceptionally low detection rates and three participants who were
strongly biased toward one category in the pure noise condition were
excluded. One additional participant’s data was unusable due to techni-
cal problems with data recording. The remaining 18 participants’ (10
female and 8 male, mean age 25.3 years, range 20—32) data were used in
the analyses.

Stimuli. The stimuli were 24 pictures of pianos and 24 pictures of
chairs. These were created from freely available pictures from the inter-
net, showing objects in different natural backgrounds. All pictures were
transformed into gray-scale (400 X 400 pixels) and presented on a gray
background (Bode et al., 2012). Two scrambled masks (premask and
postmask) were constructed by dividing every target image into 10 X 10
squares (40 X 40 pixels). Each mask consisted of 100 randomly reorga-
nized squares (400 X 400 pixels), which did not contain any identifiable
parts of objects. A neutral stimulus was created for the pure noise condi-
tion. For this, one of the masks was Fourier transformed and its phase
map was scrambled by adding a random value of +/—1.75*1I to each
phase angle. It was then transformed back to an image and contrast-
normalized (Bode et al., 2012). For each noise trial, the same image was
used to avoid biases due to random variations in similarity to one or the
other object category.

Experimental paradigm. On each trial, participants were presented
with a masked image (either an object or pure noise) and made a choice
about its category, i.e., between piano and chair. Stimuli were presented
at four discriminability levels by varying the ratio of target image dura-
tion (66.67, 50.00, 33.33, 16.67 ms) and postmask duration (500 ms
minus target image duration). The experiment consisted of five indepen-
dent runs (or experimental blocks) in which all 24 object images from
each category were shown in each discriminability condition. A 100 ms
premask preceded the image and served both as an attentional cue for the
target as well as a neutral baseline period for the analyses (Fig. 1A). A fifth
condition, of 48 trials, was also included, which resembled the shortest
object presentation, but in which the pure noise stimulus was shown.
Participants were not aware of the nature of these trials and made choices
between pianos and chairs. The trial sequence was randomized individ-
ually for each run and each participant. Five hundred milliseconds after
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time step (20 ms moving time-steps) separately. The temporal classification analysis was iden-
tical but used all 40 data points within the 80 ms time window as features for separate analyses
for each channel. €, The diffusion model decomposes observed response time into time required
to make a decision, and time related to nondecision components of processing. The first choice
boundary reached by the diffusion process determines the overt response. The time taken to
reach the choice boundary determines the decision time. Accumulation of perceptual evidence
for one or the other alternatives begins at z. The distance between the absorbing boundaries
reflects criterion setting. Evidence accumulation is assumed to be inherently noisy. The mean
rate of evidence accumulation on a given trial is determined by the drift of the diffusion process.
Driftis assumed to be normally distributed across trials with mean v and standard deviation 7.
The starting point of the evidence accumulation process is assumed to vary according to a
uniform distribution centered atz, with rangess,. Two example evidence accumulation paths are
shown. The difference in the starting points of the pathways is due to between-trial starting
point variability. The highly irregular paths are due to within-trial noise in the accumulation
process. The top part of the figure summarizes the nondecision components of overall RT.
Non-decision time is modeled as a uniform distribution centered at T, with range s,.
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stimulus presentation, the postmask was replaced by a response mapping
screen (1500 ms), which displayed the letters “P” (piano) and “C” (chair)
on the left and right side of the fixation cross. The response mapping was
randomized from trial to trial, thereby decorrelating motor responses
from category choices and ensuring that motor preparation could not be
initiated beforehand. Participants responded with the left or right index
finger, ensuring bilateral and balanced motor activation. The next trial
started after a randomized delay of 700, 950, or 1200 ms. Stimuli were
shown on a 17" VGA monitor at a 60 Hz refresh rate. Stimulus presenta-
tion and response recording were controlled by the Cogent2000 1.29
toolbox for MATLAB 7.11 (The MathWorks).

Data recording, preprocessing, and ERP analysis. The EEG was recorded
from 63 scalp electrode sites (Fp1, Fp2, F7, F3, Fz, F4, F8, FC5, FC1, FC2,
FCe, T7, C3, Cz, C4, T8, FPz, CP5, CP1, CP2, CP6, PO9, P7, P3, Pz, P4, P8,
FCz, O1, Oz, O,, AF7, AF3, AF4, AF8, F5, F1, F2, F6, TP9, FT7, FC3, FC4,
FT8,TP10, C5,1Z,PO10, Co, TP7, CP3, CPz, CP4, TPS, P5, P1, P2, P6, PO7,
PO3, POz, PO4,PO8). The active Ag/AgCl electrodes (actiCAP, Brain Prod-
ucts) were referenced against the right mastoid. The vertical electro-
oculogram (VEOG) was recorded from an electrode infraorbital to the
left eye. The EEG was continuously recorded at a sampling rate of 500 Hz
using BrainAmp DC (Brain Products). An on-line bandpass filter
(DC-70 Hz) was employed for all channels. The EEG was analyzed off-
line with epochs ranging from 100 ms before stimulus onset until 1500
ms afterward. A baseline period of 100 ms before the trial onset was used.
All data were screened for technical artifacts (500 wV), then the influ-
ences of eye movements were eliminated by applying the ocular correc-
tion algorithm (Gratton et al., 1983), and a second artifact screening was
performed in which contaminated trials with max/min amplitudes ex-
ceeding =100 wV were rejected. An off-line, phase shift-free Butterworth
low-pass filter (10 Hz, 12 dB/Oct) was applied. The filter had no effect on
the latency of the amplitudes and did not lead to temporal distortions.
Then, a current source density (CSD) analysis of the event-related po-
tential (ERP) was performed for each of the 63 electrode sites and the
grand average of the ERP waveforms was computed separately for each
discriminability condition. The CSD signals were computed for each
electrode site by taking the second derivative of the distribution of the
voltage over the scalp. The CSD analysis accounted for the curvature of
the head using a spline algorithm (Perrin et al., 1987, 1989; Pernier et al.,
1988). This made the signal independent of the location of the reference
electrode as different reference locations can affect the ERP signal differ-
entially (Luck, 2005), but not the CSD signals. The CSD analysis also
served as a spatial filter that decreased the blur distortion caused by skull
resistance (Katznelson, 1981) and reduced the effect of adjacent currents
on the local recordings by emphasizing shallow neural generators. Both
the higher topographical accuracy of the CSD signals (Gevins, 1989) and
the resulting reduction of redundancies in the signals from adjacent elec-
trode sites increased the accuracy of the pattern classification analysis.
Others have shown that the combination of CSD analysis and support
vector machine (SVM) classifiers is one of the most effective approaches
compared with alternative combinations of filtering and classification
methods (Bai et al., 2007).

Multivariate pattern classification. After preprocessing and transfor-
mation into CSD datasets, multivariate pattern classification analyses
were performed (Philiastides and Sajda, 2006; Philiastides et al., 2006;
Dasetal., 2010; Blankertz et al., 2011). First, data from intact trials for all
63 electrodes were sorted into conditions, according to stimulus category
or the participant’s choice. Because single trial data are inevitably noisy
and noise decreases classification performance, signals time-locked to
the premask from piano trials and chair trials were averaged individually
for each participant within each run and each discriminability condition.
As in classical ERP analysis, this procedure reduced the effects of noise
from single-trial ERPs and thus provided a better estimate of the under-
lying activity patterns. The decoding analysis was then performed on the
run averaged ERPs. Discussions of single-trial decoding analysis and
other approaches to filtering and reduction of dimensionality can be
found in the studies by Bai et al. (2007) and Blankertz et al. (2011). For
each run, the number of trials in the condition with the smallest number
of trials after artifact removal was used for both conditions. For runs
without artifacts and with completely balanced choices, the averages
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would be based on 24 trials per choice option (24 objects from each
category were shown in each discriminability condition and the noise
image was shown 48 times in the pure-noise condition). This procedure
ensured that run-averaged pattern estimates were always based on ex-
actly the same number of trials per condition, thereby avoiding any
sample-size biases in the quality of the pattern estimates for the two
choices.

The spatial decoding analysis used the spatial configuration of signals
across the scalp at a given time point. Signals were averaged within an 80
ms time window for each channel (40 data points) beginning with the
onset of the premask. This resulted in two vectors (one for each category)
with each channel contributing one data point. A linear SVM classifier
with a fixed regulation parameter C = 1 was trained on the vectors for
both conditions from four of the five independent experimental runs
using LIBSVM (Changand Lin, 2011). Linear classifiers have been shown
to perform extremely well for brain data (Philiastides and Sajda, 2006;
Philiastides et al., 2006; Das et al., 2010; Bode et al., 2012; Blankertz et al.,
2011). The classifier estimated a decision boundary, which was then used
to classify the vectors from the remaining fifth run (Fig. 1B). Subse-
quently, the classification procedure was repeated with the vectors from
each experimental run serving as test data and the remaining four runs
serving as training data. The decoding accuracy was calculated as the
average accuracy after fivefold cross-validation and assigned to the onset
of the respective time window. The time window was then shifted by 20
ms and the procedure was repeated. The time course of spatial decoding
accuracies was calculated separately for each discriminability condition
for both stimuli and choices. Finally, we computed the average accuracy
for five consecutive time windows to obtain average accuracy values for
time intervals of 100 ms from — 100 to 0 ms (stimulus onset), 0 to 100 ms,
100 to 200 ms, and 300 to 400 ms. ¢ tests were applied to independently
test for stimulus encoding as well as for choice encoding in each of these
four windows. We expected objects and choices for highly discriminative
objects to be encoded in the later time windows only, given that sufficient
discriminative information was available. We further tested whether the
earliest time window (—100 to 0 ms) encoded choices for the pure noise
condition. Decoding accuracies were tested against chance level (50% for
a binary choice). To maximize power, we did not use ¢ tests for single
time-bins with a family-wise corrected a-level, as this is not common
practice in ERP research because it reduces statistical power. Such tests
require the data points to be statistically independent, which is not true
for ERP analyses and for our ERP-based decoding. Because we had clear
a priori hypotheses about whether information encoding should be
found before or after stimulus presentation, we were able to reduce the
chance of a Type-I error by limiting the number of data comparisons to
100 ms epochs before and after the stimulus presentation using an un-
corrected a = 0.05. The ERPs and the decoding accuracies, which were
based on the ERPs, were distributed in a very regular way (see Results).
This pattern of results provides strong evidence that our findings are
unlikely to have been due to Type-I error; such errors arise from repeated
random sampling of the same population and so should be distributed
randomly through the data. Additionally, a permutation test was applied
for which the results were tested against a distribution obtained from
randomly assigning the labels to the training data, individually shuffled
for each training set. This procedure yields a distribution of accuracies
under the null hypothesis for the identical classification procedure that is
stricter than the test against baseline (Pereira et al., 2009). For further
validation, we also conducted single-trial decoding analyses for relevant
time windows. For this, 90% of all trials were randomly drawn and used
as training data. The classifier then predicted the omitted 10% of trials.
This was followed by a tenfold cross-validation for which each 10% set of
trials was used for testing after training on the remaining data. The pro-
cedure was repeated 10 times, each time with newly drawn sets of data, to
avoid selection biases. All 100 analyses were averaged for each time point,
and then for 100 ms time windows, identical to the run average analysis.

The temporal decoding analysis used vectors containing all 40 data
points within an 80 ms window at each electrode, thus resulting in 63
separate analyses for each time window (Fig. 1 B). Otherwise, the analysis
was identical to spatial decoding. Average decoding accuracy after cross-
validation was again analyzed for each time window, shifted by time steps
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of 20 ms. This approach allowed us to test
which channels carried maximal information
at particular chosen times. This procedure
complemented the spatial decoding analysis
and provided a more direct way to test for the
spatial distribution of information across time
compared with, for example, feature weight
maps. As this procedure did not involve the spa-
tial distribution of information across the scalp, it
provided an independent test of information en-
coding at single electrode sites, maintaining the
independence of the temporal and spatial decod-
ing analyses (for a different approach see
Blankertz et al., 2011).

Diffusion model analysis. The diffusion
model (Ratcliff, 1978; Smith and Ratcliff, 2004;
Ratcliff and McKoon, 2008) was fitted to the
group averaged choice probabilities and RT
distributions for correct responses and errors
(Fig. 1C). The RT distributions were summa-
rized by their 0.1, 0.3, 0.5, 0.7, and 0.9 quan-
tiles. These were averaged across participants
for the two choice alternatives and used to
group the RT data into six bins. The data to be
accounted for comprised nine pairs of piano—
chair RT distributions and their associated
choice probabilities (each distribution pair had
11 df, giving 99 df overall). Separate drift rate
parameters were estimated for each level of dis-
criminability, and for each stimulus type, al-
though the model still fitted well when drift
rates were constrained to be of equal magni-
tude for pianos and chairs. Diffusion model
parameters (Tuerlinckx, 2004; Ratcliff and
Tuerlinckx, 2002) were estimated by mini-
mizing a likelihood ratio statistic ( G?) where,
as follows:

9 12

G* = 22 n; Epii log<%>. (1)
_ ij

i=1 =1

In Equation 1, the summation over j runs over
the 12 piano-chair joint RT distributions. The
summation over i runs over the nine stimulus
conditions defined by the factorial combina-
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of choosing piano (p) or chair (c) on a pure noise trial as a
function of choices made on two consecutive noise trials. Prim-
ing effects were significant and even stronger if the same
choice had been made on the preceding two trials. D, Repeti-
tion trials were faster than alternation trials. E, Diffusion
model fit. The correct and error response time quantiles (black
symbols) for each discriminability condition for both chair and
piano stimuli are plotted together with predictions of the dif-
fusion model (open circles/gray lines). In each panel, the re-
sponse time quantiles for each discriminability condition are
plotted (y-axis) as a function of choice probability (x-axis). The
noise condition is redundantly plotted in each panel. F, Diffu-
sion model fit for biased starting point model. Trials are col-
lapsed across piano and chair decisions and sorted with respect
to the choice from the previous trial. The correct and error re-
sponse time quantiles (black symbols) for each discriminabil-
ity condition are plotted together with predictions of the
diffusion model (open circles/gray lines). In each panel, the
response time quantiles for each discriminability condition are
plotted (y-axis) as a function of choice probability (x-axis).



12492 - ). Neurosci., September 5, 2012 - 32(36):12488 —12498

tion of the two stimulus types (pianos and chairs) presented at four
discriminability levels, plus the pure noise condition (which had only one
discriminability level). The number of experimental trials in each condi-
tion is given by n;, which was set to 120 (the total number of piano, chair,
and noise stimuli presented in each discriminability condition), p;; is the
observed proportion of responses in bin j in condition , and m; is the
proportion of responses predicted by the diffusion model. We chose to fit
the model to the quantile-averaged group data because it was impractical
to run sufficient trials to allow fits to individual participant data. Ratcliff
and colleagues have repeatedly shown that model parameters estimated
from quantile-averaged data correspond fairly closely to the averages of
parameters estimated from individual participants. There is no evidence
that quantile averaging introduces artifacts into the estimation process.
Further discussion, including references, can be found in Smith and
Ratcliff (2009).

Diffusion model analysis of sequence effects in choice. The standard dif-
fusion model described above (by default) assumes starting point vari-
ability to be random, not systematic. To directly investigate the effect of
previous choices on decision processes, we partitioned the data on the
basis of whether the previous response was the same or different as the
previous response. Because partitioning the data resulted in very few
error responses in the high discriminability conditions, we collapsed
across piano and chair stimuli, and refitted the diffusion model to the
partitioned data. When organized in this way, the data are interpreted in
terms of correct and error responses (rather than piano and chair re-
sponses), so we omitted the pure noise data from this analysis. If the
previous choice systematically affects decision processes by biasing the
starting point of evidence accumulation, it follows that a model with a
biased starting point should provide a better fit to the data than an
unbiased model. We freely estimated a starting point bias parameter
from the partitioned data, which represents the extent to which evidence
accumulation is shifted away from an unbiased starting point to a start-
ing point favoring one of the choice alternatives.

Results

Behavioral results

On average, accuracy decreased with decreasing stimulus dis-
criminability, as indicated by significant reductions in d" values
(Fig. 2A). For the lowest object discriminability condition (16.67
ms), d’ was close to zero, representing performance close to
chance level. In the pure noise condition, the average choice bal-
ance, a measure of response bias, was close to zero and reflected
only a slight bias toward piano choices (Fig. 2 B). There were no
significant mean RT differences between choices for chairs and
choices for pianos (all p > 0.10). Incorrect responses were
consistently slower regardless of category choice. At the lowest
discriminability, no difference between RTs could be found,
indicating that participants were mostly unaware of which
stimulus was presented.

Choice behavior

To test for effects of choice history priming, we investigated
whether choices on pure noise trials were biased by the choices
made on the preceding two trials. Looking further back into the
sequence of choices was precluded by the low number of longer
sequences of consecutive pure noise trials. In sequences of
choices culminating in a pure noise trial, there was a significant
bias to repeat the previous choice rather than to switch to the
alternative choice, regardless of whether it was preceded by pure
noise trials or highly discriminable objects (Fig. 2C). In contrast,
for highly discriminable objects, the perceptual information in
the stimulus was the primary determinant of the choice, elimi-
nating any dependency induced by the choice on previous trials.
Regardless of discriminability, and consistent with our hypothe-
sis that the sequences of choices biased the evidence accumula-
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Table 1. Best-fitting diffusion model parameters for fits to the entire data set
(Full) and to the sequential response data (Sequential)

Full 6* = 36.58 Sequential G2 = 32.14

Parameter Chair stimuli ~ Piano stimuli Al stimuli
Drift rate (66.67 ms exposure) 0.442 —0.405 0.400
Drift rate (50.00 ms exposure) 0.331 —0.303 0.300
Drift rate (33.33 ms exposure) 0.209 —0.145 0.163
Drift rate (16.67 ms exposure) 0.047 —0.083 0.065
Noise drift rate (16.67 ms exposure)  —0.054 —

Drift variability 0.254 0.237
Boundary separation 0.1 0.107
Starting point bias — 0.004
Starting point variability 0.069 0.055
Mean nondecision time 0.908 0.908
Nondecision time range 0.225 0.219

Note: See the study by Ratcliff and McKoon (2008) for detailed discussion of model parameters. Parameters whose
values were fixed across stimulus types are displayed between columns. Note that the full model did not contain a
starting point bias by default.

tion process, choice repetitions were faster than alternations in all
conditions (t(,;, = 2.17, p < 0.05; Fig. 2D).

Diffusion model

To investigate whether trial-by-trial dependency in decision
making could be accommodated within an evidence accumula-
tion framework, we fitted the diffusion model to the behavioral
data. The model provided an excellent quantitative fit to the data,
accounting for the choice probabilities and the RT distributions
for correct responses and errors. The distributions of correct re-
sponses are captured particularly well by the model. Most impor-
tantly for our purposes, performance in the pure noise condition
is described extremely well by the model. As is usual with RT
distribution data, the largest discrepancies in fit are in the ex-
treme tails of the distributions (the 0.9 quantile) and in the error
distributions for high discriminability stimuli. Tail quantiles and
high discriminability errors are both associated with large errors
of estimate: Distribution tails are highly variable because they are
based on a small number of very slow responses and there are few
errors made to high discriminability stimuli, so these distribu-
tions are estimated with low reliability. There is also evidence that
some errors may be due to fast guesses: The model tends to over-
estimates the 0.1 quantile for errors, but not correct responses.
The best fitting model had substantial starting point variability,
consistent with the idea that the choice history biased the starting
point (Fig. 2E, Table 1).

Next, we investigated the dependency of the starting point of
the diffusion process on the choice made on the previous trial.
We refitted the model after partitioning the data on the basis of
whether the choice was the same as on the previous trial, or
different from the previous trial. Partitioning the data in this way
resulted in very few errors in some of the high discriminability
conditions, so we collapsed the data across piano and chair stim-
ulus conditions and fitted the model to the choice probabilities
and families of RT distributions, conditioned on the previous re-
sponse (same or different). Accurate estimation of the parameters of
the diffusion model—particularly the mean starting point and
starting point variability—depends on having good information
about the distributions of error RTs. We therefore chose to fit the
model to the collapsed dataset, which provided us with distribu-
tions of error RTs in all discriminability conditions. The model
for the collapsed data assumes a symmetrical decision process, in
both the rates of evidence accumulation for chair and piano stim-
uli and in the starting point bias for piano and chair responses,
conditional on the previous response being either a piano or
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Figure 3.  Grand average CSD ERPs. A, The visual inspection of the grand average waveforms indicated strongest differences
between discriminability levels at Oz electrode site in the time-periods of 50 -150 (CSD-P1), 100200, (CSD-N1), 300 —450 ms
(CSD-N3),and 300 — 600 ms (CSD-P3) (displayed for correct responses and for all pure noise trials). Significant differences between
the pure noise condition and all other conditions could be found ~ 100 ms poststimulus. The object discriminability conditions did
not ignificantly differ from each other. Differences between discriminability conditions showed a first negative peak ~200 ms. In
the 66.67 ms condition, the CSD-N2 amplitude was significantly smaller compared with the 16.67 ms condition (p << 0.001), the
33.33 ms condition (p << 0.05), and the pure noise condition (p << 0.01). These differences were very pronounced during
the following 500 ms. This component was smaller in the 66.67 ms condition compared with the 16.67 ms condition (p << 0.001),
the 33.33 ms condition ( p << 0.05), and the pure noise condition ( p << 0.001). The 33.33 ms condition and the pure noise condition
also differed significantly (p << 0.01). No differences between any discriminability conditions were found in the prestimulus
interval. No analysis revealed any differences between pianos and chairs for any discriminability condition. 0 ms = stimulus onset;
negativity is plotted upwards. B, Grant average ERP (SD waveforms at Oz electrode site preceding the onset of the following pure
noise trial. ERP waveforms are displayed separately for each combination of choices (piano—piano, chair— chair, piano— chair,
chair—piano). No significant differences were found, confirming that ERPs from the preceding trial were not related to choice
outcomes on the following noise trials (p > 0.10). The displayed electrode site was representative for all electrode sites.

chair. The symmetry assumption is justified by the previous
model fit, which showed little or no difference in the choice prob-
abilities and the distributions of RT for piano and chair re-
sponses. This means that little or no information is lost by fitting
the model to the collapsed data. We freely estimated a starting
point bias and found that there was a shift in mean starting point
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toward the response boundary associated
with the previous choice. For all condi-
tions, at all levels of discriminability, the
model accurately predicted the observed
choice probabilities. The model addition-
ally provided a very accurate summary of
the empirical RT distributions. It shows
that the starting point bias was associated
with a speeding up of correct responses
relative to errors and that correct re-
sponses were more likely than errors. The
distributions of correct responses were
again captured particularly well by the
model, although there were some discrep-
ancies in the extreme tails of the RT distri-
butions. Error RT distributions in high
discriminability conditions were not fit-
ted as well as were correct responses. The
reason for these discrepancies, in both
cases, was (as in the previous analysis)
measurement error: Tail quantiles of RT
distributions are difficult to estimate pre-
cisely because of the sparseness of obser-
vations in the tail, and there are relatively
few observations in the distributions of
errors in high discriminability conditions.
The important finding is that the inclu-
sion of starting point bias significantly im-
proved the fit over a model that assumed
no starting point bias [AG? (1) = 5.86;
p < 0.05], supporting the hypothesis that
the decision process is systematically biased
by previous choices (Fig. 2 F, Table 1).

CSD ERP analysis for EEG data

Opver the occipital electrode site (Oz, Fig. 3),
an early positive component (CSD-P1) after
~100 ms was found to differ significantly
(Fiye) = 7.85, p < 0.001) between pure-
noise and all object conditions (all p <
0.001), but the different object conditions
did not differ significantly from each other
(all p > 0.10). This was followed by a nega-
tive component (CSD-N2) peaking ~200
ms after stimulus onset that showed a signif-
icant modulation by discriminability levels
(Fi468) = 5.50, p < 0.001). The third, nega-
tive component peaked at 300 ms after stim-
ulus onset and showed a slow decay until
600 ms, i.e., approximately until the begin-
ning of the response phase. The amplitude
of the CSD-N3 varied significantly with the
discriminability levels (F, g5 = 10.23, p <
0.001; Fig. 3A). CSD ERPs appeared to be
more sensitive to differences between dis-
criminability conditions than classical ERP
analyses. However, neither form of ERP

analysis could reveal the decision outcomes. Note that this under-
scores the importance of the following pattern classification analysis.

Multivariate pattern classification for EEG data
We then analyzed the information in the spatial configuration of
activity across all 63 electrode sites at consecutive time points. For
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condition, information about stimulus 75
identity was encoded in brain activity by i
the second poststimulus interval (100—
200 ms), as confirmed by the baseline test
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The same analyses were then repeated
for choices. The results closely mirrored
those for stimuli, with accuracy decreas- s
ing with discriminability (Fig. 5). Decod-
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ing accuracy was significantly above
chance in the 200300 ms interval for the
three highest discriminability conditions
(66.67 ms, p < 0.01; 50.00 ms, p < 0.01;
33.33 ms, p < 0.05). The permutation test
yielded highly similar results (66.67 ms,
p < 0.01; 50.00 ms, p < 0.05; 33.33 ms,
p < 0.05). Decoding accuracy peaked 260
ms after stimulus onset (Fig. 5A). The
lowest discriminability condition (16.67
ms) showed a similar trend (single time
bin: p < 0.05, uncorrected for multiple comparisons) (Fig. 5D);
however, no time window analysis reached significance for this
condition. Previous studies (Philiastides and Sajda, 2006; Phili-
astides et al., 2006) have performed decoding using single trials
instead of using run-average data as reported here. When con-
ducting our analysis using data from single trials, the general
pattern of results was the same. The first time window to encode
choices was again the 200—300 ms interval (66.67 ms, accuracy
53%, p < 0.05). Decoding accuracy was also significant in subse-
quent windows (300—400 ms, accuracy 54%, p < 0.01).

Additionally, a complementary, but independent, temporal
decoding analysis was performed for the high discriminability
condition. This analysis ignored the spatial topography of signals
but used all 40 data-points from each electrode site separately to
decode choices from signals within the 80 ms time windows. We
chose the first onset as well as the two peaks of the spatial choice
decoding function under high discriminability as “time-bins of in-
terest” for the temporal decoding analyses. Mostly occipital and
parieto-occipital channels and some frontal channels were found to
encode choice-information for these periods (Fig. 5E). For the sec-
ond peak, around the beginning of the response period, anterior
prefrontal electrodes showed the highest choice encoding with
contributions from several parietal channels.

Separate spatial and temporal decoding analyses were carried
out for choices in the pure noise condition. No significant choice
encoding after stimulus presentation was found, but activity in
the time window preceding stimulus presentation (—100 to 0 ms)
predicted choice outcomes (baseline test and permutation test:
p < 0.05; Fig. 6 A); the peak was found at —40 ms. As this decod-
ing window mainly contained prestimulus activity, this finding

Figure 4.

401 :
~100 0 100 200 300 400 500 600 700 800 900 100011001200
time [ms]

4ol -
~100 0 100 200 300 400 500 600 700 800 900 100011001200
time [ms]

Decoding the presented stimuli from EEG-CSD data. A linear SVM classifier was used on averages of 80 ms windows
with 20 ms time-steps (the average accuracy for all classifications within 100 ms time windows was tested using a permutation
test; time point 0 = stimulus presentation). Decoding for 4, 66.67 ms; B, 50.00 ms; €, 33.33 ms; and D, 16.67 ms target duration.
Stimuli could be predicted from the time windows beginning 100 ms after stimulus presentation (66.67 ms) or 200 ms after
stimulus presentation (50.00 and 33.33 ms). The range of times during which decoding accuracy was significant above chance
decreased with discriminability and no information was found for the lowest discriminability condition (16.67 ms). Note, however,
that onset and peak times can only be approximations because these analyses cannot unambiguously resolve the occurrence of
information within the averaged time window. Error bars indicate SEM. Significant time windows are highlighted.

most likely reflects information present shortly before and during
stimulus presentation. We replicated this finding using different
width decoding windows from 60 to 100 ms, ruling out that the
finding was an artifact of the decoding window width. We also
replicated our finding using single-trial data instead of run-
averaged data for decoding (accuracy 54%, p < 0.05). Addi-
tionally, the temporal decoding analysis for this time period
confirmed that prefrontal channels as well as parietal channels
predicted choices (Fig. 6 B).

Activity earlier than 100 ms before a noise trial was not pre-
dictive of choices (p > 0.10 for all times), nor did any earlier ERP
component show differences between choice outcomes (Fig. 3B).
The behavioral results show that the choice on the previous trial
predicted the next decision, so the EEG on the previous trial
implicitly contains information about the subsequent decision.
However, we found no evidence that decisions could be predicted
from persistent activity associated with the previous trial. Rather,
the choice on pure noise trials was only predictable from activity
in the last 100 ms of the intertrial interval, immediately preceding
the stimulus. Although, arguably, our classification analysis may
not have been sensitive enough to detect the neural signatures of
decision biases that carried over from the previous trial and per-
sisted throughout the intertrial interval, our analysis suggests that
decisions on pure noise trials depend on processes involved in the
preparation for the next stimuli that become active immediately
before its presentation.

As a control, decoding analyses were run for motor responses
instead of category choices, which were decoupled from each
other by the use of randomized response mappings. Unlike
choices, motor responses could not be decoded until after the
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p < 0.05;P08, p = 0.07).

presentation of the response mapping screen (high discrim-
inability: peak 79% accuracy at 940—-1020 ms, p < 0.0001; pure
noise: peak 70% accuracy at 920—1000 ms, p < 0.0001). This
confirms that participants made true category choices before the
presentation of the response mapping screen and did not prepare
random motor responses, as instructed, and that no motor re-
sponse priming occurred (Fig. 7).

Discussion

Using a pattern classification approach for EEG data, our study
has shown that choice outcomes for perceptual decisions can be
decoded from brain activity for stimuli of differing levels of dis-
criminability. When real object stimuli were presented, stimulus
and choice information was encoded in spatially distributed
brain activity starting around 140-180 ms poststimulus. This
finding is consistent with a recent study that used SVM classifiers
to predict choices in a face versus car perceptual discrimination
task (Das et al., 2010). Our study extended these findings to in-
animate object categories, which appear to be encoded in a more
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460-540 ms
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Decoding category choices from EEG-CSD data for object stimuli. A linear SVM classifier was used on averages of 80 ms
windows with 20 ms time-steps (the average accuracy for all classifications within 100 ms time windows was tested using a
permutation test; time point 0 = stimulus presentation). Decoding for 4, 66.67 ms; B, 50.00 ms; €, 33.33 ms; and D, 16.67 ms
target duration. Error bars indicate SEM. Significant time windows are highlighted. £, Independent temporal pattern classification
using data within each 80 ms window for each channel separately. Scalp maps show decoding accuracy for selected times corre-
sponding to onset and peaks in spatial decoding (highest discriminability). During early stages, mostly occipital and parietal
electrodes encoded choices (P7, P5, P07, P09, P6, P8, F(4, all p < 0.01; P08, 0z, all p << 0.05; 02, p = 0.07). Similar channels were
predictive during the first peak (P0z, 0z, all p << 0.001; P7, P07, P09, P6, P08, 02, all p << 0.05; F6, p = 0.05; P5, p = 0.06; P04,
p = 0.08). During the second peak prefrontal electrodes and parietal channels were predictive (FT8, P04, all p < 0.01; Fp1, F8, all

and Sajda, 2006). That study found two
choice-related components, the second
(~300 ms) of which more closely re-
flected aspects of choice performance
(Philiastides et al., 2006). This second
component may be linked to stimulus dis-
criminability and the accumulation rate
in a diffusion model (Ratcliff et al., 2009).
Consistent with these results, using
SVM (instead of logistic regression)
based on run averages as well as on sin-
gle trials, we found choices to be en-
coded ~300 ms poststimulus, with a
tendency toward a later peak and lower
accuracy for decreasing discriminability.

We have also shown that choices can
be decoded for pure noise stimuli when
participants were unaware of the absence
of discriminative information, and fur-
ther, that choices can be predicted on
these trials from activity before and
around the time of stimulus presentation.
This extends earlier fMRI studies that
demonstrated prestimulus brain activity, but did not show en-
coding of choice outcomes (Hesselmann et al., 2008a,b, 2010).
Our results do not support the hypothesis that this activity is
merely attributable to enhanced attention (Hesselmann et al.,
2010). Rather, this activity most likely reflects prestimulus bias-
ing of the decision process, because it was directly related to
choice outcomes. This interpretation is further supported by the
diffusion model analysis, which provided a good description of
our choice and RT distribution data. In the diffusion model, bias
affects the starting point for evidence accumulation (Ratcliff,
1978; Smith and Ratcliff, 2004). The best fitting model had sub-
stantial starting point variability, and most importantly, the
starting point for evidence accumulation was biased toward
the response made on the previous trial.

The lowest discriminability condition did not show the same
decoding profile as the pure noise condition, even though perfor-
mance was close to chance level. Instead it showed the same pat-
tern as the other object conditions, but with reduced accuracy. It
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Figure 6.  Decoding the category choices from EEG-CSD data for pure noise. 4, A linear SVM

classifier was used on averages of 80 ms windows with 20 ms time-steps (the average accuracy
for all classifications within 100 ms time windows was tested using a permutation test; time
point 0 = stimulus presentation). Choices could only be predicted before stimulus presentation
(—100—0ms). Error bars indicate SEM. Significant time windows are highlighted. B, Indepen-
dent temporal multivariate pattern classification using the data within each 80 ms time win-
dow for each channel separately. The scalp map shows decoding accuracy for the selected
—60-20ms window. Occipitoparietal channels (P04, 02, all p < 0.01; Pz, p < 0.05; P08, p =
0.07; P09, p = 0.08) and by trend frontopolar channels (AF8, p = 0.09; Fp1, p = 0.10) were
predictive for choice outcomes.

is likely that there was enough discriminative information on
some trials, or for some participants, that the effects of the pre-
stimulus biases were reduced below the detectability threshold
for our analysis. Importantly, on these trials, a stimulus object
was presented, so decisions on these trials would presumably
have been based on weakly or partially encoded stimulus infor-
mation. This may have washed out any predictive effect of pre-
stimulus biasing activity. It is important to understand that, while
we would expect prestimulus biasing activity under all condi-
tions, we would only expect to be able to detect it in the decoding
analysis when there was no stimulus information present. Be-
cause our analysis partitioned the data according to the choice
outcome, it emphasized those features of the EEG that were most
predictive of the choice outcome in each condition. In conditions
in which stimulus objects were presented, this would have been
the stimulus. Under these conditions, trials on which the pre-
stimulus bias and stimulus both predicted the same response
would have been averaged with trials on which the prestimulus
bias and stimulus predicted opposite responses. Because the re-
sponse would have been predicted most strongly by the stimulus,
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Figure 7.  Decoding the motor responses. Displayed are decoding accuracies from spatial
motor response decoding analysis (80 ms width, 20 ms moving time steps, left vs right button
press, 50% chance level; 100 ms time window analysis using a permutation test). A, Pure noise
condition. Responses could only be decoded until after the presentation of the response map-
ping screen (peak 70% accuracy at 920—-1000 ms). B, High discriminability object condition
(stimulus duration 66.67 ms). Similar to all other object conditions (illustrated only for highest
discriminability condition), motor responses could again only be decoded after the presentation
of the response mapping screen (peak 79% accuracy at 940 —1020 ms). Thus, participants made
true category choices and did not prepare random motor responses. The absence of motor
response encoding early in the trial also confirmed that motor response priming cannot explain
our choice decoding results. Significant time windows are highlighted.

the effects of the prestimulus bias would have been largely or
wholly averaged out. Consistent with our interpretation, it has
been shown that neural activity in the monkey parietal cortex
predicts decisions about motion direction in random dot kine-
matograms before stimulus presentation (Shadlen and New-
some, 2001). This effect was most pronounced for very weak
stimuli, leading these authors to interpret their findings as a de-
cision bias, which becomes stronger when less discriminative in-
formation is provided by the following stimulus. Similarly, others
have demonstrated decision-related prestimulus biases in pa-
rietal neurons in monkeys, which were related to the animals’
estimation of the relative values of choice options (Platt and
Glimcher, 1999).

The prestimulus activity cannot be attributed to stimulus pro-
cessing because it was found on pure noise trials that contained
no discriminative information. Furthermore, any a priori differ-
ences between the activity on piano choice trials and chair choice
trials are ruled out by the ERP analyses. Why did the starting
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point for evidence accumulation vary between trials? One possi-
bility is that differences are due to neural noise that biased deci-
sion systems during the predecision period (Deco and Romo,
2008; Rolls and Deco, 2011). Although our findings do not con-
tradict this possibility, our behavioral results suggest the exis-
tence of a choice priming process that depends on participants’
recent choice history. First, participants tended to repeat their
most recent choice when presented with a pure noise stimulus,
even though the choices themselves may have been mapped to
different motor responses. This bias might potentially depend on
longer choice sequences than we could evaluate here. Second,
choice repetitions were made faster than choice alternations. This
would be expected if choice priming shifted the starting point of
evidence accumulation on the following trial toward the previous
decision boundary. Third, our model-based analysis confirmed
the systematic bias toward the previous choice. In a similar vein,
repeatedly attending to specific features of highly discriminable
objects has been shown to prime attention to the same features in
subsequent trials, probably by means of short-term implicit
memory formation (Maljkovic and Nakayama, 1994). Further-
more, sequential effects in RT and choice sequences have been
extensively described and modeled before, suggesting that partic-
ipants dynamically control their decision processes to try to op-
timize performance (Luce, 1986; Remington, 1969; Gao et al.,
2009). This interpretation is also consistent with a recent study
demonstrating that the neural and behavioral effects of manipu-
lating the prior probabilities of the choice alternatives could be
explained by a systematic shift in the starting point of a simple
accumulator (Forstmann et al., 2010).

The choice priming hypothesis might also be applicable to
recent fMRI studies, which demonstrated the encoding of long-
time-scale predecision biases (acting over several seconds) in free
decision tasks (Soon et al., 2008; Bode et al., 2011). While the
small number of trials per experimental run in these studies did
not allow for a conclusive analysis of the underlying response
patterns, it is likely that participants’ recent choice history influ-
enced which choice was made on a given trial. This, in turn, might
have been related to the slow build-up of choice information in
the brain (Bode et al., 2011; Lages and Jaworska, 2012).

Another recent study demonstrated the encoding of guesses
about low discriminability stimuli in posterior parietal brain re-
gions, using a similar paradigm to ours (Bode et al., 2012). Our
findings allow guessing to be reinterpreted as a reflection of the
state of the decision system before evidence accumulation. When
discriminability is high, sensory evidence in ventral visual path-
ways will dominate the decision process, consistent with the find-
ing of strong information encoding over visual regions in our
study. When discriminability is very low, medial parietal regions,
as well as medial prefrontal regions, may become informative
about decision outcomes, because the recent choice history might
prime the decision system and magnify choice-related preexist-
ing activity. Consistent with this hypothesis, areas in prefrontal
cortex and posterior parietal cortex (Heekeren et al., 2004; Phili-
astides et al., 2011; Ploran et al., 2011), predominantly in monkey
parietal area LIP, have been linked theoretically to diffusive in-
formation accumulation (Shadlen and Newsome, 2001; Mazurek
et al., 2003; Gold and Shadlen, 2007), decision confidence (Kiani
and Shadlen, 2009), as well as to the representation of generic
categorical associations (Fitzgerald et al., 2011). Our EEG-
decoding approach lacks the spatial resolution to identify the
sources of information encoding precisely. Nevertheless, the high
decoding accuracy in prefrontal and occipitoparietal channels at
the beginning of pure noise trials supports the hypothesis that
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this activity could be related to the memory of participants’ pre-
vious choices—and thus the trial-by-trial setting, or initializa-
tion, of decision parameters.

In summary, using an EEG decoding approach, we directly
decoded choice-predictive information from neural activity be-
fore stimulus presentation on pure noise trials on which no dis-
criminative information was present. Choice behavior on these
trials was shown to be primed by the recent choice history. Mod-
eling of sequential effects in RT and accuracy confirmed that such
choice priming biased the starting point of a diffusion process
toward a decision boundary, as conceptualized in evidence accu-
mulation models of perceptual decision making.
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