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Abstract: Understanding power system dynamics is essential for online stability assessment and control applications.
Global positioning system-synchronised phasor measurement units and frequency disturbance recorders (FDRs) make
power system dynamics visible and deliver an accurate picture of the overall operation condition to system operators.
However, in the actual field implementations, some measurement data can be inaccessible for various reasons, for
example, most notably failure of communication. In this study, a measurement-based approach is proposed to
estimate the missing power system dynamics. Specifically, a correlation coefficient index is proposed to describe the
correlation relationship between different measurements. Then, the auto-regressive with exogenous input identification
model is employed to estimate the missing system dynamic response. The US Eastern Interconnection is utilised in
this study as a case study. The robustness of the correlation approach is verified by a wide variety of case studies as
well. Finally, the proposed correlation approach is applied to the real FDR data for power system dynamic response
estimation. The results indicate that the correlation approach could help select better input locations and thus improve
the response estimation accuracy.
1 Introduction

Presently, wide area measurement systems based on synchrophasors,
for example, phasor measurement units (PMUs) [1] and frequency
disturbance recorders (FDRs) [2], can continuously provide
high-sampling-rate, global positioning system (GPS)-synchronised
phasor measurements over wide areas, which enable the real-time
monitoring of wide-area power system dynamics [3, 4]. These
measurement data contain very important information for power
system researchers and operators to understand the power grid
dynamics. Therefore a lot of research has been carried out based
on the real measurement data of the power grid, for example,
frequency prediction [5], inter-area oscillation analysis and
damping control [6, 7] and stability analysis [8]. However, there
are still some issues, which need to be solved: first, PMUs/FDRs
are usually installed in limited locations of the power grid, which
makes it difficult to study the dynamic characteristics of certain
locations of interest; second, some PMUs/FDRs may lose partial
measurements because of the failure of communication between
PMUs and the central operator, which may make the system
unobservable; third, some PMUs/FDRs may deliver bad data
because of cyber attacks, which may cause wrong operation
decisions [9, 10]. Therefore the dynamic information in these
conditions should be accurately estimated for enhancing system
stability and reliability.

Traditionally, missing data reconstruction methods are used to
help find the missing measurements [11, 12]. Gao et al. [11]
formulated the missing PMU data reconstruction problem into a
low-rank matrix completion problem, but the method only works
for problems that are missing some data points. Traditional state
estimators usually generate pseudo-measurements from historical
data or context of the generation of pseudo-measurements to
replace the missing data [12]. As for the most widely studied static
state estimation, it could not capture the dynamics very well after
disturbances [12, 13]. Therefore the dynamic state estimation is
studied [14–17]. Aminifa et al. [14] proposed a dynamic state
estimation approach to predict voltage magnitude and phase angle
whenever an operation suddenly changed. Ghahremani and
Kamwa [15] presented a dynamic state estimation process based
on Kalman filtering techniques to simultaneously estimate
synchronous generator rotor angle and speed. However, both of
the proposed methods depend on the system circuit model, which
may not be adequately accurate for two reasons: on the one hand,
the power system circuit-based dynamic model in the simulation
software could not include all the details of the power grid; on the
other hand, the operation condition and topology change
frequently (although usually not dramatically) in the power grid.
Neither of these two aspects can be addressed by the existing
circuit-based model. To avoid these shortcomings,
measurement-based approaches had been proposed. Multi-layer
feed-forward artificial neural network (ANN) models were trained
and used to estimate the generator rotor speed in a two machine
system, whose estimation comparison results show that the
measurement-based model is better than the classical circuit-based
model [16]. Angel et al. [17] proposed transient rotor angle
estimation using ANN in a five-generator system, the results show
that the measurement-based method could be used in real time for
the ultra-fast estimation. Besides, most of the previous dynamic
state estimations have focused on small-sized systems, which did
not involve lots of candidate input locations for the estimation
model construction.

This paper proposes a measurement-based dynamic response
estimation method, which could estimate a period of dynamic
response, for example, the entire frequency response after a
generation trip. In addition, the validation of this approach is also
carried out using FDR data from the US Eastern Interconnection
(EI). In contrast with all the methods above, the main advantages
of the proposed approach are: (i) it is purely based on
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measurements, thus does not rely on the circuit model of the power
grid; (ii) the missing measurements are estimated by other strong
correlated accessible measurements, rather than their own historical
data; (the correlation between system dynamics can be shown in a
visual way on a power grid map, which could be updated in real time.

The rest of the paper is organised as follows. Section 2 introduces
the model structure used to estimate the missing measurements. The
methodology to select the best input locations for the model
construction is described in Section 3. Section 4 provides a case
study of the proposed approach in the EI system. The robustness
of the algorithm is demonstrated and strong correlation areas are
defined in Section 5. The algorithm is applied to real measurement
data for dynamic response estimation in Section 6. Conclusions
are offered in Section 7.
2 Model structure for dynamic response
estimation

System identification is the approach to model behaviours of a
dynamic system based on measurement data [18]. An identification
model could be constructed using the PMU/FDR measurements as
model input(s) and output(s). However, it is unrealistic to develop
a model that can include all the details of power system dynamic
characteristics. Generally, the authors had to utilise a model that
correctly captures the specific dynamic phenomenon or interaction
for a particular study. Depending on the purpose of the study, the
appropriate model of a given power system component could vary
significantly. Therefore a power system is usually modelled as a
black box with finite measurement points, which is usually
expressed in a transfer function form [18]. In this paper, the linear
auto-regressive with exogenous input (ARX) model is used as a
transfer function to estimate the system dynamics. The
mathematical structure expression of the single-input single-output
(SISO) ARX model structure is described by a linear difference
equation [18]

y(k)+ a1y(k − 1)+ · · · + anay(k − na)

= b1u(k − 1)+ · · · + bnbu(k − nb)+ e(k) (1)

For simplification, (1) can be rewritten as

A(q)y(k) = B(q)u(k)+ e(k) (2)

where k is the data point index and e(k) is a white noise. na and nb are
the orders of the signal y(k) and u(k), respectively. u(k) is the input
signal and y(k) is the output signal, which is the currently
inaccessible system response, respectively. A(q) and B(q) are
polynomials in q−1 as shown in (3) and (4), respectively. q−1 is a
backward shift operator, which is the conventional definition of
the z-transform [18]

A(q) = 1+ a1q
−1 + · · · + anaq

−na (3)

B(q) = b1q
−1 + · · · + bnbq

−nb (4)

With the SISO ARX model structure in (2), the multi-input
single-output ARX model structure can be derived

A(q)y(k) =
∑nj
j=1

Bj(q)uj(k)+ e(k) (5)

where j is the number of input signal, nj is the order of the jth input
signal.

Because of the linear structure of the ARX model, the model
parameters of a multi-variable ARX model can be estimated by a
linear least-square (LS) estimation method which usually uses QR
factorisation for overdetermined linear equations to optimise the
ARX model parameters and to minimise the function VLS. The
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details of ARX structure and algorithm are discussed in [18, 19]

Min J (VLS) =
∑N

k=ns+1

1(k)
( )2

(6)

where N is the total number of the data points and ns is order of the
ARX model; the equation error ε(k) is described by

1(k) = ŷ(k)− y(k) (7)

where ŷ(k) and y(k) are the measured response and estimated
response, respectively.

To evaluate the identified ARX model, a model fitness criterion is
employed as the model accuracy index

F = 1−
����������
(Ŷ − Y )2

√
����������
(Ŷ − �Y )2

√
⎛
⎜⎝

⎞
⎟⎠× 100 (8)

where Y, Ŷ and �Y are the estimated response, measured response and
the mean value of the measured response, respectively. This index is
used to reflect the accuracy of the model in describing system
dynamics. A fitness of 100 means a perfect fit between the
estimated response and the measured response, whereas a fitness
of zero means the estimated response is no better than the mean
value of the measured response.

For easier interpretation, a normalisation process that converts the
accuracy index from (−∞, 100] to (0, 1] can be performed as

A = e(F/100)−1 (9)

After obtaining the model orders and parameters, the identified
models can be evaluated by comparing their outputs with the
actual system responses. The objective function for the model
evaluation is

e(F/100)−1 . 1 (10)

where ε is the model accuracy threshold. ARX models with low
accuracy index will be rejected, whereas only the model with the
acceptable accuracy can be selected as the final model for further
estimation studies. The threshold of the accuracy index can be
defined according to the study system and the event type [20].
3 Methodology of the proposed approach

A large power system indicates a great number of potential input
locations. The number of input locations actually used by the
model must be reduced to an acceptable level for the sake of
model updating speed. Therefore input location selection is a
critical aspect of system identification since it directly affects the
model accuracy and complexity [21, 22].

In a power grid, the measurements in different locations have
some underlying relationships, for example, all the bus frequencies
change similarly after a generation trip. In this paper, a linear
correlation concept in signal processing is employed to describe
the relationship between arbitrary measurement locations in power
grids. On the basis of the correlation ranked results, the inputs of
the measurement-based model will be selected. In [23], ARX
model is used to estimate the system dynamics, but it ignores one
important aspect – how to choose the input locations from
hundreds of measured locations. The methodology of how to
define the correlation between measurements is described as follows.
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3.1 Correlation coefficient index (CCI)

In power systems, a commonly used measurement-based coherency
function [24, 25] is defined as

gxy(f ) =
Sxy(f )
∣∣∣

∣∣∣�������������
Sxx(f )Syy(f )

√ gxy

∣∣∣
∣∣∣ ≤ 1 (11)

where f is the frequency, γxy is the coherency between power system
measured signals {x(t)} and {y(t)}. Sxy( f ) is the cross-spectral
density function between {x(t)} and {y(t)}, Sxx( f ) and Syy( f ) are
the power-spectral density of {x(t)} and {y(t)}, respectively. And
these two signals are assumed as the wide-sense stationary random
processes. This coherency function gives the linear correlation
between two power system output signals as a function of the
frequency. However, this frequency domain function is not
convenient when dealing with a large number signals. On the
other hand, the frequency domain function pays more attention to
the coherency of the specific frequency point. The following
Fig. 1 Flowchart of the input selection approach for model construction
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equations will be used to derive the time domain correlation
function for a wide frequency.

The cross-correlation function Rxy(t), self-correlation functions
Rxx(t) and Ryy(t) are given by the inverse Fourier transform of
Sxy( f ), Sxx( f ) and Syy( f ), respectively

Rxy(t) =
∫+1

−1
Sxy(f ) e

j2pf t df (12)
Rxx(t) =
∫+1

−1
Sxx(f ) e

j2pf t df (13)
Ryy(t) =
∫+1

−1
Syy(f ) e

j2pf t df (14)

where t is the time delay.
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Fig. 2 Correlation coefficients of the measured voltage magnitude, phase angle and frequency

a Voltage magnitude CCM
b Phase angle CCM
c Frequency CCM
Applying the inverse Fourier transform to (11) and using (12),
(13) and (14), the correlation function in the time domain is

rxy(t) =
∫+1

−1
gxy(f ) e

j2pf t df = Rxy(t)�������������
Rxx(t)Ryy(t)

√ (15)

The mathematical expectations of these two signals are ux=E{x(t)}
and uy=E{y(t)}, respectively. Hence, the cross-correlation function
Rxy(t) and cross-covariance function Cxy(t) are defined

Rxy(t) = E x(t)y(t + t)
{ } = lim

T�1
1

T

∫T
0
x(t)y(t + t) dt (16)

(see (7))

For the special case where x(t) = y(t), the self-covariance function of
Cxx(t) and Cyy(t) are

Cxx(t) = Rxx(t)− m2
x , Cyy(t) = Ryy(t)− m2

y (18)

If μx=0, μy=0 in (15),we can obtain

Cxy(t) = Rxy(t), Cxx(t) = Rxx(t), Cyy(t) = Ryy(t) (19)
Cxy(t) = E x(t)− mx

{ }
y(t + t)− my

{ }[ ]
= lim

T�1
1

T

∫T
0
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Assuming the time delay t = 0 and using (15) and (19), the
correlation coefficient function can be obtained

rxy(0) =
Cxy(0)��������������

Cxx(0)Cyy(0)
√ (20)

where rxy is the correlation coefficient between signals {x(t)} and
{y(t)} in time domain, which ranges from −1 (complete linear
inverse correlation) to 1 (complete linear correlation) with rxy = 0
meaning lack of linear interdependence. The sign of rxy indicates
the direction of correlation: rxy < 0 implies inverse correlation, that
is, the two power signals are out of phase or oscillate with each
other, whereas rxy > 0 implies direct correlation, that is, a tendency
of both signals to have similar value with the same sign.

The CCI between the ith input signal xi and the jth output signal yj
is defined as

rij =
C(xi, yj)������������������

C(xi, xi)C(yj, yj)
√ (21)

where i and j are the input and output signal numbers, respectively.
The CCI will be a criterion to find the strong correlated

measurements of different locations as inputs of the estimation model.
x(t)− mx

{ }
y(t + t)− my

{ }
dt = Rxy(t)− mxmy (17)
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Fig. 3 CCMs obtained from the frequency and phase angle response

a Frequency CCM
b Phase angle CCM
3.2 Input location selection algorithm for ARX model
construction

The ranking of input location correlations is obtained by calculating
CCI using (21) with measured signals in different locations. The
performance of the ARX model is the criterion to evaluate
the selected input signals. Please note that the ‘fixed location’ is
the output location of ARX model, where the measurement is
Fig. 4 Input location selection algorithm verification using frequency dynamic r

a Highest four and lowest four coefficient locations as ARX model input locations
b Highest four coefficient locations as ARX model input locations
c Highest one coefficient location as ARX model input location
d Lowest one coefficient location as ARX model input location
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currently inaccessible. The target of the algorithm is to obtain an
accurate ARX model for the dynamic response estimation. The
whole algorithm is described in Fig. 1. The basic steps outlined by
this flowchart are:
Step 1: Detrend the candidate measured signals. To obtain a
wide-sense stationary random process, all measurement data
esponse estimation

IET Gener. Transm. Distrib., 2015, Vol. 9, Iss. 12, pp. 1474–1484
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Fig. 5 Input location selection algorithm verification using phase angle dynamic response estimation

a Highest four and lowest four coefficient locations as ARX model input locations
b Highest four coefficient locations as ARX model input locations
c Highest one coefficient location as ARX model input location
d Lowest one coefficient location as ARX model input location
should be detrended to remove direct-current components. Here, a
simple zero-mean filter should be used.
Step 2: Use the detrended signals to calculate the CCI between fixed
location and the candidate input locations.
Step 3: Choose several inputs with the highest correlation
coefficients as the ARX model inputs. For the EI system, only
four inputs with the highest CCI are selected since the lower
inputs the lower complexity of the ARX model. These four inputs
are usually enough to obtain an acceptable model accuracy in the
following cases. However, different power systems can require a
higher number of inputs, which should be further checked.
Step 4: Train the ARX model with the selected input signals by CCI.
The generation trip is considered as the excitation source to train the
model.
Step 5: Test the ARX model accuracy. The model accuracy can be
reflected by the accuracy index. ARX models with low accuracy
Fig. 6 Event location and details of the test system
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index will be rejected while only the model with the acceptable
accuracy can be selected as the final model for further estimation
studies. The threshold of the accuracy index can be defined
according to the study system and the event type [20]. The
threshold or EI simulation of the case study is 0.9.

Usually, an ARX model can be obtained with acceptable accuracy
e, that is, model accuracy higher than preset accuracy threshold, ε, in
one or several iterations. However, to prevent the proposed algorithm
from infinite iteration, an outer loop is used to make sure the
algorithm can successfully exit within limited iterations, that is,
maximum iteration number of Nmax.

3.3 Correlation coefficient map (CCM)

A CCM can be developed for large power systems with the
MATLAB® mapping toolbox to show the CCI in a visual way.
The EI system can be taken as an example to explain how to
obtain a CCM. In the example shown in Figs. 2a–c, the artificial
measurement data were generated by simulating an 838 MW
generation trip in eastern Alabama. In the CCM, the grey level is
used to indicate the correlation coefficient values. The colour bar
on the right of the map shows the coefficient value. In the map,
one measurement location is chosen as the fixed location, which is
the CCI calculation reference location. Then, the correlation
coefficients between this fixed location and the other measurement
locations can be shown vividly on the map. In Fig. 2, the
correlation coefficients of the measured voltage magnitude, phase
angle and frequency between the fixed location and other locations
can be found from the map. If the fixed location is the ARX
Table 1 Generation trip events for the robustness test

Event number 1 2 3 4 5

amount, MW 328 510 717 863 1149
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Fig. 7 CCI variation tendency among five events

a Phase angle CCI variation tendency among five events
b Frequency CCI variation tendency among five events
model output location, the measured locations sharing a similar grey
level can be selected as the input locations. From the CCM in Fig. 2,
the frequency and phase angle correlation are strong for the entire
system, whereas the voltage magnitude correlation is shown as
weak over wide areas. In this paper, only frequency and phase
angle dynamic response estimations are studied.
4 Case study

To demonstrate the effectiveness of the proposed approach in
dynamic response estimation, the simulation was used to simulate
the artificial measurements. A case study was performed on the EI
system, which contains 3000 generators and 16 000 buses in the
power system simulation for engineering (PSS/E) EI model. One
hundred and thirty-five buses are assumed to be measured by
PMUs, and these 135 buses are evenly distributed throughout the
EI system. The simulation results for the 135 buses are considered
as the measured signals and 20 s of data after one disturbance is
used. Note that the EI system serves as the test system in
following cases. Two events were simulated to generate the
artificial measurement data. Event 1 was an 814 MW generation
trip in southeastern Florida, and Event 2 was an 838 MW
generation trip in eastern Alabama, both of which are shown in
Fig. 3 with stars. Event 1 was used to train the ARX model and
Event 2 was used to perform the verification of the proposed
algorithm. CCMs were obtained from the frequency and phase
angle response during Event 1 and they are shown in Fig. 3.
Based on the CCM information, various sets of inputs were
Fig. 8 Event locations and details of the test system
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selected, which were then used to estimate the dynamic response
during Event 2 at the fixed location (shown in Figs. 4 and 5). A
comparison of actual against estimated responses and the accuracy
index are provided in Fig. 4.

From the comparison results between the actual and estimated
frequency responses in Fig. 4, it is obvious that the estimated
frequency responses match the actual ones very well when input
locations have high correlation coefficients, as shown in Figs. 4a–
c for frequency. If input locations with very low correlation
coefficients are selected, the estimated responses do not match the
actual response and the model estimation accuracy index is very low.

The comparison results between the actual and estimated phase
angle responses are given in Fig. 5. It is obvious that the model
estimated responses match the actual ones very well when input
locations have high correlation coefficients, as shown in Figs. 5a–
c. On the contrary, the estimation result may be completely wrong
like the estimation result in Fig. 5d.

From these two dynamic response estimation results in Figs. 4 and
5, it can be seen that only the locations with higher correlation
coefficients should be selected for the model estimation.
Otherwise, the estimation results will be very bad. According to
the input selection results, the selected highest four input locations
are shown in Fig. 3 with circles.
5 Correlation coefficient index robustness test

The results from the previous section show that the proposed input
location selection approach can help achieve the accurate
estimations of frequency and phase angle in the test cases.
However, the proposed correlation calculation method is based on
the disturbance data, which means that the CCI may be influenced
by the disturbance location and magnitude. Therefore the
robustness of this approach still needs to be verified in order to be
applied to a real power system.
5.1 Disturbances in the same location with different
magnitudes

The test system is the same as in Section 4. The event location is
shown in Fig. 6 with a star. In the PSS/E dynamic simulation, the
five event locations are the same while the generation trip
Table 2 Generation trip events for the robustness test

Event number 1 2 3 4 5

amount, MW 957 1000 1017 1150 990
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Fig. 9 CCI variation tendency among five events

a Phase angle CCI variation tendency among five events
b Frequency CCI variation tendency among five events
magnitudes are different. Table 1 shows the event details. The test
results are shown in Figs. 7a and b, respectively.

As shown in Fig. 7, for both phase angle and frequency, the CCI
variation tendencies remain similar for all the events, which indicate
that the magnitudes do not influence the correlation relationship
much and the proposed approach is robust to different disturbance
magnitudes.
5.2 Disturbances in different locations with similar
magnitudes

As shown in Fig. 8 by the star, five generation trip events, each of
which is around 1000 MW, occur independently in the south,
north, west, east and middle of the EI system (to show the
universality of the event locations). The output location is labelled
by the purple triangle in Fig. 8 and the event details are shown in
Table 2. The phase angle and frequency CCI variation tendencies
are shown in Fig. 9.

Fig. 9 indicates that most of the CCI values change when an event
occurs in different locations. However, there are always some
measurement locations which have very stable and high correlation
coefficients no matter where the event occurs. These CCI variation
trends are shown in Fig. 9 with the part marked ‘R’. For this part,
the measurements are all in the circle in Fig. 8. Additionally, it is
apparent that all these measurement locations are close to the
output location. Using the proposed input location selection
approach, all of the four selected input locations are in this stable
Fig. 10 Strong correlation area for different outputs
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strong correlation area. That also means the ARX model input
locations selected by the proposed approach always have strong
and robust correlation with the ARX model output location.
5.3 Strong correlation areas

Sections 5.1 and 5.2 prove that the strong correlation part of input
locations has good robustness, and a strong correlation area exists
around the output location. In this section, five typical output
locations (triangles in Fig. 10) are chosen to find their strong
correlation areas, which are shown in the circles in Fig. 10, and
the area diameters are shown in Table 3.

The results in Fig. 10 give a geographic area of the input location
selection for dynamic response estimation. In other words, all the
measured signals in the blue circle can represent inputs of the
measurement-based model to estimate the dynamics at the location
of the triangle. Therefore the strong correlation areas will benefit
the selection of input locations.
6 Algorithm test using real measurement data

The power system frequency monitoring network (FNET) is a
wide-area measurement system that takes high accuracy,
GPS-synchronised measurements at standard end-user distribution
voltages [26], which is shown in Fig. 11a. As a member of the
PMU family, the FDRs used in the FNET system measure
frequency, voltage and phase angle at standard 120 V outlets and
transmit these measurements through the internet [27]. It serves
the entire North American power grid through advanced
situational awareness techniques, such as real-time event alerts,
accurate event location estimation, animated event visualisation
and post-event analysis [28]. The FDR measurements used here
are the frequency and phase angle signals sampled at 0.1 s. As
shown in Figs. 11b and c, two disturbances monitored by FDRs
were selected in this test. The circles are the detected event
locations and the triangle is the ARX output location. Event 1 is
used to calculate the CCI and train the ARX model using the
Table 3 Strong correlation area for different outputs

Interested
location

Florida North
Carolina

East
Iowa

West
Virginia

East
Mississippi

largest
diameter, mile

320 240 390 520 600

smallest
diameter, mile

110 230 320 400 400
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Fig. 11 FNET and display of frequency response measured by FDR

a Architecture of the FNET system at University of Tennessee, Knoxville, USA
b Event 1 and measured frequency responses by FDR
c Event 2 and measured frequency responses by FDR

IET Gener. Transm. Distrib., 2015, Vol. 9, Iss. 12, pp. 1474–1484
1482 & The Institution of Engineering and Technology 2015



Fig. 12 Bus frequency and phase angle dynamic response estimation

a Highest four coefficient locations as ARX model input locations
b Highest one coefficient location as ARX model input location
c Highest four coefficient locations as ARX model input locations
d Highest one coefficient location as ARX model input location
proposed input location selection approach. The estimation results
and the estimation accuracy index are shown in Fig. 12.

As shown in Fig. 12, it is demonstrated that even one input
location may be enough for the frequency to obtain an accurate
estimation in some cases, whereas four input locations are needed
for phase angle estimation. The highest four FDR locations are
marked as circles in Fig. 11. By comparing the accuracy index in
Figs. 5 and 12, it can be shown that the estimation accuracy using
real measurement data is lower than using simulation data. The
main reason is that the real measurement data contains noise.
7 Conclusions

The proposed CCI is an effective measurement-based approach to
calculate the correlation relationship between different
measurements at different locations. Moreover, the strong
correlated input locations for dynamic response estimation can be
quickly identified using the proposed approach. In this paper, the
proposed algorithm is verified using both artificial measurement
data generated by simulation and real measurements from FDRs.
The complexity of the ARX model can be reduced consequently
and the estimated results match the real dynamics very well.
Furthermore, the real FDR measurement test indicated that the
proposed approach gave a stable performance and can be
implemented in the actual power systems for the missing data
estimation. Besides, the developed CCM could visually
demonstrate the correlation between different measurement
locations. In the future, ambient data will be considered to study
the normal operation estimation.
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