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#### Abstract

We consider the most general correlations that can be obtained by a group of parties whose causal relations are well defined, although possibly probabilistic and dependent on past parties' operations. We show that, for any fixed number of parties and inputs and outputs for each party, the set of such correlations forms a convex polytope, whose vertices correspond to deterministic strategies and whose (nontrivial) facets define so-called causal inequalities. We completely characterize the simplest tripartite polytope in terms of its facet inequalities, propose generalizations of some inequalities to scenarios with more parties, and show that our tripartite inequalities can be violated within the process matrix formalism, where quantum mechanics is locally valid but no global causal structure is assumed.
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## I. INTRODUCTION

One of the most surprising features of quantum mechanics is that it generates correlations that cannot be obtained with classical systems. The most studied scenario involves parties that cannot communicate with each other. As first proved by Bell [1], two such parties sharing entangled quantum states can generate nonsignaling correlations that are not achievable with classical resources. The no-signaling constraint corresponds to a particular causal structure, where all correlations are due to a common cause. There is a growing interest in studying and characterizing more general causal structures [2-5] and understanding when the corresponding correlations can be produced with classical or quantum systems [6,7].

But what are the most general correlations achievable in any causal structure? And can quantum mechanics generate even more general correlations not compatible with any definite causal structure? This question was considered in [8], where a framework was developed that assumes the validity of quantum mechanics in local laboratories, with no assumptions about the causal structure in which the laboratories are embedded. It was found that such a framework allows for correlations that can violate causal inequalities, constraints that are necessarily satisfied by correlations generated in any definite causal order. However, no clear physical interpretation was found for such noncausal correlations.

A physical process in which operations are performed "in a superposition" of causal orders was first proposed in [9]. This process-the quantum switch-can in principle provide advantages for computation [10] and communication $[11,12]$, and the first experimental proof of principle has been demonstrated recently [13]. However, the quantum switch requires device-dependent tests to detect its "causal nonseparability" [14] (i.e., the lack of definite causal order) and it cannot be used to violate any causal inequality [14,15]. Interestingly, the quantum switch requires the coordinated action of three parties to detect causal nonseparability, while

[^0]none of the known bipartite examples of causally nonseparable processes seem to have physical interpretations. This motivates a systematic study of multipartite scenarios: if there is a process in nature that can violate causal inequalities, it may indeed require more than two parties.

Here we consider general scenarios involving a finite but arbitrary number of parties with finite numbers of possible inputs and outputs and prove that causal correlations-those that can be generated in a well-defined causal structure, be it fixed or dynamical, deterministic or probabilistic-form a convex polytope whose vertices correspond to deterministic strategies. That is, any causal correlation can be expressed as a probabilistic mixture of deterministic causal strategies. These are strategies where the output of each party is a deterministic function of its own input and of the inputs of parties in its past, and where the causal relations among a set of parties are functions of the inputs of the parties in the past of that set. We further completely characterize the simplest nontrivial polytope for three parties in terms of its facets, which define causal inequalities. We interpret some of these inequalities in terms of device-independent "causal games" [8], for which the probability of success has a nontrivial upper bound whenever the parties are constrained by a definite causal order. We also generalize some of these inequalities to the $N$-partite case. Finally, we show that all of these nontrivial tripartite inequalities can be violated within the process matrix formalism of Ref. [8].

## II. MULTIPARTITE CAUSAL CORRELATIONS

## A. Scenarios and notation

In this paper we consider situations where a finite number $N \geqslant 1$ of parties $A_{k}$ each receives an input $x_{k}$ from some finite set (which can, in principle, be different for each party) and generate an output $a_{k}$ that also belongs to some finite set (and which may also differ for each input). The fixed number of parties, of possible inputs for each party, and of possible outputs for each input together define a "scenario"; throughout the paper we always (often implicitly) assume that such a scenario is fixed. We define the vectors
of inputs and outputs $\vec{x}=\left(x_{1}, \ldots, x_{N}\right)$ and $\vec{a}=\left(a_{1}, \ldots, a_{N}\right)$. The correlation established by the $N$ parties in a given scenario is then described by the conditional probability distribution $P(\vec{a} \mid \vec{x})$.

For any (nonempty) subset $\mathcal{K}=\left\{k_{1}, \ldots, k_{|\mathcal{K}|}\right\}$ of $\mathcal{N}:=$ $\{1, \ldots, N\}$ with $|\mathcal{K}|$ elements, we denote by $\vec{x}_{\mathcal{K}}=$ $\left(x_{k_{1}}, \ldots, x_{k_{\mid \mathcal{K}}}\right)$ and $\vec{a}_{\mathcal{K}}=\left(a_{k_{1}}, \ldots, a_{k_{\mid \mathcal{K}}}\right)$ the lists of inputs and outputs for the parties in $\mathcal{K}$. This will, in particular, allow us to consider marginal correlations and write, for instance [noting that $\vec{a}=\left(\vec{a}_{\mathcal{K}}, \vec{a}_{\mathcal{N} \backslash \mathcal{K}}\right)$, up to a reordering of the parties], $P\left(\vec{a}_{\mathcal{K}} \mid \vec{x}\right)=\sum_{\vec{a}_{\mathcal{N} K}} P(\vec{a} \mid \vec{x})$. For ease of notation, a singleton $\mathcal{K}=\{k\}$ is simply written $k$, and the vectors of inputs and outputs corresponding to the $(N-1)$ parties in $\mathcal{N} \backslash k$ (obtained by removing just one party, $A_{k}$ ) is simply denoted $\vec{x}_{\backslash k}=\left(x_{1}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{N}\right)$ and $\vec{a}_{\backslash k}=$ $\left(a_{1}, \ldots, a_{k-1}, a_{k+1}, \ldots, a_{N}\right)$.

## B. Defining multipartite causal correlations

We wish to investigate here the correlations that can be established in a scenario where each party's events-namely, the choice of an input and the generation of an output-happen within a well-defined causal structure, with well-defined causal relations between the parties.

The case of two parties is rather clear. The only possible causal relations are that $A_{1}$ causally precedes $A_{2}$-a case that we denote $A_{1} \prec A_{2}$ and that implies that $A_{1}$ 's marginal probability distribution or "response function" should not depend on $A_{2}$ 's input: $P\left(a_{1} \mid x_{1}, x_{2}\right)=P\left(a_{1} \mid x_{1}\right)$-or vice versa, $A_{2} \prec A_{1}$, where $P\left(a_{2} \mid x_{1}, x_{2}\right)=P\left(a_{2} \mid x_{2}\right)$. The case where $A_{1}$ and $A_{2}$ are causally independent can be included in either $A_{1} \prec A_{2}$ or $A_{2} \prec A_{1}$, as it is compatible with both. As originally considered in Ref. [8], one may also allow for situations where the causal order is not fixed, but chosen probabilistically. A bipartite correlation that is compatible with $A_{1} \prec A_{2}$, or $A_{2} \prec A_{1}$, or a probabilistic mixture of the two is said to be causal [8,14-17].

Moving now to three or more parties, more complex possibilities arise. Indeed, the action of the first party could control the causal relations of the following parties, in perfect agreement with the idea of a well-defined causal structure. For instance, if a party $A_{1}$ is first, they could decide to set $A_{2}$ before $A_{3}$ if their input is 0 , or $A_{3}$ before $A_{2}$ if it is 1 (or they could choose the causal order between $A_{2}$ and $A_{3}$ as the result of a coin toss, where the coin's bias depends on the input). We should thus allow for such dynamical causal orders [15,18] (sometimes also referred to as adaptive causal orders [19]) to establish the correlations we are interested in.

In any case, even allowing for dynamical causal orders, the compatibility with a definite causal structure will always require that one party acts first; which party this is can be chosen probabilistically, as in the bipartite case. The response function of that first party (say $A_{k}$ ) should then not depend on the other parties' inputs: $P\left(a_{k} \mid \vec{x}\right)=P\left(a_{k} \mid x_{k}\right)$. The action of that party would then determine the causal structure of the following parties, so that the correlation shared by the latter, conditioned on the input and output of the former, should also be compatible with a definite causal structure. These observations lead us to introduce the following inductive definition for what we call causal correlations.

Definition 1 (multipartite causal correlations).
(a) For $N=1$, any valid probability distribution $P\left(a_{1} \mid x_{1}\right)$ is causal.
(b) For $N \geqslant 2$, an $N$-partite correlation is causal if and only if it can be decomposed in the form

$$
\begin{equation*}
P(\vec{a} \mid \vec{x})=\sum_{k \in \mathcal{N}} q_{k} P_{k}\left(a_{k} \mid x_{k}\right) P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) \tag{1}
\end{equation*}
$$

with $q_{k} \geqslant 0$ for each $k, \sum_{k} q_{k}=1$, where (for each $k$ ) $P_{k}\left(a_{k} \mid x_{k}\right)$ is a single-party (and hence causal) probability distribution and (for each $\left.k, x_{k}, a_{k}\right) P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ is a causal ( $N-1$ )-partite correlation.

It is easy to check that this general definition is compatible with that for the bipartite case recalled above. We note that the multipartite case was first investigated in Ref. [15]. It was shown there that the above definition characterizes precisely the correlations that are compatible with the intuition about causality that (paraphrasing [15]) the choice of input for one party cannot affect the outputs of other parties that acted before it (or which are not causally related, being neither in the past nor in the future of it) or the causal order between those previous parties and the party in question. This also implies that causal correlations are those for which a classical "hidden variable" exists, whose value determines the causal order between all the parties, and signaling is only possible from parties in the causal past to those in the future according to the given causal order [15]. These arguments provide further justification to the above choice of definition for multipartite causal correlations.

## C. Basic properties of causal correlations

Let us mention some basic properties of this definition of multipartite causal correlations. The proofs of the claims below are given in the Appendix.

## 1. Convexity of causal correlations

From the previous discussion it should be clear that any probabilistic mixture of causal correlations (for a given scenario) must also be causal, so that the set of causal correlations is convex. Although this is not immediately evident from the definition of Eq. (1), it can indeed be shown to be the case.

## 2. Ignoring the outputs of certain parties

Any marginal correlation, for any subset of parties, of a causal correlation is causal. More specifically, consider an $N$-partite causal correlation $P(\vec{a} \mid \vec{x})$ and a nonempty subset $\mathcal{K} \subset \mathcal{N}$. Then the $|\mathcal{K}|$-partite correlation

$$
\begin{equation*}
P_{\vec{x}_{\mathcal{N} \backslash \mathcal{K}}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right):=P\left(\vec{a}_{\mathcal{K}} \mid \vec{x}\right)=\sum_{\vec{a}_{\mathcal{N} \backslash \mathcal{K}}} P(\vec{a} \mid \vec{x}) \tag{2}
\end{equation*}
$$

is causal for all $\vec{x}_{\mathcal{N} \backslash \mathcal{K}}$.
The correlation $P_{\vec{x}_{\mathcal{N} K}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)$ above is still conditioned on the inputs of the $N-|\mathcal{K}|$ parties whose outputs are discarded. One can remove this dependence by averaging it out (for a given input distribution): by the convexity of causal correlations, the resulting $|\mathcal{K}|$-partite correlation $P\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)$ remains causal. Note, on the other hand, that the correlation $P_{\vec{x}_{\mathcal{N} \backslash \mathcal{K}}, \vec{a}_{\mathcal{N}}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)$, conditioned also on the outputs
of the discarded parties, is not necessarily causal: postselection indeed allows one to turn a causal correlation into a noncausal one. ${ }^{1}$

## 3. Combining causal correlations"one after the other"

Consider two (nonempty) sets of parties, $\mathcal{K}$ and $\mathcal{N} \backslash \mathcal{K}$, and two causal correlations, $P\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)$ for the first set and $P_{\vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right)$ for the second, which may depend on the inputs and outputs of the first set of parties (the parties in set $\mathcal{K}$ are thus understood to "act before" those of set $\mathcal{N} \backslash \mathcal{K})$. Then the $N$-partite correlation obtained by combining these in the form

$$
\begin{equation*}
P(\vec{a} \mid \vec{x}):=P\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right) P_{\vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right) \tag{3}
\end{equation*}
$$

is causal.

## 4. An equivalent characterization of causal correlations

An equivalent characterization, for the case $N \geqslant 2$, is that an $N$-partite correlation is causal if and only if it can be decomposed in the form (cf. also Ref. [15])

$$
\begin{equation*}
P(\vec{a} \mid \vec{x})=\sum_{\emptyset \nsubseteq \mathcal{K} \nsubseteq \mathcal{N}} q_{\mathcal{K}} P_{\mathcal{K}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right) P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right), \tag{4}
\end{equation*}
$$

where the sum runs over all nonempty strict subsets of $\mathcal{N}=\{1, \ldots, N\}$ (with $|\mathcal{K}|<N$ elements), with $q_{\mathcal{K}} \geqslant 0$ for each $\mathcal{K}, \sum_{\mathcal{K}} q_{\mathcal{K}}=1$, where (for each $\left.\mathcal{K}\right) P_{\mathcal{K}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)$ is a $|\mathcal{K}|$-partite causal correlation, and (for each $\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}$ ) $P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right)$ is an $(N-|\mathcal{K}|)$-partite causal correlation.

This equivalent characterization implies, in particular, that a correlation of the form

$$
\begin{equation*}
P(\vec{a} \mid \vec{x})=\sum_{k \in \mathcal{N}} q_{k} P_{k}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) P_{k, \vec{x}_{k}, \vec{a}_{\backslash k}}\left(a_{k} \mid x_{k}\right), \tag{5}
\end{equation*}
$$

with $q_{k} \geqslant 0$ for each $k, \sum_{k} q_{k}=1$, where (for each $k$ ) $P_{k}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ is a causal ( $N-1$ )-partite correlation and (for each $\left.k, \vec{x}_{\backslash k}, \vec{a}_{\backslash k}\right) \quad P_{k, \vec{x}_{k}, \vec{a}_{\mid k}}\left(a_{k} \mid x_{k}\right)$ is a single-party probability distribution, is causal. [It is indeed obtained from (5) by summing over the subsets $\mathcal{K}=\mathcal{N} \backslash k$, and relabeling certain subscripts $\mathcal{N} \backslash k$ to $k$.] Compared to Eq. (1), each term in the above sum distinguishes a given party that "comes last," rather than first. Note, for instance, that the correlations obtained from the so-called quantum switch [9] are precisely of this form and are, hence, causal; see Refs. [14] and [15].

It should be emphasized, however, that for $N \geqslant 3$ the contrary is not true: not all causal correlations are of the form of (5). Correlations with dynamical causal order, such as the one given below, provide counterexamples.

[^1]
## 5. Examples: Fixed-order, mixtures of fixed orders, and dynamical-order causal correlations

Let us finish this section with some examples.
The simplest example of a causal correlation one can think of is one that is compatible with a fixed causal order between all the parties that is independent of any party's input and output. For instance, a correlation compatible with the causal order $A_{1} \prec A_{2} \prec \ldots \prec A_{N}$ can be written

$$
\begin{align*}
P(\vec{a} \mid \vec{x})= & P\left(a_{1} \mid x_{1}\right) P_{x_{1}, a_{1}}\left(a_{2} \mid x_{2}\right) P_{x_{1}, x_{2}, a_{1}, a_{2}}\left(a_{3} \mid x_{3}\right) \\
& \times \ldots \times P_{\vec{x}_{\backslash N}, \vec{a}_{\backslash N}}\left(a_{N} \mid x_{N}\right) \tag{6}
\end{align*}
$$

which clearly satisfies the definition of a causal correlation given by Eq. (1).

Beyond this simplest case, by the convexity of the definition (see Sec. II C 1 above), any probabilistic mixture of fixed-order causal correlations is causal. For example, if the correlation $P_{\sigma}$ is compatible with the fixed order $A_{\sigma(1)} \prec A_{\sigma(2)} \prec \ldots \prec$ $A_{\sigma(N)}$ and $P_{\tau}$ is compatible with $A_{\tau(1)} \prec A_{\tau(2)} \prec \ldots \prec A_{\tau(N)}$ (where $\sigma$ and $\tau$ are two permutations of $\{1, \ldots, N\}$ ), then for any $q \in[0,1], P=q P_{\sigma}+(1-q) P_{\tau}$ is also causal. The interpretation is simply that, with probability $q$, the correlation is compatible with the fixed causal order defined by $\sigma$, while with probability $1-q$ it is compatible with $\tau$.

For $N \geqslant 3$, this mixture of fixed-order causal correlations is not yet the most general type of causal correlation. Indeed, as discussed above, the inputs and outputs of the party (or parties) acting first could influence the causal order between the subsequent parties: the causal order can be dynamical [15]. As a concrete example, consider, for instance, the tripartite scenario, with binary inputs 0,1 for all parties, a single fixed output for $A_{1}$ (which we can therefore ignore), and binary outputs 0,1 for $A_{2}$ and $A_{3}$, and the (deterministic) correlation,

$$
\begin{equation*}
P\left(a_{2}, a_{3} \mid x_{1}, x_{2}, x_{3}\right)=\delta_{x_{1}, 0} \delta_{a_{2}, 0} \delta_{a_{3}, x_{2}}+\delta_{x_{1}, 1} \delta_{a_{2}, x_{3}} \delta_{a_{3}, 0}, \tag{7}
\end{equation*}
$$

where $\delta$ is the Kronecker delta. This example can be understood causally as follows (recall the discussion in Sec. II B): party $A_{1}$ acts first; their input ( 0 or 1 ) then determines the causal order between the following two parties ( $A_{2} \prec A_{3}$ or $A_{3} \prec A_{2}$, respectively), where the second party must always output 0 (corresponding to $a_{2}=0$ or $a_{3}=0$, respectively) and the last party must produce the input of the second party ( $a_{3}=x_{2}$ or $a_{2}=x_{3}$, respectively) as output. This correlation can thus be established in a well-defined, although dynamical, causal order and is thus causal. One can check that it is indeed of the form of (1) (with only one term in the sum, for $k=1$ ) but not of the form of (5): there is indeed no party that always acts last [note that, since the correlation is deterministic, the sum in (5) would also need to have only one term, which would single out a fixed last party].

Finally, a generalization of the previous example is a situation in which the order between $A_{2}$ and $A_{3}$ is chosen probabilistically with a probability depending on the input of $A_{1}$. An example of this type is

$$
\begin{align*}
& P\left(a_{2}, a_{3} \mid x_{1}, x_{2}, x_{3}\right) \\
& \quad=\delta_{x_{1}, 0}\left(q_{0} \delta_{a_{2}, 0} \delta_{a_{3}, x_{2}}+\left(1-q_{0}\right) \delta_{a_{2}, x_{3}} \delta_{a_{3}, 0}\right) \\
& \quad+\delta_{x_{1}, 1}\left(q_{1} \delta_{a_{2}, 0} \delta_{a_{3}, x_{2}}+\left(1-q_{1}\right) \delta_{a_{2}, x_{3}} \delta_{a_{3}, 0}\right) \tag{8}
\end{align*}
$$

with $0<q_{0}, q_{1}<1$. In this example, $A_{2} \prec A_{3}$ with probability $q_{0}$ if $x_{1}=0$ and with probability $q_{1}$ if $x_{1}=1$. Once again, this correlation is of the form of (1) and can be established in a well-defined causal order. However, for $q_{0} \neq q_{1}$, it is not a probabilistic mixture of fixed-order causal correlations. ${ }^{2}$

## III. CHARACTERIZATION OF CAUSAL CORRELATIONS AS A CONVEX POLYTOPE

As noted earlier, any convex combination of causal correlations is causal, meaning that causal correlations (for a given scenario) form a convex set. It was argued in Refs. [15] and [17], more precisely, that this set is a convex polytope, the so-called "causal polytope." Here we prove this more explicitly by showing how any causal correlation can be written as a convex combination of deterministic causal correlations. (This was proved for the bipartite case in Ref. [17].) The polytope structure then follows from the fact that, for any given scenario, the number of such deterministic causal correlations is finite. The facets of the causal polytope can be expressed as linear inequalities that are satisfied by all causal correlations: when nontrivial, these correspond to (tight) "causal inequalities" [8,17].

## A. Decomposing causal correlations into deterministic ones

Let us first introduce some more notation. A correlation is deterministic if the list of outputs, $\vec{a}$, is a deterministic function $\vec{\alpha}$ of the list of inputs, $\vec{x}: \vec{a}=\vec{\alpha}(\vec{x})$. We then denote the corresponding probability distribution $P_{\vec{\alpha}}^{\text {det }}$, such that

$$
\begin{equation*}
P_{\vec{\alpha}}^{\operatorname{det}}(\vec{a} \mid \vec{x})=\delta_{\vec{a}, \vec{\alpha}(\vec{x})} \tag{9}
\end{equation*}
$$

We now prove the following theorem.
Theorem 2. Any $N$-partite causal correlation can be written as a convex combination

$$
\begin{equation*}
P(\vec{a} \mid \vec{x})=\sum_{\vec{\alpha}} q_{\vec{\alpha}} P_{\vec{\alpha}}^{\operatorname{det}}(\vec{a} \mid \vec{x}) \tag{10}
\end{equation*}
$$

with $q_{\vec{\alpha}} \geqslant 0, \sum_{\vec{\alpha}} q_{\vec{\alpha}}=1$, where the sum is over all functions $\vec{\alpha}: \vec{x} \mapsto \vec{a}$ that define a deterministic causal correlation $P_{\vec{\alpha}}^{\text {det }}(\vec{a} \mid \vec{x})$.

The proof is by induction:
(1) For $N=1$, it is a well-known fact that any correlation can be written as a convex combination of deterministic ones (see, e.g., Ref. [20]), and any single-party correlation is causal.
(2) For any given $N \geqslant 2$ we prove the following implication: if it is true that all $(N-1)$-partite causal correlations

[^2]can be written as convex combinations of deterministic ones (the induction hypothesis), then the same is true for $N$-partite causal correlations.

Consider an $N$-partite causal correlation $P(\vec{a} \mid \vec{x})$, decomposed in the form of (1), with the correlations $P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ being ( $N-1$ )-partite causal correlations (for all $k, x_{k}, a_{k}$ ). By the induction hypothesis, the latter can be decomposed as in Eq. (10),

$$
\begin{equation*}
P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)=\sum_{\vec{\alpha}_{\backslash k}} q_{\vec{\alpha}_{\backslash k}}\left(k, x_{k}, a_{k}\right) P_{\vec{\alpha}_{\backslash k}}^{\operatorname{det}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) \tag{11}
\end{equation*}
$$

where the weights $q_{\vec{\alpha}_{\mid k}}\left(k, x_{k}, a_{k}\right)$ depend in general on $k, x_{k}, a_{k}$, and the sum is over all functions $\vec{\alpha}_{\backslash k}: \vec{x}_{\backslash k} \mapsto \vec{a}_{\backslash k}$ that define a deterministic causal correlation $P_{\vec{\alpha}_{\mid k}}^{\operatorname{det}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$. This decomposition does not yet prove the theorem, because we need to express $P(\vec{a} \mid \vec{x})$ as a convex combination with weights that do not depend on the inputs and outputs. However, we can remove this dependency by appropriately rearranging the sum, (11). To this end, we first prove the following lemma.

Lemma 3. Consider a set of $M$ points $Q_{m}(m=1, \ldots, M)$ belonging to some linear space, and $Z$ different points $P(z)(z=1, \ldots, Z)$ in their convex hull, written as convex combinations of the extremal points $Q_{m}$,

$$
\begin{equation*}
P(z)=\sum_{m=1}^{M} q_{m}(z) Q_{m} \tag{12}
\end{equation*}
$$

with weights $q_{m}(z)$ that depend on $z$ [such that, for each $z$, all $q_{m}(z) \geqslant 0$ and $\left.\sum_{m=1}^{M} q_{m}(z)=1\right]$.

Then each point $P(z)$ can also be written as

$$
\begin{equation*}
P(z)=\sum_{m_{1}=1}^{M} \ldots \sum_{m_{z}=1}^{M} \tilde{q}_{m_{1}, \ldots, m_{Z}} Q_{m_{z}}, \tag{13}
\end{equation*}
$$

where it is now the extremal points $Q_{m_{z}}$ that depend on $z$, while the new weights $\tilde{q}_{m_{1}, \ldots, m_{Z}} \geqslant 0, \sum_{m_{1}, \ldots, m_{Z}} \tilde{q}_{m_{1}, \ldots, m_{Z}}=1$ are fixed.

Proof. The new weights are defined as

$$
\begin{equation*}
\tilde{q}_{m_{1}, \ldots, m_{Z}}:=\prod_{z=1}^{Z} q_{m_{z}}(z) \tag{14}
\end{equation*}
$$

Then for a given $z$,

$$
\begin{equation*}
\sum_{\substack{m_{1}, \ldots, m_{z-1} \\ m_{z+1}, \ldots, m_{Z}}} \tilde{q}_{m_{1}, \ldots, m_{Z}}=q_{m_{z}}(z) \tag{15}
\end{equation*}
$$

and

$$
\begin{align*}
\sum_{m_{1}, \ldots, m_{Z}} \tilde{q}_{m_{1}, \ldots, m_{Z}} Q_{m_{z}} & =\sum_{m_{z}} \sum_{\substack{m_{1}, \ldots, m_{z-1}, m_{z+1}, \ldots, m_{Z}}} \tilde{q}_{m_{1}, \ldots, m_{Z}} Q_{m_{z}} \\
& =\sum_{m_{z}} q_{m_{z}}(z) Q_{m_{z}}=P(z), \tag{16}
\end{align*}
$$

as required.
Returning to the proof of Theorem 2, we rename the party-input-output variables as $\left(k, x_{k}, a_{k}\right) \equiv z_{k}=1, \ldots, Z_{k}$. We can
now apply Lemma 3 to Eq. (11) and write

$$
\begin{equation*}
P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)=\sum_{\vec{\alpha}_{\lfloor k}^{1}, \ldots, \vec{\alpha}_{\backslash k}^{z_{k}}} \tilde{\vec{\alpha}}_{\mid k, \ldots, \vec{\alpha}_{\mid k}^{1}}^{z_{k}} P_{\vec{\alpha}_{\backslash k}^{2 k}}^{\operatorname{det}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) \tag{17}
\end{equation*}
$$

where the correlations $P_{\vec{\alpha}_{\backslash k}^{k} k}^{\operatorname{det}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ are taken from the same set as the $P_{\vec{\alpha}_{\backslash k}}^{\text {det }}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ 's above and, hence, are deterministic and causal.

The single-party probability distributions $P_{k}\left(a_{k} \mid x_{k}\right)$ in Eq. (1) can also be decomposed as a combination of deterministic correlations,

$$
\begin{equation*}
P_{k}\left(a_{k} \mid x_{k}\right)=\sum_{\alpha_{k}} q_{\alpha_{k}}^{\prime} P_{\alpha_{k}}^{\operatorname{det}}\left(a_{k} \mid x_{k}\right) . \tag{18}
\end{equation*}
$$

Using Eqs. (17) and (18), we can now expand correlations $P(\vec{a} \mid \vec{x})$ of the form of (1) as

$$
\begin{aligned}
& P(\vec{a} \mid \vec{x})=\sum_{k \in \mathcal{N}} q_{k} \sum_{\alpha_{k}} q_{\alpha_{k}}^{\prime} P_{\alpha_{k}}^{\operatorname{det}}\left(a_{k} \mid x_{k}\right) \\
& \times \sum_{\vec{\alpha}_{\mid k}^{1}, \ldots, \vec{\alpha}_{\mid k}^{Z_{k}}} \tilde{q}_{\vec{\alpha}_{\mid k}^{1}, \ldots, \vec{\alpha}_{\mid k}^{z_{k}}} P_{\vec{\alpha}_{\mid k}^{z_{k}}}^{\operatorname{det}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)
\end{aligned}
$$

This is indeed a convex combination of deterministic causal correlations, with weights independent of inputs and outputs, which thus completes the proof.

## B. Describing deterministic causal strategies

As mentioned above, a deterministic "strategy" (or correlation) can be characterized by a deterministic function $\vec{\alpha}$ of the list of inputs $\vec{x}$, which determines the list of outputs $\vec{a}=\vec{\alpha}(\vec{x})$. Of course, not any such function will make the correlation $P_{\vec{\alpha}}^{\operatorname{det}}(\vec{a} \mid \vec{x})=\delta_{\vec{a}, \vec{\alpha}(\vec{x})}$ causal. In order to be causal, $P_{\vec{\alpha}}^{\text {det }}$ must indeed have a decomposition of the form of (1). Since $P_{\vec{\alpha}}^{\text {det }}(\vec{a} \mid \vec{x})$ can only take the value 0 or 1 , this implies, in particular, that the weights $q_{k}$ are also 0 or 1 , and hence, there is only one term in the sum.

That is, the causal deterministic strategy $\vec{\alpha}$ can be understood as follows: it determines a party $A_{k_{1}}$ that acts first. The output $a_{k_{1}}$ of that party is then a deterministic function of its input $x_{k_{1}}$ (which is also specified by $\vec{\alpha}$ ). For each input $x_{k_{1}}$ of that party (and the corresponding deterministic output $a_{k_{1}}$ ), the remaining parties must then also share a deterministic and causal correlation-which in turn must be compatible with one specific party acting first. Hence, the input $x_{k_{1}}$ of the first party also determines the party $A_{k_{2}\left(x_{k_{1}}\right)}$ that acts second (recall that causal correlations allow for dynamical causal orders; see the example in Sec. II C 5); the response function of that party is then a deterministic function of the input of the first party and its own input. Continuing in this fashion, the party that acts third then depends on the inputs of $A_{k_{1}}$ and $A_{k_{2}\left(x_{k_{1}}\right)}$, and its output is a deterministic function of the inputs of those two parties and its own input, etc.

Thus, each given set of inputs $\vec{x}$ can be viewed as being processed in a particular causal order ${ }^{3} A_{k_{1}} \prec A_{k_{2}^{\vec{z}}} \prec \ldots \prec A_{k_{N}^{\vec{R}}}$ [with $k_{2}^{\vec{x}}=k_{2}\left(x_{k_{1}}\right)$, etc.], so that the correlation $P_{\vec{\alpha}}^{\operatorname{det}}(\vec{a} \mid \vec{x})$ can be written as

$$
\begin{align*}
P_{\vec{\alpha}}^{\operatorname{det}}(\vec{a} \mid \vec{x})= & P\left(a_{k_{1}} \mid x_{k_{1}}\right) P\left(a_{k_{2}^{\vec{x}}} \mid x_{k_{1}}, x_{k_{2}^{\vec{x}}}\right) \\
& \times \ldots \times P\left(a_{k_{N-1}^{\vec{x}}} \mid \vec{x}_{\backslash k_{N}^{\vec{x}}}\right) P\left(a_{k_{N}^{\vec{x}}} \mid \vec{x}\right) . \tag{20}
\end{align*}
$$

It follows, in particular, that for each given $\vec{x}$, there exist $N$ nested subsets $\mathcal{K}_{1} \subset \mathcal{K}_{2}^{\vec{x}} \subset \ldots \subset \mathcal{K}_{N}^{\vec{x}}$ with $\mathcal{K}_{K}^{\vec{x}}=$ $\left\{k_{1}, k_{2}^{\vec{x}}, \ldots, k_{K}^{\vec{x}}\right\},\left|\mathcal{K}_{K}^{\vec{x}}\right|=K$, such that for all $K$, the marginal distribution

$$
\begin{equation*}
P_{\vec{\alpha}}^{\operatorname{det}}\left(\vec{a}_{\mathcal{K}_{K}^{\vec{x}}} \mid \vec{x}\right)=P_{\vec{\alpha}}^{\operatorname{det}}\left(\vec{a}_{\mathcal{K}_{K}^{\vec{x}}} \mid \vec{x}_{\mathcal{K}_{K}^{\vec{k}}}\right) \tag{21}
\end{equation*}
$$

does not depend on the inputs of the last $N-K$ parties in the causal order realized on input $\vec{x}$.

## C. Causal correlations in scenarios with trivial inputs or outputs

Consider a scenario in which one party $A_{k}$ has a fixed output for all its possible inputs (the output being fixed, we could just ignore it and equivalently say that $A_{k}$ has no output). ${ }^{4}$ It is well known that, for Bell-type local correlations, this scenario is equivalent to the similar one in which $A_{k}$ is simply ignored. More generally, if a single input $x_{k}$ has a fixed (or, equivalently, no) output, then the local polytope is simply equivalent to that obtained by discarding the input $x_{k}$ completely [21]. In contrast, for the case of causal inequalities it has been noted that one can obtain interesting correlations with "nontrivial inputs with fixed outputs" [17]. What can we therefore say more generally about the causal polytope when $A_{k}$ has a fixed output for all its inputs?

In such a scenario we can write the $N$-partite correlation as

$$
\begin{equation*}
P(\vec{a} \mid \vec{x})=P\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}, x_{k}\right)=P_{x_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) \tag{22}
\end{equation*}
$$

If $P_{x_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\mid k}\right)$ is causal for all $x_{k}$, then $P(\vec{a} \mid \vec{x})$ is trivially of the form of (1) and, therefore, causal. Conversely, if $P(\vec{a} \mid \vec{x})$ is causal, then, according to the remark discussed in Sec. II C 2, $P_{x_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ is also causal for each $x_{k}$.

Thus, the $N$-partite correlation is causal if and only if all of the conditional ( $N-1$ )-partite correlations obtained for each possible input $x_{k}$ of $A_{k}$ are causal. In order to test whether $P(\vec{a} \mid \vec{x})$ is causal it therefore suffices to test whether the $(N-1)$ partite correlations are causal, and one can always assume that $A_{k}$ is located before all the other parties. ${ }^{5}$

[^3]Another important scenario to understand is that in which a party $A_{k}$ has a single fixed input (or equivalently, as before, no input). In this case we have (from the definition of conditional probabilities)

$$
\begin{equation*}
P(\vec{a} \mid \vec{x})=P\left(\vec{a}_{\backslash k}, a_{k} \mid \vec{x}_{\backslash k}\right)=P\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) P_{\vec{x}_{\backslash k}, \vec{a}_{\mid k}}\left(a_{k}\right), \tag{23}
\end{equation*}
$$

with $P_{\vec{x}_{\backslash}, \vec{a}_{\mid k}}\left(a_{k}\right):=P\left(a_{k} \mid \vec{x}_{\backslash k}, \vec{a}_{\backslash k}\right)$. If $P\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ is causal, then $P(\vec{a} \mid \vec{x})$ is clearly of the form (5) and, thus, causal. Conversely, referring again to the remark in Sec. II C 2, if $P(\vec{a} \mid \vec{x})$ is causal, then so is $P\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$.

Thus, as is the case for locality, the causality of the $N$ partite correlation is equivalent to the causality of the ( $N-1$ )partite correlation obtained by discarding party $A_{k}$ with a fixed input. Causally, one may consider that $A_{k}$ always acts after the other $N-1$ parties. Note that this is also true, more generally, whenever a party $A_{k}$ cannot signal to any other party or set of parties-as is indeed the case when they have a fixed (or no) input.

## IV. SIMPLEST TRIPARTITE INEQUALITIES

With the basic properties of the multipartite causal polytope laid out, we wish to study in detail the simplest scenario with more than two parties (i.e., which is not reducible to the bipartite scenario that was characterized in Ref. [17]). In contrast to the case for Bell inequalities, where the simplest such case is the " $(3,2,2)$ " scenario, with three parties all having binary inputs and outputs, the discussion in the previous section suggests that a simpler tripartite scenario exists for causal correlations. This is the scenario where each party $A_{k}$ has a binary input $x_{k}$, a single constant output for one of the inputs, and a binary output for the other. Specifically, we consider that for each $k$, the input $x_{k}=0$ has the constant output $a_{k}=0$, while the input $x_{k}=1$ has two possible outputs, $a_{k}=0$ or 1 .

As is standard, let us denote the three parties $A, B, C$ (i.e., $A_{1}=A, A_{2}=B, A_{3}=C$ ), their inputs $x, y, z$ (instead of $x_{1}, x_{2}, x_{3}$ ) and their outputs $a, b, c$ (instead of $a_{1}, a_{2}, a_{3}$ ). We denote below by $P_{A B C}$ the complete tripartite probability distribution [i.e., $P_{A B C}(a, b, c \mid x, y, z):=P(a, b, c \mid x, y, z)$ ] and by $P_{A B}, P_{A}$, etc., the marginal distributions for the parties indicated by the subscript [e.g., $P_{A B}(a, b \mid x, y, z):=$ $\sum_{c} P_{A B C}(a, b, c \mid x, y, z)$, etc.]. Note that every marginal distribution retains a dependency on all three inputs.

## A. Characterizing the causal polytope

The vertices of the causal polytope for this scenario can be found by enumerating all the deterministic probability distributions $P_{A B C}(a, b, c \mid x, y, z)$ compatible with any of the 12 possible definite causal orders (for each of the 3 parties acting first, there are 4 possible causal orders for the remaining 2 parties, 2 fixed orders and 2 dynamical ones, where the order depends on the input of the first party). One finds that there are 680 such strategies (and thus vertices), of which 488 are compatible with a fixed causal order, while the remaining 192 require a dynamical order to be realized.

The causal polytope is 19 -dimensional, since this is the minimum number of parameters needed to completely specify any probability $P_{A B C}(a, b, c \mid x, y, z)$ : for each set of inputs $x, y, z$, if $n$ of them are nonzero, then one needs $2^{n}-1$ values to specify the probabilities completely for these inputs (normalization determines the remaining value)-so that the dimension of the problem is indeed $\sum_{n=0}^{3}\binom{3}{n}\left(2^{n}-1\right)=19$.

In order to determine the facets of this polytope, which correspond directly to tight causal inequalities, a parametrization of the polytope must be fixed and the convex hull problem solved [17]. Several such parametrizations of $P_{A B C}(a, b, c \mid x, y, z)$ are possible but we found that, because of the size of the polytope, the ability to solve the convex hull problem depended critically on the chosen parametrization. Using the software $\operatorname{CDD}$ [23] we were able to compute the facets of the polytope from its description in terms of its vertices with the following parametrization:

$$
\begin{align*}
\vec{P}= & \left(P_{A}(1 \mid 100), P_{B}(1 \mid 010), P_{C}(1 \mid 001), P_{A B}(10 \mid 110),\right. \\
& P_{A B}(01 \mid 110), P_{A B}(11 \mid 110), P_{B C}(10 \mid 011), P_{B C}(01 \mid 011), \\
& P_{B C}(11 \mid 011), P_{A C}(01 \mid 101), P_{A C}(10 \mid 101), P_{A C}(11 \mid 101), \\
& P_{A B C}(100 \mid 111), P_{A B C}(010 \mid 111), P_{A B C}(001 \mid 111), \\
& P_{A B C}(110 \mid 111), P_{A B C}(011 \mid 111), P_{A B C}(101 \mid 111), \\
& \left.P_{A B C}(111 \mid 111)\right) . \tag{24}
\end{align*}
$$

In total, the polytope was found to have 13074 facets, each corresponding to a causal inequality. However, inequalities that can be obtained from one another, either by relabeling outputs or permuting parties, can be considered to be equivalent. Once such equivalences are taken into account one finds that there are 305 equivalence classes, or "families," of inequalities. A complete list of these families can be found in the Supplemental Material [33], but in what follows we focus on some specific interesting examples.

## B. Three simple inequalities

As is standard for polytopes of correlations, several facets correspond to trivial inequalities of the form $P(a, b, c \mid x, y, z) \geqslant$ 0 . Specifically, there are three inequivalent such families, corresponding to one, two, or three inputs being 1 . One also recovers conditional versions of the nontrivial bipartite "lazy guess your neighbor's input" (LGYNI) inequalities $P(x(a \oplus y)=y(b \oplus x)=0 \mid z) \leqslant 3 / 4$, where $\oplus$ denotes addition modulo 2 (and where this notation implicitly assumes that the inputs $x$ and $y$ are uniformly distributed) [17]. These can equivalently be written as

$$
\begin{equation*}
P_{A}(1 \mid 10 z)+P_{B}(1 \mid 01 z)-P_{A B}(11 \mid 11 z) \geqslant 0 . \tag{25}
\end{equation*}
$$

There are two inequivalent families of such inequalities, for the two cases of $z=0$ and $z=1$.

Among the remaining families of inequalities there are five which are completely symmetric under exchange of parties and which are good candidates for simple inequalities that nontrivially involve all three parties. The following two are of particular interest due to their simple form and the fact that they can be seen as natural generalizations of the LGYNI
inequality (25):

$$
\begin{align*}
I_{1}= & P_{A B}(11 \mid 110)+P_{B C}(11 \mid 011) \\
& +P_{A C}(11 \mid 101)-P_{A B C}(111 \mid 111) \geqslant 0 \tag{26}
\end{align*}
$$

and

$$
\begin{align*}
I_{2}= & P_{A}(1 \mid 100)+P_{B}(1 \mid 010) \\
& +P_{C}(1 \mid 001)-P_{A B C}(111 \mid 111) \geqslant 0 . \tag{27}
\end{align*}
$$

As is the case for the LYGNI inequality, (25), these two inequalities can be expressed as causal games [8,17]. They can indeed be written as

$$
\begin{equation*}
P(x y(a b \oplus z)=y z(b c \oplus x)=x z(a c \oplus y)=0) \leqslant 7 / 8 \tag{28}
\end{equation*}
$$

and

$$
\begin{align*}
& P(x(y \oplus z \oplus 1)(a \oplus y z)=y(x \oplus z \oplus 1)(b \oplus x z) \\
& \quad=z(x \oplus y \oplus 1)(c \oplus x y)=0) \leqslant 7 / 8 \tag{29}
\end{align*}
$$

respectively, where it is implicitly assumed that all inputs occur with the same probability. More precisely, the first inequality can be interpreted as a game in which the goal is to collaborate so that, whenever two parties both receive the input 1 , the product of their outputs should match the input of the other party (in all other cases any output wins the game). The second inequality can be interpreted as a similar game in which the goal is to ensure that, whenever a party receives the input 1 and the other two parties receive the same input, that party's output should match the other parties' inputs. In both cases, the probability of success can be no greater than $7 / 8$ if the three parties follow a causal strategy. It is simple to saturate this bound with a deterministic causal strategy: for example, if all parties always output 0 , both games are won in all cases except where all inputs are 1 , giving indeed a success probability of 7/8.

Another, simple inequality of interest that is symmetric only under a cyclic permutation of parties, and can also be seen as a generalization of the LGYNI input inequality, is the following:

$$
\begin{align*}
I_{3} & =2-P_{A B}(01 \mid 110)-P_{B C}(01 \mid 011)-P_{A C}(10 \mid 101) \\
& \geqslant 0 \tag{30}
\end{align*}
$$

As for the previous two inequalities, this causal inequality can be interpreted as a causal game in the form (still implicitly assuming a uniform distribution of inputs for all parties)

$$
\begin{align*}
& P(x y(z \oplus 1)((a \oplus 1) b \oplus 1)=y z(x \oplus 1)((b \oplus 1) c \oplus 1) \\
& \quad=x z(y \oplus 1)((c \oplus 1) a \oplus 1)=0) \leqslant 7 / 8 \tag{31}
\end{align*}
$$

where the goal of the game is to ensure that whenever exactly two parties receive the input 1 , each of them must guess the input of their left-hand neighbor (where $C$ is considered, in a circular manner, to be to the left of $A$ ). The bound $7 / 8$ on the probability of success can, for instance, be reached with the causal strategy, compatible with the order $A \prec B \prec C$, where the parties output $a=0, b=x y$, and
$c=y z:$ this strategy indeed wins the game in all cases except when the inputs are $(x, y, z)=(1,0,1)$.

## C. Generalizing tripartite causal inequalities

For scenarios more complicated than the "simplest" tripartite one considered above, the convex hull problemand thus the characterization of the causal polytope-very quickly becomes intractable. For example, the polytope for the "complete binary" tripartite case, where binary outputs are allowed for both inputs, has 138304 vertices and is 56 -dimensional. Beyond this, it moreover becomes difficult to even enumerate the different vertices of the causal polytope.

Although we were hence unable to enumerate the causal inequalities for this complete binary tripartite scenario, by enumerating the vertices of the polytope we were able to verify that the three causal inequalities $I_{1}, I_{2}, I_{3} \geqslant 0$ discussed above are in fact facets in this scenario as well. To see this, one can enumerate all the deterministic strategies, and thus vertices of the polytope, and use the fact that an inequality is a facet of the polytope if and only if (a) it is satisfied by every vertex of the polytope, and (b) there are $d$ affinely independent vertices saturating the inequality, where $d$ is the dimension of the polytope [21].

Another facet of this complete binary tripartite polytope has independently been found by Araújo and Feix [24] (reproduced here with their permission) and can be written as

$$
\begin{align*}
I_{4}= & 2-P_{A B C}(000 \mid 000)-P_{A B C}(011 \mid 110) \\
& -P_{A B C}(101 \mid 011)-P_{A B C}(110 \mid 101) \geqslant 0 \tag{32}
\end{align*}
$$

This inequality can be interpreted as a causal game that generalizes that of Eq. (31),

$$
\begin{align*}
& P((x \oplus y \oplus z \oplus 1)((b \oplus x \oplus 1)(c \oplus y \oplus 1)(a \oplus z \oplus 1) \oplus 1)=0) \\
& \quad \leqslant 3 / 4, \tag{33}
\end{align*}
$$

where the goal of the game is, whenever an even number of parties receives the input 1 , for every party to guess the input of their left-hand neighbor. ${ }^{6}$ This game is equivalent to a form of the original multipartite, cyclic, guess your neighbor's input (GYNI) game [25] in which each party must always guess their left-hand neighbor's input, but a non-uniform distribution of inputs is considered [namely, only the four input combinations appearing in Eq. (32) are allowed]. It is interesting to note that the inequality corresponding to the variant of the GYNI game with a uniform distribution of all inputs is not a facet of the polytope.

As noted earlier, the inequalities discussed in the previous subsection can be seen as natural possible generalizations of the LGYNI bipartite inequalities from Ref. [17]. This suggests that similar generalizations to N -partite scenarios might provide tight causal inequalities for arbitrarily many

[^4]parties. In particular, the natural generalizations of the first two inequalities, Eqs. (26) and (27), to $N$ parties would be ${ }^{7}$
\[

$$
\begin{align*}
J_{1}(N)= & \sum_{k \in \mathcal{N}} P_{\mathcal{N} \backslash k}\left(1, \ldots, 1 \mid x_{k}=0, \vec{x}_{\backslash k}=(1, \ldots, 1)\right) \\
& -P_{\mathcal{N}}(1, \ldots, 1 \mid 1, \ldots, 1) \geqslant 0 \tag{34}
\end{align*}
$$
\]

and

$$
\begin{align*}
J_{2}(N)= & \sum_{k \in \mathcal{N}} P_{k}\left(1 \mid x_{k}=1, \vec{x}_{\backslash k}=(0, \ldots, 0)\right) \\
& -P_{\mathcal{N}}(1, \ldots, 1 \mid 1, \ldots, 1) \geqslant 0 \tag{35}
\end{align*}
$$

which are both obtained by generalizing the game interpretation of the corresponding tripartite inequalities, replacing the references to "two parties" with " $N-1$ parties" in the descriptions of these games. One finds that, with a causal strategy, one can win these games with probability ${ }^{8} 1-1 / 2^{N}$, which approaches 1 as $N$ becomes large. By enumerating all the vertices of the "simplest" 4-partite causal polytope (where, again, on input $x_{i}=0$ the output is fixed as $a_{i}=0$ and on input $x_{i}=1$ binary output is allowed), which has 3209712 vertices and is 65 -dimensional, we were able to verify that both the inequalities, $J_{1}(4) \geqslant 0$ and $J_{2}(4) \geqslant 0$, are facets of the corresponding causal polytope. It remains an open question to prove their tightness for $N \geqslant 5$.

## V. VIOLATING CAUSAL INEQUALITIES WITH PROCESS MATRIX CORRELATIONS

The facet inequalities presented in Sec. IV give bounds on the correlations that can be obtained causally, but is it possible to violate them in a more general framework in which causality is only assumed to hold locally? In this section we use the process matrix formalism introduced by Oreshkov, Costa, and Brukner [8] to study precisely this possibility, thus performing an analysis similar to that in Ref. [17] in showing the violation of causal inequalities with bipartite process matrices.

## A. The process matrix framework

The process matrix framework allows one to formalize scenarios in which quantum mechanics holds locally for each

[^5]party but in which no global causal order between the parties is assumed. Instead, weaker consistency conditions are imposed to ensure that probabilities are well behaved and paradoxes thus avoided. We recall only the basics of this formalism needed for what follows, and we refer the reader to Refs. [8] and [14] for a more detailed presentation of the framework.

Each party $A_{k}$ receives an incoming physical system described in a Hilbert space $\mathcal{H}^{A_{k}^{I}}$ and produces an outgoing system in a Hilbert space $\mathcal{H}^{A_{k}^{O}}$. The operation that $A_{k}$ performs (which in general depends on the classical input $x_{k}$ ) is modeled by a quantum instrument [26]. An instrument is a set of completely positive trace nonincreasing maps from $\mathcal{L}\left(\mathcal{H}^{A_{k}^{\prime}}\right)$ to $\mathcal{L}\left(\mathcal{H}^{A_{k}^{o}}\right)$, where $\mathcal{L}(\mathcal{H})$ denotes the space of linear operators over $\mathcal{H}$, such that the sum of the maps is trace preserving. Each completely positive map in an instrument is associated with a measurement outcome $a_{k}$. Any such instrument can be conveniently represented as a set of operators $\left\{M_{a_{k} \mid x_{k}}^{A_{k}^{I} A_{k}^{O}}\right\}_{a_{k}}$ (for a fixed input $x_{k}$ ) on the space $\mathcal{L}\left(\mathcal{H}^{A_{k}^{I}} \otimes \mathcal{H}^{A_{k}^{O}}\right)$ using the Choi-Jamiołkowski isomorphism [27,28], satisfying the criteria [8]

$$
\begin{equation*}
\forall a_{k}, M_{a_{k} \mid x_{k}}^{A_{k}^{I} A_{k}^{o}} \geqslant 0 \quad \text { and } \quad \operatorname{tr}_{A_{k}^{O}} \sum_{a_{k}} M_{a_{k} \mid x_{k}}^{A_{k}^{I} A_{k}^{o}}=\mathbb{1}^{A_{k}^{I}}, \tag{36}
\end{equation*}
$$

where $\operatorname{tr}_{A_{k}^{o}}$ denotes the partial trace over $\mathcal{H}^{A_{k}^{o}}$ and $\mathbb{1}^{A_{k}^{I}}$ is the identity operator on $\mathcal{H}^{A_{k}^{I}}$.

By requiring the consistency and normalization of probabilities for all quantum instruments, it can be shown that the correlations obtainable in such a scenario can be calculated through the generalized Born rule, which for the tripartite case can be written

$$
\begin{equation*}
P(a, b, c \mid x, y, z)=\operatorname{tr}\left[\left(M_{a \mid x}^{A^{I} A^{o}} \otimes M_{b \mid y}^{B^{I} B^{o}} \otimes M_{c \mid z}^{C^{I} C^{o}}\right) \cdot W\right] \tag{37}
\end{equation*}
$$

for some positive semidefinite Hermitian matrix $W \in$ $\mathcal{L}\left(\mathcal{H}^{A^{I}} \otimes \mathcal{H}^{A^{o}} \otimes \mathcal{H}^{B^{I}} \otimes \mathcal{H}^{B^{o}} \otimes \mathcal{H}^{C^{I}} \otimes \mathcal{H}^{C^{o}}\right)$ called the process matrix. In order for such a $W$ to be a valid process matrix it must satisfy some further linear constraints. We refer the reader to Refs. [14] and [15] for explicit presentation of these for tripartite process matrices, as the conditions themselves are not particularly important for what follows.

Process matrices generalize the notions of quantum states and channels and represent the interactions between the parties without enforcing any causal order between them. It remains an open question whether all process matrices can be realized physically, but it is known that some processes which are incompatible with any definite causal order (e.g., the quantum switch mentioned earlier) can indeed be physically implemented $[9,10,13]$. We refer to the correlations that can be realized by process matrices as process matrix correlations.

## B. Violating the simplest tripartite inequalities

In order to look for process matrices that can violate the tripartite causal inequalities we presented in Sec. IV, we generalize the "seesaw" approach successfully used in Ref. [17] to find violations of bipartite causal inequalities.

For a causal inequality of the form $I(P(\vec{a} \mid \vec{x})) \geqslant 0$, to calculate the value of $I(P(\vec{a} \mid \vec{x}))$ obtained by a process matrix
correlation one needs both the process matrix $W$ and the $N$ parties' instruments $\left\{M_{a_{k} \mid x_{k}}^{A_{k}^{J} A_{k}^{O}}\right\}$. The algorithmic approach we used to find violations of such inequalities makes use of the fact that, given either the instruments for all $N$ parties or the instruments for $N-1$ parties and a valid process matrix, the problem of finding, respectively, the $W$ or the $N$ th instrument that minimizes $I(P(\vec{a} \mid \vec{x}))$ can be expressed as a semidefinite programming problem [17] that can be solved efficiently. The algorithm initially selects random instruments for all parties, then iteratively solves the semidefinite programming problem to find the optimal process matrix and instruments for each party in turn. This iterative procedure continues until the algorithm converges to a value of $I(P(\vec{a} \mid \vec{x}))$. Although this is only guaranteed to find a local, not a global, minimum, by repeating the procedure many times with different initial instruments one can obtain a bound on the optimal violation (if any) of the causal inequality of interest.

Using this approach, we found processes matrices that can be used to violate all three causal inequalities, (26), (27), and (30) (i.e., $I_{1}, I_{2}, I_{3} \geqslant 0$ ), presented in Sec. IV B with two-dimensional incoming and outgoing systems for each party, i.e., with "qubits" (all $\left.\mathcal{H}_{k}^{A^{I / O}}=\mathbb{C}^{2}\right)$.

In order to violate the first inequality, (26), one can take the process matrix $W_{1} \in \mathcal{L}\left(\mathcal{H}^{A^{I}} \otimes \mathcal{H}^{A^{O}} \otimes \mathcal{H}^{B^{I}} \otimes \mathcal{H}^{B^{O}} \otimes \mathcal{H}^{C^{I}} \otimes\right.$ $\left.\mathcal{H}^{C^{o}}\right)=\mathcal{L}\left(\left(\mathbb{C}^{2}\right)^{\otimes 6}\right)$ to be

$$
\begin{align*}
W_{1}= & \frac{1}{8}\left[\mathbb{1}^{\otimes 6}-\frac{1}{2}[Z 111111+\mathbb{1} Z 1111+1111 Z \mathbb{1}\right. \\
& -Z \mathbb{1} Z \mathbb{1} Z \mathbb{1}+(\mathbb{1}-Z) Z(\mathbb{1}-Z) Z Z \mathbb{1} \\
& +Z \mathbb{1}(\mathbb{1}-Z) Z(\mathbb{1}-Z) Z+(\mathbb{1}-Z) Z Z \mathbb{1}(\mathbb{1}-Z) Z]] \tag{38}
\end{align*}
$$

where $Z$ denotes the Pauli $Z$ matrix, $\mathbb{1}$ the $2 \times 2$ identity matrix, and where tensor products are implicit between all terms. It can readily be verified that $W_{1}$ is indeed a valid process matrix [14,15]. One can then take the instruments for all three parties to be

$$
\begin{align*}
& \left\{M_{0 \mid 0}=\frac{1}{2}(\mathbb{1}+Z Z)=|0\rangle\langle 0| \otimes|0\rangle\langle 0|+|1\rangle\langle 1| \otimes|1\rangle\langle 1|\right\} \\
& \left\{M_{0 \mid 1}=|0\rangle\langle 0| \otimes|1\rangle\langle 1|, M_{1 \mid 1}=|1\rangle\langle 1| \otimes|0\rangle\langle 0|\right\} \tag{39}
\end{align*}
$$

where $\{|0\rangle,|1\rangle\}$ is the computational basis (i.e., the eigenbasis of the $Z$ operator). These instruments are easily seen to satisfy Eq. (36) and have simple interpretations: on input 0 each party performs a computational basis measurement, prepares and sends the eigenstate corresponding to the measurement outcome, and outputs 0 (as they must for this input); on input 1, a computational basis measurement is again performed, and the party outputs the result ( 0 or 1 ) obtained from that measurement and sends the basis state corresponding to the other (unobtained) measurement outcome. With this process matrix and these instruments, one finds, from the generalized Born rule, (37), that

$$
\begin{equation*}
I_{1}=-1<0 \tag{40}
\end{equation*}
$$

which is the maximum algebraic violation of (26). In other words, it wins the corresponding game [Eq. (28)] perfectly (with probability 1). Such maximal violation of a causal inequality was also found for a tripartite scenario in Ref. [19],
although this scenario differed in that all parties shared an additional classical input, and all outputs were binary.

It is interesting to note that both $W_{1}$ and the instruments $\left\{M_{a_{k} \mid x_{k}}\right\}$ are all diagonal in the computational basis. These can thus be interpreted as a classical process and classical operations, respectively [29]. If all parties perform classical operations it is known that they cannot violate any bipartite causal inequality [8]. For three or more parties, on the other hand, it has recently been shown that one can violate causal inequalities with purely classical operations and processes [30], and our classical violation of Eq. (26) is a novel illustration of this, in a simpler scenario than considered previously.

The third inequality, (30), that we presented in Sec. IV B can also be violated with exactly the same instruments as the first, using the process matrix

$$
\begin{align*}
W_{3}= & \frac{1}{8}\left[\mathbb{1}^{\otimes 6}+\frac{1}{2}[\mathbb{1}(\mathbb{1}+Z) Z \mathbb{1} Z Z-\mathbb{1}(\mathbb{1}-Z) Z Z Z \mathbb{1}\right. \\
& +Z Z \mathbb{1}(\mathbb{1}+Z) Z \mathbb{1}-Z \mathbb{1} \mathbb{1}(\mathbb{1}-Z) Z Z \\
& +Z \mathbb{1} Z Z \mathbb{1}(\mathbb{1}+Z)-Z Z Z \mathbb{1}(\mathbb{1}-Z)]] \tag{41}
\end{align*}
$$

which can again be readily verified to be valid. As for the first inequality, one obtains the maximal algebraic violation $I_{3}=-1<0$ with a classical process matrix and classical instruments.

The second inequality, (27), unlike the two discussed above, does not seem to be violated either maximally or by a classical process. The best violation we found (with qubits) using the iterated optimization algorithm is obtained using the instruments

$$
\begin{align*}
& \left.\left\{M_{0 \mid 0}^{\prime}=|\mathbb{1}\rangle\right\rangle\langle\mathbb{1}|\right\} \\
& \left\{M_{0 \mid 1}=|0\rangle\langle 0| \otimes|1\rangle\langle 1|, M_{1 \mid 1}=|1\rangle\langle 1| \otimes|0\rangle\langle 0|\right\} \tag{42}
\end{align*}
$$

where $|\mathbb{1}\rangle\rangle=|00\rangle+|11\rangle$ and $|\mathbb{1}\rangle\rangle\langle\mathbb{1}|$ is the Choi-Jamiołkowski representation of the identity channel. The operation performed on input 1 is thus the same as that previously considered, while on input 0 each party outputs 0 (as they must) and just sends out the physical system they received, unaffected. (Note that when acting on classical systems only, this is equivalent to the effect of the previous instrument $\left\{M_{0 \mid 0}\right\}$, so that $\left\{M_{0 \mid 0}^{\prime}\right\}$ could also have been used to violate the previous two inequalities.) With these instruments we found a process matrix $W_{2}$ giving

$$
\begin{equation*}
I_{2} \simeq-0.3367<0 \tag{43}
\end{equation*}
$$

which indeed violates Eq. (27). $W_{2}$ cannot be expressed in the $Z$ basis alone and does not have a nice form so we do not write it explicitly here; it is included in full in the Supplemental Material [33].

It remains an open question to find the optimal violation of this inequality and, in particular, whether it is possible to obtain a greater violation using higher dimensional systems. For the violation of bipartite inequalities reported in Ref. [17], higher dimensional systems lead to greater violation for some inequalities, but the increased size of the tripartite optimization problem prevented us from investigating this possibility.

While the three tripartite inequalities we have focused on in this paper are of particular interest because of their simple form and their interpretation as natural generalizations of the LGYNI bipartite inequalities, a further search in fact showed
that all 302 nontrivial families of causal inequalities for the simplest tripartite scenario can be violated using the same instruments given in Eq. (42). Moreover, we found violations of all except 18 families by completely classical process matrices (although often by less than with nonclassical ones), and that the maximum algebraic violation can be obtained for 65 families of inequalities [in all cases with classical process matrices and the instruments of Eq. (39)]. The processes violating the other inequalities, as well as the maximum violations we found, are included in the Supplemental Material [33]. We note that the instruments of Eq. (42) are similar, but not equivalent, to those used in the bipartite scenario in Ref. [17]; those instruments can be used to violate some, but not all, of the tripartite causal inequalities, and often give smaller violations of the inequalities than the instruments of Eq. (42). Finally, a process matrix (with a relatively simple form) and instruments violating inequality (32) are also included in the Supplemental Material [33].

## C. Genuinely multipartite noncausal correlations

An important question that arises with multipartite noncausal correlations-just as it does for nonlocal correlationsis whether the correlations are "genuinely $N$-partite noncausal," in the sense that no subset of the parties can have a definite causal relation to any other subset. For the tripartite inequalities discussed above, one can test whether they can be violated by a process matrix in which one party (without loss of generality, $C$ ) causally follows (or precedes) the other two, but no definite causal order exists between $A$ and $B$, a scenario which we may denote $A B \prec C$ (or $C \prec A B$ ). For the case $A B \prec C$, for instance, this formally corresponds to requiring that $C$ cannot signal to $A$ and $B$, which translates into the condition ${ }^{9}$

$$
\begin{equation*}
W=\frac{\mathbb{1}^{C^{o}}}{d_{C^{o}}} \otimes \operatorname{tr}_{C^{o}} W \tag{44}
\end{equation*}
$$

where $d_{C^{o}}$ is the dimension of $\mathcal{H}^{C^{o}}$. This can easily be added as a linear constraint to the iterative semidefinite programming optimization algorithm, and by doing so we were able to find process matrices satisfying this constraint that violate many, but not all, of the tripartite causal inequalities. For example, while no violation of Eq. (26) was found, both Eq. (27) and Eq. (30) can be violated (for qubit systems) with $I_{2}=I_{3} \simeq$ $-0.2776<0$ by process matrices given in the Supplemental Material [33] and the instruments in Eq. (42). This violation is smaller than what we found for the unconstrained problem but, nonetheless, shows that the inequalities $I_{2}, I_{3} \geqslant 0$ do not detect genuinely tripartite noncausal correlations: a strictly lower bound than 0 would need to be violated to detect those.

The study of genuinely multipartite nonlocal correlations has shown that there are several subtle issues associated with defining genuinely multipartite notions $[31,32]$. Thus, while this situation is of great interest, we leave the problem of

[^6]defining and characterizing genuinely multipartite noncausal correlations to future research.

## VI. CONCLUSION

The multipartite correlations that can be generated by localized operations within a definite causal order have a rich and complex structure. The fact that a party can, as a function of their input, influence the probabilities for the causal relations between parties in their future makes, in principle, the study of such correlations rather cumbersome. Here we have drastically simplified this problem, showing that all possible strategies can be reduced to deterministic ones-where both the outputs of and the causal relations between parties are functionally determined by the inputs of parties in their past-and probabilistic mixtures thereof.

Using this characterization, the set of causal correlations can be conveniently described as a convex polytope whose vertices represent deterministic strategies. This polytope can equivalently be characterized in terms of its facets, which define inequalities that have to be satisfied by the correlations. Taken together, all the inequalities (for a given scenario defining the parties and their sets of possible inputs and outputs) provide necessary and sufficient conditions for correlations to be realizable within a definite causal structure. We studied in detail the simplest tripartite scenario and found the corresponding complete set of facet inequalities. As this set is rather large-13074 inequalities, grouped into 305 equivalence classes-we discussed explicitly only three examples. The full set may nonetheless be useful for systematic searches of violation of causal order.

Finally, we found explicit violations of some exemplary inequalities within the process matrix formalism. Our results indicate that the violation of causal inequalities is rather ubiquitous in this framework, as for every nontrivial inequality considered it was possible to find a corresponding violation. The physical interpretation of such causal-inequality-violating processes, however, remains unclear. As it remains uncertain whether violation of bipartite causal inequalities is possible with physically realizable resources, it may be useful to narrow down the search for physical violations of causal inequalities by further developing the notion of "genuine multipartite noncausality." Such a notion would allow one to single out causal inequalities whose violation cannot be obtained, for instance, by bipartite noncausal processes interacting causally with a third party.
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## APPENDIX: PROOFS OF THE CLAIMS IN SEC. II C

In this Appendix we prove the claims in Sec. II C. Just as for the definition of multipartite causal correlations, the proofs (except for the last one) are inductive.

## 1. Convexity of causal correlations

For $N=1$, it is obvious that (unconstrained) single-party correlations form a convex set.

Let us assume that for $N \geqslant 2$, the set of ( $N-1$ )-partite causal correlations is convex, and let $P^{\prime}$ and $P^{\prime \prime}$ be two $N$ partite causal correlations,

$$
\begin{gather*}
P^{\prime}(\vec{a} \mid \vec{x})=\sum_{k \in \mathcal{N}} q_{k}^{\prime} P_{k}^{\prime}\left(a_{k} \mid x_{k}\right) P_{k, x_{k}, a_{k}}^{\prime}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right),  \tag{A1}\\
P^{\prime \prime}(\vec{a} \mid \vec{x})=\sum_{k \in \mathcal{N}} q_{k}^{\prime \prime} P_{k}^{\prime \prime}\left(a_{k} \mid x_{k}\right) P_{k, x_{k}, a_{k}}^{\prime \prime}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right), \tag{A2}
\end{gather*}
$$

with $q_{k}^{\prime}, q_{k}^{\prime \prime} \geqslant 0, \sum_{k} q_{k}^{\prime}=\sum_{k} q_{k}^{\prime \prime}=1$, with $P_{k}^{\prime}$ and $P_{k}^{\prime \prime}$ being two valid probability distributions, and with $P_{k, x_{k}, a_{k}}^{\prime}$ and $P_{k, x_{k}, a_{k}}^{\prime \prime}$ being ( $N-1$ )-partite causal correlations.

Let $q^{\prime}, q^{\prime \prime} \geqslant 0$ with $q^{\prime}+q^{\prime \prime}=1$, and define $P=q^{\prime} P^{\prime}+$ $q^{\prime \prime} P^{\prime \prime}$. Then one has

$$
\begin{align*}
P(\vec{a} \mid \vec{x})= & q^{\prime} P^{\prime}(\vec{a} \mid \vec{x})+q^{\prime \prime} P^{\prime \prime}(\vec{a} \mid \vec{x}) \\
= & \sum_{k \in \mathcal{N}} q_{k} P_{k}\left(a_{k} \mid x_{k}\right)\left(r_{x_{k}, a_{k}}^{\prime} P_{k, x_{k}, a_{k}}^{\prime}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)\right. \\
& \left.+r_{x_{k}, a_{k}}^{\prime \prime} P_{k, x_{k}, a_{k}}^{\prime \prime}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)\right), \tag{A3}
\end{align*}
$$

with $q_{k}=q^{\prime} q_{k}^{\prime}+q^{\prime \prime} q_{k}^{\prime \prime}, q_{k} P_{k}\left(a_{k} \mid x_{k}\right)=q^{\prime} q_{k}^{\prime} P_{k}^{\prime}\left(a_{k} \mid x_{k}\right)+q^{\prime \prime} q_{k}^{\prime \prime}$ $P_{k}^{\prime \prime}\left(a_{k} \mid x_{k}\right), r_{x_{k}, a_{k}}^{\prime(\prime)}=\frac{q^{\prime(1)} q_{k}^{(\prime)} P_{k}^{(\prime)}\left(a_{k} \mid x_{k}\right)}{q_{k} P_{k}\left(a_{k} \mid x_{k}\right)}$. These are such that $q_{k} \geqslant 0, \quad \sum_{k} q_{k}=1, \quad P_{k}\left(a_{k} \mid x_{k}\right) \quad$ is a valid single-party probability distribution, $r_{x_{k}, a_{k}}^{\prime(\prime)} \geqslant 0$, and $r_{x_{k}, a_{k}}^{\prime}+r_{x_{k}, a_{k}}^{\prime \prime}=1$ for all $x_{k}, a_{k}$. By the convexity of ( $N-1$ )-partite causal correlations, $\quad P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right):=r_{x_{k}, a_{k}}^{\prime} P_{k, x_{k}, a_{k}}^{\prime}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)+$ $r_{x_{k}, a_{k}}^{\prime \prime} P_{k, x_{k}, a_{k}}^{\prime \prime}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ is causal. Hence, Eq. (A3) is of the form of (1), so that $P=q^{\prime} P^{\prime}+q^{\prime \prime} P^{\prime \prime}$ is causal, which by induction concludes the proof.

## 2. Ignoring the outputs of certain parties

The claim that any marginal correlation (for any nonempty subset $\mathcal{K}$ of parties) of an $N$-partite causal correlation is causal is trivial to verify for the cases $N=1$ and 2 or when $|\mathcal{K}|=1$ (recalling, in particular, that any single-partite correlation is causal).

Suppose, for $N \geqslant 2$, that the claim holds for all marginals of all ( $N-1$ )-partite causal correlations, and consider an $N$ partite causal correlation $P(\vec{a} \mid \vec{x})$, decomposed as in (1), and a subset $\mathcal{K}$ of $\mathcal{N}=\{1, \ldots, N\}$, with $|\mathcal{K}| \geqslant 2$.

Let us first take each term

$$
\begin{equation*}
P_{k}(\vec{a} \mid \vec{x}):=P_{k}\left(a_{k} \mid x_{k}\right) P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) \tag{A4}
\end{equation*}
$$

in the sum of (1) separately. If $k \in \mathcal{K}$, then

$$
\begin{equation*}
\sum_{\vec{a}_{\mathcal{K}}} P_{k}(\vec{a} \mid \vec{x})=P_{k}\left(a_{k} \mid x_{k}\right) \sum_{\vec{a}_{\mathcal{M}}} P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) \tag{A5}
\end{equation*}
$$

By the induction hypothesis, the marginal $(|\mathcal{K}|-1)$-partite correlations $\sum_{\vec{a}_{\mathcal{N} \backslash K}} P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ of the ( $N-1$ )-partite causal
correlations $P_{k, x_{k}, a_{k}}$ are causal; Eq. (A5) is thus of the form of (1), so that the marginal $|\mathcal{K}|$-partite correlation $\sum_{\vec{a} \mathcal{N} \mid} P_{k}(\vec{a} \mid \vec{x})$ is itself causal. If $k \in \mathcal{N} \backslash \mathcal{K}$, on the other hand, then

$$
\begin{equation*}
\sum_{\vec{a}_{\mathcal{N} \backslash \mathcal{K}}} P_{k}(\vec{a} \mid \vec{x})=\sum_{a_{k}} P_{k}\left(a_{k} \mid x_{k}\right) \sum_{\vec{a}_{\mathcal{N} \backslash \backslash k}} P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) . \tag{A6}
\end{equation*}
$$

Again by the induction hypothesis, the marginal $|\mathcal{K}|$-partite correlations $\sum_{\vec{a}_{\mathcal{N} \backslash \mid k}} P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ of the ( $N-1$ )-partite causal correlation $P_{k, x_{k}, a_{k}}$ are causal; Eq. (A6) then defines a convex combination of causal correlations, with normalized weights $P_{k}\left(a_{k} \mid x_{k}\right)$, so that the marginal correlation $\sum_{\vec{a}_{\mathcal{N} \backslash \mathcal{K}}} P_{k}(\vec{a} \mid \vec{x})$ is again causal.

Returning to the sum of Eq. (1), we thus find that the marginal $|\mathcal{K}|$-partite correlation

$$
\begin{equation*}
\sum_{\vec{a}_{\mathcal{N} \backslash \mathcal{K}}} P(\vec{a} \mid \vec{x})=\sum_{k \in \mathcal{N}} q_{k}\left(\sum_{a_{\mathcal{N} \backslash \mathcal{K}}} P_{k}(\vec{a} \mid \vec{x})\right) \tag{A7}
\end{equation*}
$$

is a convex combination of causal correlations, which implies that it is itself causal. By induction this concludes the proof of our claim on marginal causal correlations.

## 3. Combining causal correlations "one after the other"

Consider two nonempty sets of parties, $\mathcal{K}$ and $\mathcal{N} \backslash \mathcal{K}$, and causal correlations $P\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)$ and $P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right)$ for each set, respectively, and define

$$
\begin{equation*}
P(\vec{a} \mid \vec{x}):=P\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right) P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right) \tag{A8}
\end{equation*}
$$

If the first set contains only $|\mathcal{K}|=1$ party, then for any complementary subset $\mathcal{N} \backslash \mathcal{K}$ (that is, for any total number of parties $N$ ) the combined correlation $P(\vec{a} \mid \vec{x})$ is clearly of the form of (1) and is, therefore, causal.

For $|\mathcal{K}| \geqslant 2$, assume that for all subsets $\mathcal{K}^{\prime}$ with $\left|\mathcal{K}^{\prime}\right|=$ $|\mathcal{K}|-1$ and all complementary subsets $\mathcal{N}^{\prime} \backslash \mathcal{K}^{\prime}$ (for any $\mathcal{N}^{\prime}=\left\{1, \ldots, N^{\prime}\right\}, N^{\prime}>\left|\mathcal{K}^{\prime}\right|$ ), the combination of two causal correlations as in (A8) yields another causal correlation. By assumption, the causal correlation $P\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)$ under consideration can be decomposed in the form of (1) as

$$
\begin{equation*}
P\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)=\sum_{k \in \mathcal{K}} q_{k} P_{k}\left(a_{k} \mid x_{k}\right) P_{k, x_{k}, a_{k}}\left(\vec{a}_{\mathcal{K} \backslash k} \mid \vec{x}_{\mathcal{K} \backslash k}\right), \tag{A9}
\end{equation*}
$$

where for each $k, x_{k}, a_{k}$, the $(|\mathcal{K}|-1)$-partite correlation $P_{k, x_{k}, a_{k}}\left(\vec{a}_{\mathcal{K} \backslash k} \mid \vec{x}_{\mathcal{K} \backslash k}\right)$ is causal. We can then write

$$
\begin{equation*}
P(\vec{a} \mid \vec{x})=\sum_{k \in \mathcal{K}} q_{k} P_{k}\left(a_{k} \mid x_{k}\right) P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right), \tag{A10}
\end{equation*}
$$

where we define

$$
\begin{align*}
& P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) \\
& \quad=P_{k, x_{k}, a_{k}}\left(\vec{a}_{\mathcal{K} \backslash k} \mid \vec{x}_{\mathcal{K} \backslash k}\right) P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right) \tag{A11}
\end{align*}
$$

which, for each $k, x_{k}, a_{k}$, is the combination of a $(|\mathcal{K}|-1)$ partite causal correlation with an $(N-|\mathcal{K}|)$-partite causal correlation, as in (A8). By the induction hypothesis, it is therefore causal. We thus find that the correlation $P(\vec{a} \mid \vec{x})$ written as in (A10) is of the form of (1) and hence causal, which by induction concludes the proof.

## 4. An equivalent characterization of causal correlations

Clearly, Eq. (1) is a particular case of (4), so that any causal correlation [of the form of (1) by definition] is also of the form of (4). It remains to be shown that any correlation of the form of (4) is also causal.

Consider such an $N$-partite correlation $P(\vec{a} \mid \vec{x})$ of the form of (4), with all $P_{\mathcal{K}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)$ and $P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right)$ being causal correlations. Consider for now one term in the sum, (4), corresponding to one specific subset $\mathcal{K}$. If $|\mathcal{K}|=1$, then $P_{\mathcal{K}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right) P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right)$ is directly of the form of (1), and hence it is causal. Otherwise, if $|\mathcal{K}| \geqslant 2$, then by the definition of causal correlations, $P_{\mathcal{K}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)$ can be decomposed in the form of (1), as

$$
\begin{equation*}
P_{\mathcal{K}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right)=\sum_{k \in \mathcal{K}} q_{k} P_{k}\left(a_{k} \mid x_{k}\right) P_{k, x_{k}, a_{k}}\left(\vec{a}_{\mathcal{K} \backslash k} \mid \vec{x}_{\mathcal{K} \backslash k}\right), \tag{A12}
\end{equation*}
$$

with $P_{k, x_{k}, a_{k}}\left(\vec{a}_{\mathcal{K} \backslash k} \mid \vec{x}_{\mathcal{K} \backslash k}\right)$ causal, so that

$$
\begin{align*}
& P_{\mathcal{K}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right) P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right) \\
& \quad=\sum_{k \in \mathcal{K}} q_{k} P_{k}\left(a_{k} \mid x_{k}\right) P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right), \tag{A13}
\end{align*}
$$

where we define

$$
\begin{align*}
& P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right) \\
& \quad=P_{k, x_{k}, a_{k}}\left(\vec{a}_{\mathcal{K} \backslash k} \mid \vec{x}_{\mathcal{X} \backslash k}\right) P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right) \tag{A14}
\end{align*}
$$

As a product of causal correlations, the correlation $P_{k, x_{k}, a_{k}}\left(\vec{a}_{\backslash k} \mid \vec{x}_{\backslash k}\right)$ thus defined is causal (see the previous subsection). Hence, the product $P_{\mathcal{K}}\left(\vec{a}_{\mathcal{K}} \mid \vec{x}_{\mathcal{K}}\right) P_{\mathcal{K}, \vec{x}_{\mathcal{K}}, \vec{a}_{\mathcal{K}}}\left(\vec{a}_{\mathcal{N} \backslash \mathcal{K}} \mid \vec{x}_{\mathcal{N} \backslash \mathcal{K}}\right)$ from Eq. (A13) is of the form of (1), and therefore it is causal.

Put together, we find that a correlation of the form of (4) can be expressed as a convex combination of causal correlations (for each $\mathcal{K}$ ) and is therefore causal, which concludes the proof.
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[^1]:    ${ }^{1}$ To see this, consider, for instance, a bipartite "causal game" as in [8] and [17] and add a third party to whom all inputs and outputs of the first two parties are sent and who outputs 1 if and only if the winning conditions for the causal game are met. Postselecting on that output, the bipartite correlation shared by the first two parties clearly wins the game perfectly (which implies that it is noncausal), although it could be established within a well-defined causal structure.

[^2]:    ${ }^{2}$ To see this, assume that we can write $P=q P_{1}+(1-q) P_{2}$, $q \in(0,1)$, where $P_{1}$ and $P_{2}$ are causal correlations with the fixed orders $A_{1} \prec A_{2} \prec A_{3}$ and $A_{1} \prec A_{3} \prec A_{2}$, respectively. (Since $A_{1}$ has no output, we can assume that they act first; see Sec. III C.) Note that $A_{2}$ 's marginal distribution satisfies $P\left(a_{2}=0 \mid 000\right)=1$, and thus $P_{1}\left(a_{2}=0 \mid 000\right)=1$ also. But the causal order of $P_{1}$ requires $P_{1}\left(a_{2} \mid 000\right)=P_{1}\left(a_{2} \mid 001\right)$, so that $q_{0}=P\left(a_{2}=0 \mid 001\right)=$ $q+(1-q) P_{2}\left(a_{2}=0 \mid 001\right) \geqslant q$. Similarly, since $P\left(a_{3}=1 \mid 000\right)=0$ we have $P_{2}\left(a_{3}=1 \mid 000\right)=P_{2}\left(a_{3}=1 \mid 010\right)=0$, so that $q_{0}=P\left(a_{3}=\right.$ $1 \mid 010)=q P_{1}\left(a_{3}=1 \mid 010\right) \leqslant q$. Together, this implies $q=q_{0}$. Analogous reasoning for when $x_{1}=1$ implies that $q=q_{1}$ and thus we must have $q_{0}=q_{1}$ if $P$ is a mixture of fixed-order causal correlations.

[^3]:    ${ }^{3}$ If some parties are causally independent then this order may not be unique.
    ${ }^{4}$ This scenario also arises when one averages over $A_{k}$ 's outputs.
    ${ }^{5}$ Hence, in an $N$-partite scenario where one party has a trivial output, a noncausal correlation can only be obtained if some reduced ( $N-1$ )partite correlation is already noncausal. Note that, in contrast, in the framework of process matrices [8] (see Sec. V), the property of causal nonseparability of a process-which is the "device-dependent" analog of noncausality for correlations [14,17]-can be witnessed in a scenario where some parties only have trivial outputs (e.g., where they simply implement unitary operations), while all reduced processes involving fewer parties are causally separable [14,22].

[^4]:    ${ }^{6}$ The bound $3 / 4$ on the probability of success can, for instance, be reached with the causal strategy, compatible with the order $A \prec B \prec C$, where the parties output $a=0, b=x$, and $c=y$ : this strategy indeed wins the game in all cases except when the inputs are $(x, y, z)=(1,0,1)$ or $(0,1,1)$.

[^5]:    ${ }^{7}$ To prove that Eq. (34) indeed defines a valid causal inequality for all $N$, it is sufficient to prove that it holds for all deterministic causal correlations. From the remark at the end of Sec. III B we know that, given a deterministic causal correlation $P$, the input $\vec{x}=(1, \ldots, 1)$ fixes a particular causal order and, in particular, a "last" party $A_{k}$, such that $P_{\mathcal{N} \backslash k}\left(1, \ldots, 1 \mid \vec{x}_{\backslash k}=(1, \ldots, 1), x_{k}=\right.$ $0)=P_{\mathcal{N} \backslash k}\left(1, \ldots, 1 \mid \vec{x}_{\backslash k}=(1, \ldots, 1), x_{k}=1\right)$. This implies that $P_{\mathcal{N} \backslash k}\left(1, \ldots, 1 \mid \vec{x}_{\backslash k}=(1, \ldots, 1), x_{k}=0\right)-P_{\mathcal{N}}(1, \ldots, 1 \mid 1, \ldots, 1) \geqslant$ 0. $J_{1}(N)$ is then obtained by adding some more nonnegative terms $P_{\mathcal{N} \backslash k^{\prime}}(\ldots)$, so that it necessarily remains nonnegative.

    Similarly, to prove Eq. (35), we note that a deterministic causal correlation fixes a "first" party $A_{k}$ such that $P_{k}\left(1 \mid x_{k}=1, \vec{x}_{\mid k}=(0, \ldots, 0)\right)=P_{k}\left(1 \mid x_{k}=1, \vec{x}_{\mid k}=(1, \ldots, 1)\right)$ and thus $\quad P_{k}\left(1 \mid x_{k}=1, \vec{x}_{\backslash k}=(0, \ldots, 0)\right)-P_{\mathcal{N}}(1, \ldots, 1 \mid 1, \ldots, 1) \geqslant 0$. Again, $J_{2}(N)$ is then obtained by adding some more nonnegative terms, so that it remains nonnegative.
    ${ }^{8}$ This probability of success [or, equivalently, the bounds 0 in Eqs. (34) and (35)] can again be reached when all parties always output 0 : they then lose the game only when all inputs are 1 .

[^6]:    ${ }^{9}$ For the case $C \prec A B$, the condition that $A$ and $B$ cannot signal to $C$ can also be expressed as a linear constraint on $W$, although it is a bit more complicated than (44).

