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ABSTRACT 
 
The proposed parallel state transformation procedures (PSTP) of fiber beam-column elements and multi-layered 
shell elements, combined with the parallel factorization of Jacobian (PF), are incorporated into a finite element 
program. In PSTP, elements are classified into different levels of workload prior to state determination in order 
to balance workload among different threads. In PF, the multi-threaded version of OpenBLAS is adopted to 
compute super-nodes. A case study on four super high-rise buildings, i.e. S1~S4, has demonstrated that the 
combination of PSTP and PF does not have any observable influence on computational accuracy. As number of 
elements and DOFs increases, the ratio of time consumed in the formation of the Jacobian to that consumed in 
the solution of algebraic equations tends to decrease. The introduction of parallel solver can yield a substantial 
reduction in computational cost. Combination of PSTP and PF can give rise to a further significant reduction. 
The acceleration ratios associated with PSTP do not exhibit a significant decrease as PGA level increases. Even 
PGA level is equal to 2.0g, PSTP still can result in acceleration ratios of 2.56 and 1.92 for S1 and S4, 
respectively. It is verified that it is more effective to accelerate analysis by reducing the time spent in solving 
algebraic equations rather than reducing that spent in the formation of the Jacobian for super high-rise buildings. 
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INTRODUCTION  
 
Nonlinear dynamic analysis is a powerful tool for the assessment of seismic performance of structures under 
strong dynamic excitations, e.g. earthquakes. The standard simulation approach is to discretize the time-
continuous governing equations by time integration methods then solve them via iterative algorithm (Bathe 
1996). Since analytical time step or time interval, ¨t, is generally small and iterations may be required within a 
step, the formation of real-time tangent stiffness matrix (also called the Jacobian) and solution process of system 
equations usually causes expensive computational cost. For large structures with a huge number of elements and 
degrees of freedom (DOFs), e.g. super high-rise buildings, such cost might be too high to be tolerable for design 
purposes although computer hardware is updated contemporarily.  
 
Some parallel computing techniques were adopted to reduce computational cost from two aspects. Parallel direct 
(Cho and Hall 2012) or iterative solvers (Balay et al. 2014) are applied to accelerate the solution of system 
equations while the parallelized state determination of elements (Liu et al. 2007) is used to accelerate the 
formation of the Jacobian. Computational efficiency and convergence of iterative solvers are highly dependent 
on a pre-conditioner selected which is also closely related with the characteristics of the Jacobian. For super 
high-rise structures having various structural systems, direct solvers are more attractive because of excellent 
stability. Some parallel direct solver packages have been developed, e.g. MUMPS (Amestoy et al. 2001), 
SuperLU (Li 2005), and PaStiX (Hpnon et al. 2002). The parallelized state determination of elements can be 
easily implemented (Yang et al. 2014). However, extra considerations should be taken in the treatment of 
unbalanced computational workload among different types of elements. Even within a certain type of elements, 
unbalance in workload can also exist between processed elements and unprocessed elements, if the state 
transformation procedures (STP) (He et al. 2015) are applied. Other than the above-mentioned two approaches, 
the domain decomposition methods (DDMs) (Smith et al. 1996; Sotelino 2003) directly divide the solution 
domain of concern into several subdomains and then assign one thread to each subdomain. In this way, the time 
consumed both in the process of the formation of the Jacobian and the solution of system equations can be saved 
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simultaneously (Yang and Hsieh 2002; Yang et al. 2012). Nevertheless, sometimes it is difficult to balance the 
workload among subdomains. 
 
Performance of all the parallel computing techniques are highly related to the configuration of computer 
hardware, e.g. multi-core processors, multiple local computers (McKenna and Fenves 2007), high performance 
graphics processing units (GPU) (Papadrakakis et al. 2011), etc. Inter-process communication between threads 
may be an obstacle in parallel computing, especially on multiple local computers and GPUs. Data transmission 
between threads can be avoided in shared memory multi-processing on multi-core computers, which is not 
difficult for computerized implementation. Moreover, shared memory multi-processing is based on either open 
Multi-Processing (OpenMP) (Amritkar et al. 2012) programming language or POSIX Threads (Pthreads) (IEEE 
Std 1003.1c-1995) programming language. These accessible programming languages can be embedded in 
source codes and have been applied in many areas (Brown and Sharapov 2007). 
 
This paper aims at developing some optimized shared memory computing procedures that to be implemented on 
personal computers for nonlinear dynamic time-history analysis for super high-rise buildings. An optimized 
STP-based strategy for the parallel state determination of elements is proposed to accelerate the formation 
process of the Jacobian, while the super-nodal Cholesky solver from CHOLMOD (Chen et al. 2008) is 
accelerated with multi-threaded OpenBLAS (Zhang et al. 2012) in order to solve the linear algebraic equations 
more efficiently. The characteristics of nonlinear dynamic analysis for super high-rise buildings will be 
discussed prior to the introduction of these procedures. The effects of some factors, e.g. peak ground 
acceleration (PGA) level, the number of DOFs and the number of elements, on computational efficiency are 
investigated. 
 
3ARALLEL COM3UTING STRATEGIES 
 
Basic Procedures 
 
The dynamic equilibrium of a nonlinear system can be expressed as the followings: 

� � � �� � � �� � � �� �S D I 0t t t tc cc� � �  p f x f x f x                                                  (1) 
Where, x, x' and x" are the vectors of displacements, velocities and accelerations of a system, respectively; fS, fD 
and fI are the vectors of inertia forces, damping force and resisting forces, respectively; p is the vector of 
external excitations. Discretizing Eq. (2) with the ith analytical time step, ¨t, will give the following incremental 
form, 

 � � � � � �S D I 0i i i i ii i c cc' �' ' �' ' �' '  p f x f x f x                                                      (2) 
Eq. (2) can be simplified as the following general form by using any step-by-step time integration method,  

� � 0iF '  x                                                                                (3) 
If the Newton-Raphson algorithm is applied to solve Eq. (4) and to obtain ¨xi, the iterative procedures within an 
analytical time step can be expressed as:  

( ) ( )Obtain from :k k k k
i i i iF Fs x s x¢ D ⋅ = - D                                            (4) 

1Set k k k
i i ix x s+D =D +                                                                   (5) 

Where, F'(¨xi
k) is the Jacobian at the kth iteration during the ith analytical step, which can be computed by the 

time integration method selected; si
k is the increment of displacement vector after the kth iteration. For most time 

integration methods, e.g. the Newmark-beta method, F'(¨xi
k) is a linear combination of tangent stiffness matrix, 

K, damping matrix, C and mass matrix, M, i.e. 
� � 1 2 3

k k k k
i i i iF a a ac '  � �x K C M                                                     (6) 

Where, constants, a1, a2 and a3 are dependent on analytical step, 't, and time integration method selected. A 
complete nonlinear dynamic time history analysis usually involves thousands of analytical steps and even more 
iterations, as illustrated in Figure 1. Thus, it is necessary to reduce computing time in the two time-consuming 
steps (see Figure 1) via some proper approaches.  
 
Parallel Computing Strategy for STP 
 
Fiber beam-column element (Spacone et al. 1996) and multi-layer shell element (Lu et al. 2015) are capable of 
capturing dynamic time-history nonlinear responses of structures excited by strong earthquakes. These elements 
can bridge microscopic material-level properties (e.g. stresses and strains) and macroscopic structure-level 
responses (e.g. deflection, story drift, base shear, overturning moment etc.) with desirable accuracy. However, 
computational accuracy is achieved at the cost of significant computation workload in material-level state 
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determination. It is prove to an efficient way to reduce the workload by using the state transformation 
procedures (STP) developed by He et al (2015), as illustrated in Figure 2. The STP is fully based on the 
understanding of sparse nonlinearity distribution in structures when they are undergoing strong earthquakes. It  

                                   
Figure 1 Iteration within an analytical step 

 
assumes that sections at integration points in fiber beam-column elements and multi-layer shell elements have 
three states, i.e. initial state, elastic state and nonlinear state. The state determination of initial state and 
nonlinear state at integration points is carried out in a traditional way, i.e. from material level. Once initial state 
is determined, the subsequent determination of sections can override material-level computation in elastic state. 
All sections in this state are simply simulated by predetermined linear resisting force models until nonlinearity 
occurs. Once nonlinearity develops, the linear models will be replaced with those determined by corresponding 
nonlinear sections. Initial tensile cracking, nonlinear compression or yielding of steel can be all regarded as the 
critical limit of elastic cross sections. Beyond the limit, the sections will not behave linear elastic any more. 
Such nonlinearities developed in a cross section always start from some specific locations, e.g. corner point in a 
rectangular section or the outmost layer in a shell element. These locations can act as monitoring points for the 
determination of critical elastic limit. 
 
The above-mentioned STP can be combined with parallel processing technique (PSTP) to achieve higher 
acceleration. However, thread allocation should be optimized to avoid thread wait. The unbalance in 
computational workload arises from two aspects when the STP to accelerate the state determination process of 
elements. One is from different time consumed in the determination of fiber beam-column element and multi-
layered shell elements. The other is from different number of nonlinear sections among elements. Thus, the so-
called level-to-level parallel processing scheme is proposed. That is, elements are classified into different levels 
of workload, as illustrated in Figure 3, prior to state determination according to the number of nonlinear sections 
at integration points develop within an element. n, nf and ns shown in Figure 3 denote the number of super-
modes (to be introduced later), nonlinear sections in a fiber beam-column element and a multi-layered shell 
element. For instance, a fiber beam-column element with three nonlinear sections can be classified as Level 3 
while Level 0 indicates zero nonlinear sections within an element. Parallel computing is carried out by using the 
dynamic schedule of OpenMP. In this way, workload among different threads is basically balanced.  
 
Parallel Computing Strategy for LLT Factorization  
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In most cases, the Jacobian is a sparse and symmetric positive definite matrix. Thus, the sparse Cholesky 
factorization (the LLT factorization) method can be applied to determine the increment of displacement vector 
after the kth iteration, si

k, by the following equations:  

 
Figure 2 Concept of element state transformation (STP) 

 
( ) TObtain from: k k k k

i i i iF ¢ D =L x L L                                                   (7) 
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i i i iF � 'y L y x                                                   (8) 
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i i i i s L s y                                                                 (9) 

The super-nodal method (Rotkin and Toledo 2004) can be utilized to accelerate the factorization in Eq. (7), in 
which a set of super-nodes are computed through exploiting dense matrix kernels, i.e. the BLAS (Lawson et al. 
1979). Some efficient BLAS libraries, e.g. Intel� Math Kernel Library (Intel� MKL) (Intel Corporation 2015), 
OpenBLAS and cuBLAS (NVIDIA Corporation 2015) are available. The former two are fully optimized for 
multiprocessing in Intel� CPUs. The last developed based on CUDA (NVIDIA Corporation 2015) is the GPU-
accelerated version of complete standard BLAS library. With proper configuration of computer hardware, the 
three BLAS libraries have better performance than the standard serial BLAS. CHOLMOD is chosen herein to 
perform the super-nodal LLT factorization and the multi-threaded version of OpenBLAS is adopted to compute 
super-nodes. Thus, such factorization process can be parallelized (PF). As depicted by Figures 3, the step of 
numerical factorization is accelerated with multi-threaded OpenBLAS. 
 
COM3UTERI=ED IM3LEMENTATION 
 
As one of open-source finite element programs, OpenSees (Mazzoni et al 2015) has been shown to be a 
powerful tool for performing nonlinear dynamic analysis of buildings and bridges and has become more and 
more popular in the field of earthquake engineering. However, some classes associated with elements in 
OpenSees have static member variables which are not compatible with shared memory parallel computing. Due 
to some reason, part of code in OpenSees has not been released so far, making an obstacle to realize PSTP. Thus, 
the above features are implemented into a new parallel finite element program using C�� program language. 
Some open-source codes available are incorporated into the program. The uniaxial materials of concrete and 
steel, i.e. Concrete02 (Hisham and Yassin 1994) and Steel02 (Filippou et al. 1983), as well as shell element 
ShellMITC4 (Dvorkin and Bathe 1984), are adopted from OpenSees (Mazzoni et al 2015). Eigen (Benoit and 
Guennebaud 2015) is chosen to handle basic matrix manipulations. Both the simplicial method and the super-
nodal method in CHOLMOD are selected to perform sparse Cholesky factorization and to solve algebraic 
equations. Multi-threaded OpenBLAS is used to accelerate super-nodal sparse Cholesky factorization in parallel. 
In addition, the well-known MCFT for 2D concrete material developed by Vecchio and Collins (1986), and 
Vecchio (1999) is combined with the ShellMITC4 to develop a nonlinear multi-layered shell element (Li 2015). 
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The framework and some basic modules of the program are shown Figure 4. The program is compiled and fully 
optimized with open-source GNU compilers. In addition, the Newmark-beta time integration and the Newton-
Raphson iteration algorithm are applied. 

 
Figure 3 Basic procedures for PSTP and PF during an analytical step 

 

 
Figure 4 Basic modules of the program 

 
CASE STUDY 
 
Four super high-rise buildings, S1~S4 as illustrated in Figure 5, are selected to assess the performance of PSTP 
and PF. Both PSTP and PF have four threads. Structural walls, floors and ramps in S1~S4, and mega columns in 
S4 are modeled by multi-layered shells (red areas in Figure 5), while the rest components in S1~S4 are modeled 
by fiber beam-column elements (blue lines in Figure 5). A Dell Optiplex 9010 personal computer with a quad-
core Inter I7-3770, 32GB main memory, and Linux Ubuntu 14.04 operating system, is used in the study. Three 
strong ground motions, i.e. Northridge earthquake at Station MUL009, Duzce earthquake at Station BOL000 
and Hector earthquake at Station HEC000 (PEER 2015), with two horizontal components are selected as 
external excitations.  
 
Computational Accuracy 
 
Figures 6 and 7 illustrate some results of S1 from nonlinear dynamic time history analysis by using the program 
with PSTP and PF, and OpenSees (Mazzoni et al 2015) that combines the PlaneStressUserMaterial with 
ShellMITC4 (Dvorkin and Bathe 1984; Lu et al. 2015). The PGA levels of the principal components of three are 
scaled to 1.0g. Figures 6 and 7 show the top displacement time history response and the distribution of the 
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maximum inter-story drift ratios along structural height, respectively. The results between the program and 
OpenSees agree very well with each other. 
 
Computational Efficiency (PGA=1.0g) 

 
Figure 5 Numerical models 

 
 

 
Figure 6 Top displacement time histories of Structure S1 
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Figure 7 Distribution of maximum inter-story drift ratios of S1 

 
 

The computational efficiency of PF and PSTP is compared with traditional serial computing on four super high-
rise buildings under Northridge earthquake with a scaled PGA level equal to 1.0g in principal component. Time 
consumed in the formation of the Jacobian, i.e. t1, including mainly element state determination, and the solution 
of algebraic equations, t2, are recorded during time history analyses, as illustrated in Figure 8 in which T 
represents total time consumed. As discussed previously, most of time is consumed in the formation of the 
Jacobian and the solution of algebraic equations in any case. As number of elements and number of DOFs 
increases, T, or total workload obviously increases. Because t1 increases approximately linearly with the number 
of elements while t2 increases nonlinearly with the DOFs. That is, difficulties in solving algebraic equations 
using direct solvers rise super linearly, the ratio of t1/t2 tends to decrease as structural height increases. If time 
consumed in other aspects is ignored, i.e. T=t1�t2, the introduction of parallel solver can reduce t2 from 3.91d to 
0.40d on average. Combination of PSTP and PF can give rise to further significant reduction in computational 
cost, more than 10 times faster than traditional serial computing on average. Every element is much less 
computationally expensive due to the combination of the STP and parallel computing technique. However, the 
workload of solving algebraic equations, t2, becomes dominant again with dual application of PF and PSTP 
although total workload has been dramatically reduced. 
 

 
(a) Serial computing (b) PF (c) PF & PSTP 

Figure 8 Time consumed using three computing strategies (Northridge earthquake) 
 
Computational Efficiency (PGA=0.2g~2.0g) 
 
The efficiency of STP is highly related with PGA level. To fully demonstrate the efficiency of PSTP, 
incremental dynamic analyses are performed on S1 and S4. Three other earthquakes, i.e. an artificial earthquake 
wave (AEW), Tabas earthquake and Landers earthquake are selected, with the PGA level of principal 
component varies from 0.20g to 2.0g. Although significant difference is seen from Figure 9 between S1 and S4, 
the acceleration ratios caused by PSTP, S=TPF/TPF&PSTP, decrease within a relatively small range as PGA increase 
from 0.2g to 2.0g. The PSTP still can result in averaged ratios of 2.56 and 1.92 for S1 and S4, respectively. The 
ratios of S4 are generally smaller than those of S1, because t1 of S4 occupies less portion than that of S1, as can 
be observed from Figure 8(b). Thus, for large structures like S4, it is more effective to accelerate analysis by 
reducing the time spent in solving algebraic equations rather than reducing that spent in the formation of the 
Jacobian. 
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Figure 9 Acceleration ratios (PGA=0.2g~2.0g) 

 
CONCLUSIONS 
 
The proposed parallel state transformation procedures (PSTP) of elements combined with the parallel 
factorization of the Jacobian (PF) using multi-threaded OpenBLAS are incorporated into a finite element 
program. From the case study on the nonlinear dynamic time history analyses of four super high-rise buildings, 
i.e. S1~S4, the combination of PSTP and PF does not have any observable influence on computational accuracy. 
Most of time is consumed in the formation of the Jacobian and the solution of algebraic equations in all cases. 
As number of elements and DOFs increases, the ratio of time consumed in the formation of the Jacobian to that 
consumed in the solution of algebraic equations tends to decrease. Combination of PSTP and PF can give rise to 
significant reduction in computational cost, more than 10 times faster than traditional serial computing on 
average. The workload of solving algebraic equations will become dominant again although total workload is 
reduced dramatically with the dual application of PSTP and PF. The acceleration ratios associated with PSTP do 
not exhibit a significant decrease as PGA level increases from 0.2g to 2.0g. Even PGA level is equal to 2.0g, 
PSTP still can result in averaged ratios of 2.56 and 1.92 for S1 and S4, respectively. For super high-rise 
buildings, it is more effective to accelerate analysis by reducing the time spent in solving algebraic equations 
rather than reducing that spent in the formation of the Jacobian.  
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