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Abstract 
 

Hard rock mining is currently carried out by drill-and-blast. With the increasing demand for 

automated, selective and remote mining, the industry hopes to replace conventional drill-and-blast 

with mechanical excavation. Modern mining machines have sufficient power for cutting hard rocks. 

The ‘bottleneck’ which limits the use of mechanical excavation for hard rock mining is the cutting 

tool wear. Rock cutting tools usually use tungsten carbide (WC) tipped picks. The WC tipped picks 

are effective and adequate for cutting relatively soft rocks, but unsuitable for hard rocks. To address 

this issue, CSIRO has developed Super Material Abrasive Resistant Tool (SMART*CUT), aiming 

at providing an effective cutting tool for hard rock mining. The key feature of the SMART*CUT 

technology is replacing the conventional WC with thermally stable diamond composite (TSDC) as 

the cutting tip of the pick. The main advantages of the TSDC tipped picks include (a) good thermal 

stability, (b) high wear resistance and (c) the ability to mine relatively hard deposits in comparison 

with the WC tipped picks. The disadvantage of the TSDC tipped picks is their low fracture 

toughness. To optimise the application of the TSDC tipped picks, this work aimed to improve the 

understanding of the rock cutting process and mechanisms, in particular to gain a better insight into 

the interaction between tools and rocks through systematic experimental and numerical studies. The 

rock cutting processes with the TSDC and WC tipped point attack picks were comprehensively 

investigated in terms of cutting force, specific energy, tool tip temperature and cutting chips.  

 

A study of rock cutting was systematically carried out using the Taguchi method to determine the 

effects of the cutting parameters on the performance of the TSDC tipped picks. The signal-to-noise 

(S/N) ratios and the analysis of variance (ANOVA) were applied to investigate the effects of the 

depth of cut, attack angle, spacing and cutting speed on the mean cutting, normal and bending 

forces involved in the rock cutting process. The statistical significance of process factors was 

determined and the optimum parametric combinations were successfully identified. Furthermore, 

the multiple linear regression (MLR) and artificial neural network (ANN) techniques were adopted 

to develop the empirical models for predicting the mean cutting and normal forces with the TSDC 

tipped picks. The established empirical force models showed good predictive capabilities with 

acceptable accuracy. The ANN models offered better accuracy and less deviation than the MLR 

models. 

 

The pick cutting temperature involved in rock cutting was measured using thermal infrared imaging 

and embedded thermocouple techniques. The temperature distribution in the cutting area was 

acquired by using a thermal infrared camera with high speed imaging rates. The results showed that 
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the TSDC tipped picks generated much lower thermal energy and much fewer sparks than the WC 

tipped picks. The temperature at the pick tip in the contact area with the rock was measured using a 

special thermocouple configuration. It was found that the pick tip temperature increased 

significantly with the increased depth of cut and cutting speed. The effect of spacing on the pick tip 

temperature was smaller than that of the depth of cut and cutting speed, particularly when the 

spacing was greater than that required to change from unrelieved to relieved cutting. 

 

A series of rock cutting tests was also conducted to investigate the effects of cutting parameters on 

the coarseness index for the TSDC tipped picks. It was found that depth of cut, cutting speed and 

spacing had relatively great contributions to the coarseness index. These key parameters were then 

chosen to examine their effects on the rock chip size distribution and specific energy. The results 

showed that the dust proportion decreased with the increased depth of cut and decreased cutting 

speed, while the fraction of large chips increased with the increased depth of cut and decreased 

cutting speed. The effect of the spacing on the proportion of dust and the formation of large chips 

was insignificant. The specific energy increased with the increased cutting speed and spacing, while 

it decreased and then approached a saturated value with increasing depth of cut.  

 

Three dimensional numerical models were developed to simulate the rock cutting process using an 

explicit finite element code LS-DYNA. Using these numerical models, the cutting forces and 

specific energies under different cutting conditions were obtained and then compared with the 

results obtained experimentally and analytically. The simulated forces and specific energies were in 

good agreement with the experimental data, which validated the numerical models. The simulated 

cutting forces were, in general, consistent with those predicted by the analytical models of Evans 

and Goktan. However, discrepancy existed because the Evans’s model is independent of attack 

angle and cutting speed, and Goktan’s model does not include the effect of cutting speed. 
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1.1  Background 

In the mining industry there is a growing demand for rapid and often large scale excavation to 

access and develop new ore bodies. This has led to extensive research leading to the increased 

application of mechanical excavation machines in the past few decades. These machines offer many 

advantages such as high productivity, better reliability, ease of automation as well as being 

environmentally friendly. Additionally they allow for continuous and selective mining, 

controllability of the chip sizes and safer operations in comparison with the conventional drill & 

blast technique [1-5]. Open pit and underground coal mining are now carried out by mechanical 

excavation machinery such as surface miners, longwall shearers (Figure 1.1) and continuous miners 

(Figure 1.2). These mechanical excavation machines usually cut rock/coal with an array of picks 

installed at specific intervals, spacing and attack angles on a rotating drum or cutterhead [2]. 

 

Figure 1.1 Longwall shearer 

 

Figure 1.2 Continuous miner 
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There are two main categories of drag bits employed on underground mining machines (Figure 1.3), 

radial and point attack/conical picks. Radial picks, also termed wedge or chisel picks are designed 

with the axis of pick shank normally parallel to the radial line of cutterhead or drum. It is well 

established that new radial picks are the most efficient cutting tools. However, they are very 

susceptible to wear when cutting high strength and abrasive rocks. While point attack picks with 

conical shape inserts are more durable and have a self-sharpening property due to their free rotation 

in tool holders, and hence wear evenly which prolongs tool life. But their free rotation in the tool 

holders is not always the case due to operational and design reasons [1, 5-7]. 

                   

Figure 1.3 Radial (left) and point-attack (right) picks 

Underground coal mining has shifted away from cyclic to continuous mining, achieving high rates 

of excavation and high productivity through the employment of mechanised excavation methods. 

Underground no-explosive hard rock mining is, however, limited by machines and cutting tool 

technology. It is understood that cutter cost is one of the most important factors against the 

mechanical machinery such as roadheader, continuous miners and longwall shearers, from 

becoming a commercial reality in hard rock mines. Therefore, cutting tool technology and its 

development will determine the future of hard rock mechanical excavation. Any extension of cutter 

life would have significant impact upon the economical feasibility of such machines. 

1.2  Significance and motivation 

Over the past several decades, drag tools employed on mechanical machinery have dominantly been 

implemented by using cemented tungsten carbides (WC) tipped picks. They have proven effective 

and adequate in most coal measures and soft rocks, but are less successful and suitable as the rock 
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hardness and especially abrasiveness increase [8]. It can be seen from Figure 1.4 that the 

performance of a surface miner drops dramatically as rock uniaxial compressive strength (UCS) 

increases. The upper UCS limit of this surface miner equipped with WC tipped picks is 80 MPa. 

 

Figure 1.4 Performance chart for the surface miner 2005SM [9] 

Many attempts have been made, so far unsuccessfully, to develop mechanical excavation systems 

for hard rock mines. The real “bottleneck” is the severe abrasive wear of the cutting tools which 

will result in short life of cutting tools, thereby increasing the machine downtime and cutter cost. 

Furthermore, respirable dust, which is a thread to miners’ life, arises from the inefficient cutting 

when using worn picks [10, 11]. 

Another hazardous situation, caused by using worn picks in high strength rock cutting processes is 

the considerable frictional heat generated between WC tipped picks and rock. A number of mining 

disasters have been caused by frictional ignition in Australia and overseas. Most cases of frictional 
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ignition in Australia were caused by worn cutter picks striking a high silica material (conglomerate 

roof, sandstone roof or material associated with geological structures) in gassy conditions. 

To address these issues, Super Material Abrasive Resistant Tool (SMART*CUT) technology has 

been developed by CSIRO (Commonwealth Scientific and Industrial Research Organisation) which 

employs thermally stable diamond composite (TSDC) rather than WC as a cutting tip in the tool and 

uses CSIRO’s worldwide patented bonding technology to attach the TSDC tip to the steel tool body 

[12-14]. A comparison of wear characteristics of solid, moulded TSDC and WC cutting elements 

has been investigated previously [15-17]. A series of abrasive wear tests have been undertaken on a 

range of TSDC and WC cutting elements samples using a vitrified bonded alumina grinding wheel 

of standard manufacture in CSIRO [16]. It was identified that the wear rate of TSDC elements was 

significantly less than that of cemented WC [16].  

Although the wear resistance of TSDC is considerably greater than that of WC, its fracture 

toughness is less than that of WC. Nevertheless, the life of a TSDC tipped pick could be 

significantly higher than that of a WC pick if it is used properly, catastrophic failure could occur for 

TSDC tipped picks if the picks are used improperly. Therefore, it is important to understand the 

cutting mechanism and performance of TSDC tipped picks. 

Although rock cutting using mechanical tools has been extensively studied, most of the previous 

research has focused on either a single or a limited number of the principal parameters. No 

analytical or numerical model to date has been able to accurately predict the cutting performance of 

point attack picks due to the major simplifications and the complex nature of rock formations. Few 

studies have been conducted on the analysis of thermal effects and cutting chips in rock cutting 

although they are crucial and are indicators of the frictional heat, cutting efficiency and dust 

generation in a rock cutting operation. In this research, an extensive theoretical and experimental 

analysis of rock cutting with point attack picks including TSDC and WC tipped picks will be 

conducted to develop reliable performance prediction models in cutting high strength rocks and get 

a better insight into the interaction between cutting tools and rock. Pick cutting temperature that is a 

good indicator of the thermal energy generated at the interface between pick tip and rock will be 

investigated. The main cutting parameters that have relatively greater contribution on the coarseness 

index will be chosen to analyse rock chips sizes, chip size distribution, and specific energy. An 

explicit finite element code LS-DYNA is employed to further simulate the rock cutting process. 

1.3  Research objectives and thesis structure 
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The specific objectives of this study are to: 

 Find out the critical parameters that influence the rock cutting process and develop pick 

force estimation algorithms based on the linear rock cutting test program for TSDC tipped 

picks; 

 Undertake theoretical and experimental studies on the thermal response during the rock 

cutting process and to investigate the effects of the cutting parameters on pick cutting 

temperature using an embedded thermocouple technique and infra-red technology; 

 Identify and quantify the effect of different cutting parameters on rock chips sizes, chip size 

distribution, and specific energy;  

 Develop explicit finite element models to numerically simulate the rock cutting process and 

its associated fragmentation as observed in laboratory rock cutting tests 

To fulfil the aims above, the remaining thesis is structured as follows: 

 Chapter 2 is a comprehensive literature review of the subjects covered in this research study 

including the rock cutting mechanism, the forces on drag bits and specific energy 

estimation methods, temperature measurements during rock cutting, as well as numerical 

methods in rock cutting and fragmentation process; 

 Chapter 3 introduces the experimental equipment and techniques used in the current work; 

 Chapter 4 describes the optimisation of the rock cutting processes using Taguchi method. 

Multiple linear regression and neural network techniques are adopted to predict the cutting 

forces on TSDC tipped picks; 

 Chapter 5 presents the development of a temperature measurement system to record the 

temperature developed between the rock and pick tip via an embedded thermocouple 

technique and infra-red technology. The influences of the cutting parameters on pick 

cutting temperature are analysed in this chapter; 

 Chapter 6 presents the analysis of rock chips sizes and distribution. The cutting specific 

energy under various cutting conditions is also investigated using “weigh chips method”; 

 Chapter 7 includes the details of explicit FEM model that is used to simulate the rock 

cutting process. A comparison among the numerical, experimental and analytical results is 

also presented; 

 Chapter 8 summarises the major conclusion in this study. The limitations of this study, 

along with the potential future applications, will also be presented. 
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2.1 Introduction 

In the middle of last century the continuous miner, drum shearer, along with the coal plough were 

invented in US, UK and Germany. Soon afterwards, the concept of roadheaders came into being 

and became increasingly popular in the 1960s. All these mechanical machines utilise drag bits as 

cutting tools. An early successful full face tunnel boring machine (TBM) was developed by the 

Robbins Company after the introduction of disc cutter in 1952. It was used to build an 8 m diameter 

tunnel at Oahe Dam in South Dakota [18].  

Over the past several decades, mechanical excavation machines have been widely used in mining 

and civil industries as they have many advantages such as increased productivity, reliability, 

environmentally friendly operations, ease of automation, continuous and selective mining, 

controllability of the chip size and much safer in comparison with the conventional drill & blast 

techniques [1-5, 7, 19]. However, the major challenges that limit the use of mechanical machinery 

in hard rock mining are: (a) excessive abrasive wear of traditional refractory carbides based cutting 

element, (b) the considerable respirable dust generation and (c) the occurrence of frictional ignition 

[2, 8, 15, 16, 20-26]. A large number of researchers have begun to address these issues and to 

extend the capability of the mechanical excavation machines for high strength rock.  

2.2 Rock cutting mechanism 

The basic operation of all rock excavation machines consists of forcing the cutting tools into the 

rock and causing it to break. Different excavation machines employ different tools such as drag bits, 

disc cutters, roller cutters and button cutters for various purposes. Among these cutting tools, drag 

bits and disc cutters are the most common cutting tools which are mounted in a set pattern on the 

drum or cutterhead of the machines [27]. The distinction between these two tool categories lies in 

their cutting actions. Specifically, as can be seen from Figure 2.1, a drag bit attacks the rock along a 

direction approximately parallel to the rock surface while a disc cutter generates rock breakage by 

pressing normally to the rock surface [2, 28]. 

Drag bits are the most efficient and common cutting tools used in the mining industry. These can be 

classified into radial and point attack/conical picks. These tools are installed at certain intervals and 

attack angles on a rotating and moving cylindrical or, conical cutterhead on the cutting machines. 

Drag bits have proven effective and adequate in most coal measures and soft rocks, but are less 
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successful and suitable when the rock hardness, and especially the abrasiveness, increase because of 

the high wear rate of these picks [8]. Despite their limitation of high tool wear rate in cutting hard 

and abrasive rocks, drag picks have a promising and potentially useful future through the 

development of abrasive resistant tip materials and optimised bits design. These advantages can be 

coupled with water jet assisted cutting thus enhancing their cutting capacity to higher strength rocks 

[7].  

Normal force

Normal force

Cutting force

Drag bit

Disc cutter

 

Figure 2.1 Cutting actions of drag bits and disc cutters 

Rock failure with drag bits/picks is a brittle fracture process. Rapid oscillations of pick forces as a 

result of discontinuous formation of rock chips are always observed in a rock cutting process. The 

rock failure phenomenon with a drag bit has been illustrated by many researchers [29-37]. Four 

stages are involved in the cycle of cutting process: 

1. Generation of primary crushed zone at the edge of drag bit 

2. Removal of the primary chip 

3. Generation of second crushed zone  

4. Profiling of the groove with continued chipping 

This process is cyclical and the cutting force will increase again as the pick penetrates forward 

along the rock surface, leading to a typical saw-tooth shape of the force-time diagram for a pick. 

When a pick cuts across a rock surface, a groove is created which is much wider than the pick width 

and the depth of the groove is sometimes deeper than the set depth of cut. The production of excess 

rock breakage beneath the pick depends mainly on the geometric characteristics of the pick and the 

direction of cutting relative to bedding and jointing in the rock mass [38]. 

 



10 
 

2.3 Research on cutting forces 

The resultant force acting at the tip of a pick consists of three orthogonal components. Cutting force 

or drag force, which acts along a direction parallel to the cutting direction, is the main force 

generating the failure crack and forming the rock/coal chip. The normal force corresponds to the 

force required to keep the pick at the desired depth of cut and acts normal to the rock surface. The 

sideway or lateral force acts perpendicular to the plane of cutting and normal forces (Figure 2.2); its 

magnitude is always negligible compared with cutting and normal forces. 

Attack

angle

Rake

angle

Clearance

angle

Cutting direction

Depth

of cut

Pick

Cutting force

Normal force Normal force

Sideway force

SIDE VIEW FRONT VIEW
 

Figure 2.2 Forces on the pick in linear rock cutting 

One aspect that limits the current excavation of hard rock is the capacity of cutting tools to bear the 

high forces [4]. Prediction of the magnitude of cutting forces applied to cutting tools under different 

cutting scenarios is of paramount importance in bit and machine design, as it can be used to 

estimate the cutterhead torque and cutter motor power for a given set of geological formation, 

cutterhead design, and operational conditions of the machine [7, 39]. Therefore, it is vitally 

important to develop accurate pick force estimation models and to understand the basic rock cutting 

mechanism, they provide a better insight into the interaction between cutting tools and rock. 

Estimation of tool forces from full-scale laboratory rock cutting test is the most widely accepted, 

reliable and precise method [7, 40-42]. Although the full-scale cutting test is usually a very 

complicated, costly and a time consuming process, and there are only a few of such laboratories 
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around the world, the cutting forces measured from the laboratory can be directly input into 

cutterhead design software to determine the capability and efficiency of the selected cutterhead and 

excavation machines [2, 7, 28, 41-43].  Analytical, semi-empirical and empirical models can be 

employed as an alternative way to estimate the pick forces when the standard rock cutting rig is not 

available. 

2.3.1 Available theoretical models 

In spite of the rather complex nature of rock fragmentation process, to date, a number of theoretical 

studies have been proposed to investigate the mechanics of rock cutting by making some 

simplifications and assumptions. Among these researches, Evans’ theories for point attack and 

chisel picks and Nishimatsu’s theory for chisel pick are the most recognised ones which have been 

widely used on efficient cutterhead design of the longwall shearers, surface miners, and roadheaders 

[4].  

2.3.1.1 Modified Ernst-Merchant model (1944) 

The foundation of metal cutting research was carried out by Merchant [44-46], who first proposed a 

model for the metal cutting process by analysing the mechanism of chip formation.  Potts and 

Shuttleworth [47], in 1958, applied and modified this theory for rock cutting by a discontinuous 

process of shear failure. It is assumed in this theory that the failure criterion on the shear failure 

plane is satisfied by the Mohr-Coulomb’s equation, which is expressed as: 

 tans s nS      (2.1) 

where 
s , 

n  are the shear and normal stresses at the failure plane, 
sS  is the shear strength and   

is the angle of internal friction. 

The chip is treated as a “separate” body, considering the force and stress equilibrium on it by using 

least work assumption. The cutting force acting on chisel pick can be given by: 

 
2 cos( )

sin c

 

os( )s s

sdW
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S
c

 
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


 
  (2.2) 

where Fc  is the peak cutting force, d  is the depth of cut, W  is chisel pick width,   is the friction 

angle between tool and rock,  is the rake angle of tool and s  is the shear angle between shear 

plane and cutting direction. Although this model was originally based on Ernst-Merchant model for 
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metal cutting, Potts and Shuttleworth, Roxborough and Rispin [47, 48] reported that the calculated 

value from this model generally coincides with the test results for some kinds of coal and wet chalk. 

2.3.1.2 Evans model for chisel picks (1962) 

Evans [49] developed a theory to estimate the force involved for breakage of coal by a sharp wedge 

shaped tool. Two years later, he presented a modified theory by considering the effect of blunting 

[50]. The following assumptions are made in Evans’ model (Figure 2.3): 

1. The breakage of coal is caused by tensile stress along a circular curve ab . 

2. The failure crack originates from the wedge tip along a direction of horizontal tangent at 

point a . 

3. No friction exists between the wedge and coal, the force F  acting on the failure chip is 

perpendicular to the wedge surface ae . 

4. The wedge tears away and rotates the chip about the point b , and this force acts through 

point b . 

Taking moments about point b , considering equilibrium of the chip and using minimum work 

hypothesis, Evans determined the force Fc  required to form the chip is: 

 

0

0

2 sin (90 ) 2

1 sin (90 ) 2

tdW
Fc

 



  
   

  (2.3) 

where 
t  is the tensile strength of the coal, and other notations have been defined in Eq. (2.2). The 

basic principles of this model were also employed by Roxborough in cutting characteristics of soft 

rocks like sandstone, limestone and chalk, the experimental results agree well with the theoretical 

forces predicted from this formula [48, 51]. 
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Figure 2.3 Schematic of tensile breakage theory by Evans [49] 

 

2.3.1.3 Nishimatsu model (1972) 

Nishimatsu [34], in 1972, postulated a theory for rock cutting on the basis of the observation of the 

failure process in rock cutting and some simplified assumptions. There is a quite basic similarity 

between this theory and Merchant’s well-known theory in metal cutting. In this theory, he first 

assumed that the stress distribution along the failure plane (line ab  in Figure 2.4) decreases from 

the tool edge point a  to the surface point b  because of the severe stress concentration around the 

tip of the cutting tool. The stress acting on an arbitrary point on the failure plane ab   is proportional 

to the 
thn power of the distance from this point to the surface point b . It is also assumed that the 

initiation and extension of the crack satisfies Mohr-Coulomb’s failure criterion. Based on the 

equilibrium of resultant force F  and the integration of the resultant stress P , the cutting force is 

finally defined by: 

 
2 cos cos( )

( 1)(1 sin( )

sS dW
Fc

n

  

  




   
  (2.4) 

The additional notation, n , is the stress distribution factor, which can be empirically estimated as: 

 11.3 0.18n     (2.5) 
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Figure 2.4 The stress distribution and forces according to Nishimatsu [34] 

In general, the trends predicted by the above three models for simple chisel picks agree with 

measured forces [51]. 

2.3.1.4 Original and modified Evans models for point attack picks 

Rock cutting by chisel or wedge picks can be reasonably treated as a two-dimensional idealisation 

and the required cutting force can be calculated approximately. However, the cutting behaviour of 

point attack or conical picks is essentially a three-dimensional process, and it is difficult to simplify 

and estimate the cutting forces under these conditions [5, 52, 53]. Therefore, only a few analytical 

propositions exist in the literature [5, 39, 52, 54-56].  

It was not until 1984 that, Evans [52] put forward the first theory of the cutting force for point 

attack picks. It is assumed in his model that tensile hoop stresses and radial compressive stresses are 

produced in the rock by the penetration of a point attack pick as shown in Figure 2.5. When the 

stress in the rock exceeds its tensile strength, tensile cracking occurs and a V-shaped chip which is 

symmetric about the central vertical plane is formed.  

The forces acting on the half-segment of the potential chip include: 

i. The resultant tensile force T   acting normal to surface OC  , which can be calculated as 

/ costd   if the radius of  the hole a   is much less than the penetration depth d , where 
t   

is the tensile strength of the rock. 

ii. The integration of the elementary forces along the arc CD  is the radial bursting force R , 

which can be determined: 
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where q  is the radial compressive stress. 

iii. The tensile force acting normal to the vertical radius AB  , which can be neglected 

compared to other forces according to Hurt and Evans [57]. 
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Figure 2.5 (a) Hole under internal pressure (b) Forces acting on the half segment [52] 

A fourth force Q   is produced by the half-segment levering itself on the shoulder of rock. The 

following equation presents the equilibrium of moments for the half-segment about point O : 
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The energy at failure which is proportional to 
2

c  is minimum when  

 2 0
dq

q
d

   (2.7) 

Giving   060  , then the compressive stress q  at breakage is: 

 2 t

d
q

a
   (2.8) 

In the second stage of this theory, the conical pick is treated as a cone rather than a circular hole 

when looking from the side (Figure 2.6). A thin slice of the cone is considered, the elementary area 

of this thin slice is 2 r l  , l  is the increment of length along OD , r is the radius of the thin slice. 

The value of the depth of point D  along the direction of compressive stress is / cosd  , where   is 

the semi-angle of the cone. The horizontal component P  of the elementary force R  acting on 

the thin slice can be resolved as: 
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Thus the total horizontal thrust force for the conical surface is: 
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The force 
cF   has to overcome the compressive strength of the rock around the cone, can be written 

as: 

 
2

cFc a    (2.11) 

where 
c is the uniaxial compressive strength of the rock, eliminate a  from Eqs. (2.10) and (2.11), 

finally 
cF is determined 
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Figure 2.6 Forces acting on a conical hole 

The above theory for point attack pick makes it possible to calculate the peak cutting force from 

rock properties, pick geometry and depth of cut. However, Roxborough and Liu [54], Goktan [55], 

Goktan and Gunes [39], Bilgin et al. [4] and Bao et al. [5] became aware that the predicted results 

from the theory often differ from measured results because of their major assumptions, 

simplifications and approximations. It is pointed out that the discordance might be partly due to the 

neglect of friction between cutting tool and rock and cutting hole radius. By taking into account the 

effects of friction and radius of the hole, Roxborough and Liu [54] obtained: 
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Goktan also proposed a modified equation for point attack pick based on Evans’ theory. As 

indicated in Eq. (2.14), the peak cutting force is a function of tensile strength of rock, depth of cut, 

semi tip angle and friction angle between tool and rock. In this equation, one of the deficiencies of 

the original Evans’ theory (that peak cutting force dose not drop to zero when semi pick tip angle   

is zero) is eliminated. Further, the problematic effect of the presence of the uniaxial compressive 

stress which has an inverse effect on the cutting force disappears. 
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It has been claimed that the predicted values from this equation are in good agreement with the 

published experimental results and could have practical value if validated by further studies.  
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Despite those modifications and refinements of the original Evans’ model, further full scale linear 

rock cutting experimental data revealed that the cutting force was still significantly underestimated 

[5, 39]. It is postulated that this could be a result of the rock breakage under symmetrical attack 

assumption, which is not the case in a practical cutting process. Therefore, Goktan and Gunes [39] 

modified his previous Eq. (2.14) by considering the asymmetrical cutting condition. The rake angle 

 (as shown in Figure 2.2) which is defined as the angle between the front face of the pick gauge 

and the line that is perpendicular to the plane parallel to the direction of cutting under the pick is 

introduced in this semi-empirical formula.  
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  (2.15) 

2.3.1.5 Bao model 

Several attempts have been made to analyse the chipping force for brittle materials through edge 

chipping tests [58-61]. Bao [5] and Yao [62] postulated that if the loading direction in edge 

chipping is regarded as the direction of cutting in rock cutting and the side face in edge chipping 

tests is treated as the cutting surface, the edge chipping is similar to the linear rock cutting tests in 

mining to some extent and might be used to estimate the peak cutting force as shown in Figure 2.7. 

Yao [62] made an experimental investigation in which a conical tipped pick has been compared 

with a pyramidal tipped pick in laboratory edge chipping tests. It was found that the generated rock 

chips have the similar shape and the chipping energy is proportional to the 9/4
th

 power of the depth 

of cut.  

 

Figure 2.7 (a) Edge chipping of brittle materials and (b) linear rock cutting [5] 
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In 2011, Bao and Zhang [5] further constructed a model, based on edge chipping experiments 

results on four kinds of sandstone, to estimate the peak indentation force of point-attack picks by 

using: (a) fracture mechanics and, (b) geometric similarity of rock chips. In his model, the peak 

indentation force is derived as: 

  
2/3

1/3 4/36 sPc H G d
k

 
  

 
  (2.16) 

where: 
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H = the corresponding “hardness” through the indentation tests 

  = geometric factor dependent on the pick geometry 

k = geometric factor of the pick independent of rock properties 

sG  = strain energy release rate of the rock 

ICK = toughness of the rock 

 E = young’s modulus of the rock 

d = depth of cut 

It has been shown that predicted peak indentation force correlated well with the measured force. 

However, it needs to be pointed out that using edge chipping tests to simulate the rock cutting 

process may suffer from the disadvantages of the quasi-static process of edge chipping tests. The 

effect of attack angle has not been taken into account in this model, which might result in inaccurate 

predictions for the practical rock cutting forces.  

2.3.1.6 Other theoretical studies on cutting forces 

By analysing the chip geometry and the variation of cutting forces, Ranman [63] observed that the 

largest chips produced during one single cut had the same shape and the variation of the distance 

between force peaks met the Poisson distribution. A simplified energy model has been created to 

calculate mean and peak forces from the input energy per unit length of cut. 
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where eE  is the input energy, 
tL  is the total cutting length and 

mF  is the mean cutting force. 

Cherepanov [64, 65] established a mathematical model for the maximum cutting resistance force by 

theoretical analysis of oscillations during cutting of rocks using fracture mechanics. In 1992, linear 

elastic fracture mechanics and DDM (displacement discontinuity method) were used by Guo and 

co-workers to study the rock crack behaviour involved in rock cutting process due to drag bit 

cutting [66]. It was reported that fracture mechanics gave a greater insight into the cutting 

mechanism in terms of: (a) crack propagation path, (b) the corresponding load requirements and (c) 

the stability of the crack propagation when compared with the traditional rock mechanics methods 

such as the well known Mohr-Coulomb criterion.  

2.3.2 Empirical studies 

Although the above theoretical studies led to a better insight into the coal or rock cutting process, as 

pointed out by Bilgin [4] and Bao [5], the cutting force estimation from these models remains very 

different from the cutting force in actual three dimension situations due to the major simplifications 

of this problem as well as the complex petrographic, mineralogical, heterogeneous and anisotropic 

nature of rocks. Semi-empirical or empirical models may serve as a better substitution since they 

are based on the analysis of the measured test data. A number of empirical equations for cutting 

force have been proposed for the last 50 years. However, most of them have considered either a 

single or some of the important factors. In 1995, Goktan [56] developed a semi-empirical equation 

to estimate the cutting forces of chisel picks based on the experiment data of previous researchers. 

The rock uniaxial compressive strength in the experiment data ranges from 80 to 180 MPa . 
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Nowadays, statistical methods such as multiple linear and nonlinear regressions, the fuzzy logic and 

artificial neural networks have become a powerful tool for the development of predictive models in 

mining and tunnelling applications [7, 67-79]. Yilmaz and co-workers [7] presented an empirical 

equation to predict the cutting force on chisel picks by using multiple linear regression analysis. 

Stepwise regression procedures are employed to choose the significant variables. Six independent 
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variables including shear strength of rock sS , depth of cut d , angle of sliding friction between 

rock and the pick  , pick width W , rake angle   and uniaxial compressive strength 
c  are 

included in the following predictor equation: 

 24.504 0.513 1.873 0.249 0.227 0.154 0.047s cFc S d W            (2.20) 

The coefficient of determination (also called R-squared) value, the standard error of the estimate 

and probability value ( p value) are used to check the validity and statistical significance of the 

derived model.  

Bilgin et al. [4] conducted a wide range of full scale linear rock cutting tests on different types of 

rock specimens which have uniaxial compressive strength ranging from 6 to 174 MPa. The 

statistical relationship between cutter forces and rock properties was investigated. It was found that 

the measured force values were best correlated with uniaxial compressive strength and tensile 

strength. However, cutting performance was also dominantly affected by other rock properties such 

as Schmidt hammer rebound values, static and dynamic elasticity modulus. The comparison 

between theoretical cutting force values and experimental cutting force values indicated that 

theories in rock cutting mechanics definitely need to be improved. Based on the rock cutting data 

set from a full scale rock cutting program by Balci and Bilgin [19], Tiryaki [79] built six different 

empirical predictor equations of the mean cutting force for point attack pick. Rock properties and 

operational variables such as spacing and depth of cut were incorporated in his models. 

2.4 Specific energy 

Specific energy which is defined as the work done per unit volume of rock cut is of paramount 

importance to determine the efficiency of mechanical excavators and the cuttability of rock 

materials [4, 78, 80]. Hughes [80] and Mellor [81] theoretically correlated the specific energy with 

compressive strength 
c   and secant elasticity modulus 

1E   of the rock, and derived the specific 

energy as: 
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However, detailed experimental studies reveal that other rock properties also are important factors 

that influence specific energy. Rock properties such as cone indenter index, cementation coefficient, 
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Schmidt hammer rebound value and compressive strength were correlated with specific energy by 

Fowell [82] and Mcfeat-Smith [83]. By analysing the available chisel pick cutting experimental data, 

Goktan [84] found out that there is no reliable relationship between the brittleness related to 

compressive and tensile strength and specific energy.  

Copur et al. [3, 85] developed a predictor equation of the optimal specific energy obtained from full 

scale linear rock cutting tests as a function of the uniaxial compressive strength and Brazilian 

tensile strength values of rocks. They also correlated cutting performance including cutting force, 

normal force and specific energy with the brittleness index.  

Bilgin and Balci [4, 19, 41] established an extensive rock cutting program with uniaxial 

compressive strength of rocks ranging from 6 to 174 MPa. From these full scale linear rock cutting 

data, statistical relations between optimal specific energy and different rock properties such as 

compressive strength, tensile strength, and static and dynamic elasticity module were obtained. It 

was concluded that uniaxial compressive strength and tensile strength are the best predictors for 

estimating optimal specific energy.  

A number of researchers found that specific energy was also close related to operational cutting 

parameters such as attack angle, depth of cut and the spacing between adjacent cuts. Pick attack 

angle which is defined as the angle between the pick axis and the plane parallel to the cutting 

direction under the pick (Figure 2.2) is the significant angle affecting the pick performance. Studies 

in MRDE (Mining and Research and Development Establishment of National Coal Board)) and 

EMI (Earth Mechanics Institute) of CSM (Colorado School of Mines) revealed that pick forces and 

specific energy decrease rapidly as the attack angle increases from 40° to 50°. After that any 

increase in the attack angle resulted in increases in both parameters [57, 86]. This change in pick 

forces may be caused by the change of the area of contact between the pick and the coal surface, 

and hence the generation of high stress concentrations by the pick on the coal. Lower pick forces 

are required to break the coal because of the lower contact area coupled with higher stress 

concentrations at higher attack angles up to about 50°. The smaller attack angle will not only have a 

larger area of contact, but it will also require a larger normal force to maintain the penetration into 

the coal. Attack angles after 50° result in higher contact areas between the pick and the coal face, 

generating higher pick forces and specific energy. It has been found that specific energy decreases 

dramatically to a certain level with increasing depth of cut [48, 87-89]. This indicates that cutting 

efficiency of the pick improves as the depth of cut increases.  
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Figure 2.8 General effect of spacing between adjacent cuts on specific energy [4] 

The effect of spacing on specific energy is illustrated in Figure 2.8. As can be seen from the figure, 

cutting efficiency increases significantly as the line spacing varies from a small to an optimal value; 

this results in a minimum in the specific energy. When the line spacing is too small the rock is over-

crushed. After this optimal spacing, the cutting efficiency drops rapidly with increasing line spacing 

due to the formation of a ridge. Under these conditions groove-deepening occurs. 

2.5 Tool chip interface temperature 

The considerable frictional heating between WC tipped picks and the rock in high strength rock 

cutting processes is a significant hazard to underground mining safety, and has been the cause of a 

number of mining disasters in Australia and overseas [90-92]. Most cases of frictional ignition in 

Australia were caused by worn cutter picks striking a high silica material (conglomerate roof, 

sandstone roof or material associated with geological structures) in gassy conditions [92]. The 

frictional heat generated is also responsible for the temperature rise at the pick-rock interface, which 

has a significant effect on the wear rate of cutting tool [90, 93]. A number of researchers realised 

that severe reduction in drag bit performance and significant thermal stress in the cutting tool as 

well as the rock might be caused by the high temperatures encountered at the pick-rock interface 

[94-100]. Thus temperature measurement at the pick-rock interface is extremely important in 

determining the performance and economy of drag bits as well as providing a good indicator of the 

thermal energy generated in the rock cutting process which can be used to assess the risk of 

frictional ignition during pick cutting. 
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There are a number of direct or indirect temperature measurement techniques including tool-work 

(dynamic) thermocouple, embedded thermocouple, resistance thermometry, infrared sensors, 

metallographic techniques and thin film sensors in metal machining process. Some of these methods 

can be used to measure the average temperature in a certain area, while others can determine the 

cutting temperature distribution. 

Thermocouple techniques (e.g., dynamic, embedded and thin film thermocouples) are based on the 

principle that an electromotive force (emf) is produced when there is a temperature gradient 

between the hot and cold junctions formed when two dissimilar metals are joined together at these 

junctions. Thermocouple techniques have been widely used in various machining process such as 

turning [101, 102], grinding [103, 104], milling [105] and drilling [106] to directly measure the 

average temperature in a specific area near the cutting edge. However, this method is limited as it 

cannot indicate any temperature distribution or high local temperature which only appears for short 

periods. Thus, radiation techniques such as infrared radiation and infrared cameras have been used 

to determine the distribution of temperature at the tool-chip interface [107-110]. Other non-invasive 

measurements through metallographic evaluation of the microstructure and/or the microhardness 

changes, thin film sensors have also been developed [111, 112].  

Direct temperature measurements by embedding thermocouple in metal machining have also been 

exploited in rock cutting with minor modification [99, 113]. A special thermocouple configuration 

was developed by Cools [99] to measure the temperature on the chisel surface during rock cutting. 

The operational temperature of the thermocouples ranged from 0 
o
C to 1100

 o
C, the maximum 

temperature that can be measured is about 1400 
o
C. The arrangement of thermocouples on the chisel 

pick surface was shown in Figure 2.9. Two rock types namely Felser sandstone and Euville 

limestone, with the uniaxial compressive strength of 19.5 MPa and 25.2 MPa respectively, were 

used in these tests. It was found that the maximum temperatures on the cutting surface of chisel pick 

for sandstone and limestone blocks were approximately 550 
o
C and 800

 o
C respectively. 

Temperature was over 3 times lower at a distance of 0.5 mm from the cutting surface. Apart from 

abrasive wear, the occurrence of plastic deformation was also observed during the tests.  
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Figure 2.9 Arrangement of thermocouples [113] 

Martin and Fowell [8] investigated the factors influencing the onset of severe drag tool wear in rock 

cutting. Each chisel pick was fitted with a K-type thermocouple, which was located inside of a 

tungsten carbide insert near the pick tip. A Calex Ranger infrared-red gun specially calibrated for 

tungsten carbide was mounted at the back of the pick to measure the temperature over the pointed 

tip region of the tungsten carbide insert at the end of each cut. High pressure water jet assistance 

(HPWJA), with a water pressure of 27.6 MPa, was employed in part of the tests. The results of this 

study indicated: 

 A correlation existed between tool tip temperature and normal force when cutting speed was 

constant. 

 The tool life was extended when high pressure water jet assistance was employed, which could 

be of importance in the application of WC tipped picks in rock with high strength. 

 The heat generated at the tip-rock interface which is a determining factor accounting for severe 

tool wear might be quantified. 

  New materials need to be exploited that can retain high values of physical properties like 

indentation hardness thus have better wear performance. 

  An elementary mathematical model, which can be used to estimate the heat generation and its 

influence on tool wear and hence tool life, was developed. Tool normal force and cutting speed 

that will induce the onset of severe wear rate of cutting tool due to the thermal weakening of 

cutting material are involved in this model. 
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In 2005, Loui [93] proposed a 2D transient heat transfer model to analyse the temperature rise at 

tool chip interface using a finite element method. Laboratory scale micro-picks for rotary drag 

cutting were used to simulate the practical cutting action. Temperature measurement in this study 

was made by inserting a copper-constantan thermocouple into a 1-mm diameter hole drilled at a 

distance of 2 mm from the free surface. It has been shown in the heat transfer model that the 

temperature rose steeply at the outset of the cutting and stabilised after a few minutes continuous 

cutting. The temperature contour profile from finite element analysis is shown in Figure 2.10. The 

trend of the temperature agreed well with the experimental observation despite the over estimation 

of the magnitude of the temperature which might be due to  the assumption that all the frictional 

heat generated at the flank face of the pick was converted into frictional heat . However, further 

modifications and developments to the model are needed to enable: (a) closer correlation to the 

practical cutting action and (b) a more detailed three dimensional simulation that produces more 

realistic temperature values. 

Despite these few studies, there still exist numerous difficulties and limitations to the temperature 

measurement during rock cutting process [114]. For instance, due to the different physical 

properties of the cutting tools and workpieces, tool-work thermocouple and metallographic 

techniques could not be used in rock cutting process. Temperature measurements through infrared 

methods are significantly affected by chip obstruction [102, 115].  

 

Figure 2.10 Temperature contour according to Loui [93] 
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2.6 Numerical modelling of cutter-rock interaction 

The modelling and simulation of mechanical cutting have proved to be extremely difficult due to 

the involvement of various physical phenomena including large elastic-plastic deformation, 

complicated contact or friction conditions, thermo-mechanical coupling, crack propagation and chip 

formation and separation mechanisms [116]. Similar difficulties are met in rock cutting processes. 

The discontinuous, anisotropic, inhomogeneous and non-elastic nature of rock makes it even more 

difficult to model this simulation the rock cutting processes. During the past few years, numerical 

methods including the finite element method (FEM), the finite difference method (FDM), discrete 

element method (DEM) and boundary element method (BEM) have been widely used in the 

analysis of rock cutting process. 

The displacement discontinuity method (DDM), as originally developed by Crouch [117], is an 

efficient indirect BEM in simulating rock crack or fracture problems as the cracks can be 

represented by single fracture elements. Compared with FEM, the solution time of the system is 

much shorter because only the boundary needs to be discretised. Guo [66, 118] conducted an 

analysis on the rock crack propagation due to drag bit using a DDM. The crack tip stress singularity 

was achieved using a special crack tip element. The stress intensity factors were determined through 

the displacement correlation method [119]. The crack propagation path was predicted based on the 

Griffith-Erwin and the maximum tensile stress theories [120]. Tan et al. [121] conducted a study on 

cracks and chips by use of indentation tools and a DDM coupled with an energy release rate 

criterion. It was found that multiple mechanisms of either tension or shear or their combinations 

caused the formation of chips. However, BEM was limited to the analysis of the initial crack growth 

and it could not be applied to analyse the dynamic chipping process. 

FDM, unlike the conventional finite element method, does not need to solve global stiffness matrix 

equation systems. Perhaps the fast Lagrangian analysis of continuum (FLAC) code is the most well-

known finite difference code used in geo-mechanical problems now. The 2D FDM code FLAC
2D

 

was successfully employed by Huang [122] to investigate the influence of lateral confinement on 

the formation of tensile cracks. The results revealed that the lateral confining stress of the rock had 

a significant influence on the crack initiation. By the incorporation of the local degradation model 

into FLAC, Fang and Harrison [123] developed a numerical methodology to predict the non-linear 

macroscopic behaviour involved in the brittle rock fracture process. The results indicated that the 

local degradation model was a powerful method to the simulation of a wide range of phenomena in 

relating the macroscopic fracture behaviour to the microscopic material behaviour. More recently, 

Tulu and co-workers [124-128] from West Virginia University adopted the commercial 3D FDM 
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code FLAC
3D

 to analyse the interaction between drill cutter and rock, as shown in Figure 2.11. 

Elements are treated as a “null” material or removed from the model when approaching failure. The 

removal of “chips” was modelled by the failure of the element zones which satisfies the strain 

softening Mohr-Coulomb Criterion. The major problems that limit the use of FLAC in rock cutting 

are: (a) the lack of robust material constitutive models and (b) the non-connectivity of failed 

elements. 

 

Figure 2.11 The interaction of the rock sample and a single cutter [128] 

The DEM (discrete element method or distinct element method) is a numerical method to simulate 

the motion of a large number of small, discrete particles. It has been widely recognized as an 

effective approach in a wide range of engineering applications, including granular flows, powder 

mechanics, and rock mechanics. Particle flow codes such as PFC-2D and PFC-3D are the most 

widely used codes for modelling rock cutting problems. In 1999, a 2D rock cutting simulation was 

first conducted by Huang using a commercial DEM code PFC
2D

 [129]. Two failure modes, 

including ductile at small depth of cut and brittle at large depth of cut were reproduced in this study. 

Inspired by Huang’s work, an investigation of the correlation between cutting morphologies and 

low bore hole conditions was performed by Block and Jin using a two-dimensional Discrete 

Element Method [130]. The significant difference between their method and the previous works is 

the determination of the energy dissipation rate within the rock volume during the entire cutting 

process, which was determined from the spatially averaged grain level forces. Their results showed 

that a predominant relationship existed between the downhole conditions and the transition of rock 

failure modes in terms of cuttings morphologies (chip-like to ribbon-like). The brittle and ductile 

failure modes with a single polycrystalline diamond compact (PDC) cutter were shown in Figure 

2.12(a), and Figure 2.12(b). 
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                                    (a)                                                                       (b) 

Figure 2.12 2D DEM simulation of linear slab cutting with a PDC cutter (a) brittle failure mode (b) 

ductile failure mode [130] 

More recently, Su and Akcin [42] adopted PFC
3D

 to simulate rock cutting processes. A comparison 

was made between the cutting forces obtained from the simulations and those calculated from 

theoretical models and those observed in laboratory cutting tests. Although accurate quantitative 

tool forces were not achieved, it was observed that reasonable agreements and strong correlations 

existed between the modelling and the theoretical predicted forces. Recently, both 2D and 3D 

models were established by Rojek [131]. The simulation of the rock cutting process with point 

attack picks on a roadheader is shown in Figure 2.13. Rojek considered that more comprehensive 

testing including triaxial compression, direct shear and fracture mechanics tests could be conducted 

to calibrate the model. Improvement to the accuracy of the analysis of rock cutting would be 

obtained if these parameters were included in the modelling.  
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Figure 2.13 Discrete element simulation of the laboratory rock cutting tests [131] 

Using the Finite Element Method (FEM) to model the rock cutting problem is challenging as it 

requires (a) fine element sizes, (b) complex definitions of contact between the cutter and the rock as 

well as the contact between new surfaces, (c) continuous re-meshing with the advance of the cutter, 

and (d) complicated crack initiation and propagation process.  

The Rock Tool Interaction code (R-T
2D

) was developed by Liu based on the Rock Failure Process 

Analysis (RFPA) model and the finite element analysis method to simulate the progressive rock 

fragmentation process in rock cutting (Figure 2.14) [132-138]. The heterogeneity of the rock was 

simulated on the basis of statistical approaches and the main physical-mechanical properties of rock. 

A double elliptic strength criterion rather than Mohr-Coulomb strength criterion was incorporated to 

describe the rock failure process. A special ‘smeared crack’ approach was used in these codes. In 

this approach, a rock element failed when the stress or strain of the element reached the failure 

threshold, it remains a continuum of the whole domain but loses its load carrying capacity (stiffness 

and/or strength) in certain directions. As shown in Figure 2.14, the ‘smeared crack’ is characterized 

in darker colour, which did not represent an explicit or dynamic cracking process. Thus, this 

technique was limited to the initial stage of contact.  
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Figure 2.14 Rock cutting simulated with R-T
2D

  [134] 

In 2005, Yu [139] modelled the rotary cutting process of a laboratory-scale cutting drum by using a 

dynamic finite element method (Figure 2.15). An “element erosion” algorithm was incorporated in 

the model. However, neither the cracks in the rock nor a robust constitutive material model were 

considered in this model.  

                        

Figure 2.15 Simulation of the rotary rock cutting process of a laboratory-scale drum [139] 

Jaime et al. [140] used the explicit 3D FEM code LS-DYNA to reproduce the two failure modes 

(ductile for shallow cuts, brittle for deep cuts) in scratching tests. They analysed the suitability of 

various approaches including the Eulerian, ALE (Arbitrary Lagrangian Eulerian) formulation, and 
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the Lagrange formulation for the modelling of rock cutting and found that only the later was 

appropriate. A visco-elastic-plastic damage model was incorporated as the material model in their 

study. The results of the basic Lagrangian rock cutting model gave them reasonable matches of both 

the fracture modes and the cutting forces magnitudes to the laboratory tests. However, most of their 

works was limited to the small scale problems. When simulating three dimensional groove cutting, 

the force values were found to be inconsistent with laboratory results, especially at deep cuts. 

Fontoura et al. [141] adopted the commercial code ABAQUS to simulate 2D slab cutting and 3D 

circular groove cutting, as shown in Figure 2.16. A model of contact with an erosion criterion was 

also used in this study. Their results indicated that the pattern and magnitude of the predicted forces 

were quite sensitive to the mesh size and confining pressure. This study was limited to the ductile 

regime. 

 

Figure 2.16 Simulation of 2D linear cutting and 3D circular groove cutting [141] 

2.7 Concluding remarks 

A comprehensive literature survey of rock cutting with point attack or chisel picks is presented in 

this chapter. An introduction of the cutting tools and rock cutting mechanism was given, followed 

by the description of the analytical and empirical force estimation models. It has been shown that 

several theoretical studies have been proposed to investigate the mechanics of rock cutting by point 

attack or chisel picks, but the cutting performance estimated from those studies remains very 

different from that in actual three dimension situations due to the major simplifications and the 

complex nature of rock formations. Semi-empirical or empirical models may serve as a better 

substitution since they are based on the analysis of the measured test data. However, the vast 

majority of the previous research has focused on either a single or a limited number of the principal 

parameters. Few studies have been conducted on the rock cutting by diamond composite picks. 
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Little work has been done in the analysis of cutting temperature and rock chips although they are 

crucial and are indicators of the frictional heat or thermal energy, cutting efficiency and dust 

generation in a rock cutting operation.  

Various numerical approaches for modelling the tool-rock interaction problems were examined, it 

was revealed that the DEM and FEM are the most popular methods. The discrete element model is 

capable of providing valuable information of the key phenomena in a rock cutting process. The 

micro level and discrete nature of the particles in DEM are the major disadvantages that limit it in 

rock cutting. As for the FEM technique, the ‘smeared crack’ based FEM is not able to model the 

dynamic fragmentation process. The explicit FEM code LS-DYNA, on the other hand, is capable of 

capturing the crack initiation, crack propagation and dynamic interactions might be suitable in this 

study.  

To address these limitations and optimise the application of TSDC tipped picks, this thesis aimed to 

improve the understanding of the rock cutting process and mechanisms, in particular to gain a better 

insight into the interaction between tools and rocks through systematic experimental and numerical 

studies. Specifically, an extensive theoretical and experimental analysis of rock cutting with point 

attack picks including TSDC and WC tipped picks will be conducted to develop reliable 

performance prediction models in cutting high strength rocks and get a better insight into the 

interaction between cutting tools and rock. Pick cutting temperature that is a good indicator of the 

thermal energy generated at the interface between pick tip and rock will be investigated. The main 

cutting parameters that have relatively greater contribution on the coarseness index will be chosen 

to analyse rock chips sizes, chip size distribution, and specific energy. An explicit finite element 

code LS-DYNA is employed to further simulate the rock cutting process. 
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Experimental equipment and 

rock properties 
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3.1 Introduction 

The experimental equipment and instrumentation that were used throughout the research program 

are introduced in this chapter.  Some auxiliary facilities for the determination of the rock properties 

and sample preparation are also presented. 

3.2   Linear rock cutting planer 

Rock cutting tests were performed on a linear rock cutting planer in CSIRO’s Rock Cutting 

Laboratory.  Figure 3.1 shows a schematic view of the planer. It consisted of a solid stationary main 

frame, a crosshead, a tri-axial force dynamometer and a cutting table. The rock sample was 

mounted on the cutting table, and moved against the stationary cutting tool during the experiments.  

 

Figure 3.1 Schematic view of linear rock cutting planer 

The cutting table and rock are driven horizontally by a hydraulic ram. The travelling stroke of the 

table is 3 meters and its speed could be controlled from 0.1 to 3.0 m/s.  

The cutting tool can be adjusted both laterally and vertically, which allows the cutting tool to be set 

to its required position relatively to the rock sample. The setting of the cutting tool is manually 

driven by turning a handle (gears and screw system). Once the desired depth of cut (penetration) is 
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achieved, the tool is secured into position using large locking screws. An accuracy of 0.05 mm of 

penetration can be achieved using a laser displacement sensor attached to the cutter assembly.  

The rock sample was embedded in concrete in a steel rock tray which was rigidly secured to the 

cutting table. Both sides of the rock sample were also clamped to prevent from splitting when the 

cutting groove was near the edges of the rock sample (Figure 3.2). The initial dimensions of the 

rock sample were of 450 mm x 450 mm x 1800 mm. 

A tri-axial dynamometer and data acquisition system were bolted to the crosshead to record the 

cutter forces. The linear rock cutting planer was controlled out by a PC equipped with LabVIEW 

software and a National Instruments A/D card. Several limit switches and controls were 

incorporated into the linear rock cutting planer. These included safety stop switches, relays and 

timing controls for automatic trimming of the rock surface at some test settings. 

 

Figure 3.2 Rock sample on the linear rock cutting planer 

3.3   Dynamometer 

The forces on the cutter during the cutting tests can be resolved into three orthogonal components. 

The cutting force or drag force cF  acting parallel to the cutting direction is the main force 
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generating the failure crack and forming the rock chips. The normal force nF   acts normal to the 

rock surface being cut and the sideway force sF  acts perpendicular to the plane of cutting and 

normal forces (see Figure 2.3).  These force components were measured as changes of voltages 

across strain gauge bridges mounted on the aluminium plate triaxial dynamometer. 

The dynamometer was machined out of a solid plate of aluminium alloy to give essentially a central 

plate on which the cutting tool is mounted. The material of the dynamometer is aluminium alloy as 

its sensitivity is suitable for transmitting the forces acting of the cutting tool to the strain gauges. 

The properties of the alloy are listed in Table 3.1. All rock cutting tests were performed within the 

safety envelope of the dynamometer. 

Table 3.1 Properties of the dynamometer material (alloy 4365) 

Properties Unit   

Yield strength  MPa 405 

Young's modulus MPa 67560 

Density kg/m
3
 2800 

Thermal expansion 1/
o
C 2.4 x 10

-5
 

3.4  Thermocouple configuration 

The temperature at the interface of pick tip and rock sample was measured by a special 

thermocouple configuration.  Type K chromel-alumel thermocouple with a sensitivity of 41 

/ oV C  was used.  The upper limit of the temperature to be measured by this type of thermocouple 

is about 1350 
o
C. 

As shown in Figure 3.3, a hole was drilled into the WC pick using a Herless Electric Discharge 

Machine (EDM) operating at 4 volts and 1 amp with a 1.5 mm diameter copper wire. Two half 

plugs made of WC were specially designed, each half plug having a diameter of 3 mm and length of 

approximately 4 mm. In each half plug, two grooves were drilled with diameters of 0.5 mm and 0.5 

mm in between. Two insulated thermocouple wires were glued into the grooves on one half of the 

plug and the end of each wire stops at the surface of the plug. The two halves were joined together 

to make a cylindrical insert which was then inserted into the picks. The end of the cylindrical insert 
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was machined to have a minimal disturbance to the profile of the pick. A photograph of the 

instrumented pick is shown in Figure 3.4. 

The thermocouple wires and WC plugs were pushed in a direction opposite to the cutting direction. 

The glue and the insulation around the thermocouple wires most likely melted due to the high 

frictional heat generated during the rock cutting. Thus the thermocouple wires would be forced into 

contact and hence form the hot junction required to make the temperature measurements at the 

cutting interface between the rock and the WC cutting element.  

Pick body

Thermocouple

WC tip

3

1

Two half WC plugs

Details of WC plug

3

 

Figure 3.3 Configuration of thermocouple 
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Figure 3.4 Instrumented WC pick 

3.5  Infrared camera 

Infra-red camera with high speed capture was also applied to measure the pick cutting temperature 

during the experimental runs. The thermal infrared camera used was FLIR SC7600M (Figure 3.5) 

and the recorded data were processed by the Altair Software. The camera is equipped with an InSb 

sensor which has 1.5 to 5.1 µm band pass arranged on 640×512 pixel array. A 50 mm lens was used 

and the infrared camera was positioned at a working distance of 71 cm. The integration (exposure) 

time was set up at 1 ms in order to grab the peak of the cutting temperature. Thermal resolution of 

this camera can be as high as 20 mK. 

Thermocouple 
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Figure 3.5 Set-up of infrared camera 

3.6  Data acquisition and analysis system 

A strain amplifier, a National Instruments (NI) PCI-6259 data acquisition (DAQ) board, a NI SCXI 

1314 and a NI SCXI 1303 terminal block, a NI SCXI 1102 analog input module, a NI 9232 

dynamic signal acquisition module, a NI SCXI 1000 chassis, a NI Compact DAQ Ethernet chassis, 

a Dell personal computer and software – LabVIEW 2013 for windows were involved in the data 

acquisition system. Eight channels were used to record the following parameters during an 

experimental run: three force components, three acceleration signals, table position of the planer 

and temperature signal from the K type chromel-alumel thermocouple. A data acquisition rate of 

3200 readings per second per channel was used. The data were analysed by using MATLAB. 

The three force signals from the dynamometer were amplified by a strain gauge amplifier system. 

The analogue signals from a displacement sensor, a dynamometer amplifier, three accelerometers 

and a thermocouple were transmitted into PC through NI data acquisition system after being 

converted to digital signals. Specific LabVIEW programs were developed for both control and data 

acquisition program. The cutting speed, sampling rate and table position can be easily controlled by 

this program. The system was able to handle large volumes of data rapidly and efficiently. The data 

acquisition and analysis system are shown schematically in Figure 3.6.  
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Figure 3.6 Data acquisition and analysis system 

3.7  Rock chip size distribution analysis 

Rock chip size is an important parameter to determine the rock cutting efficiency in rock cutting. 

The rock debris and chips were carefully collected in rock cutting experiments. The measured rock 

chip mass can be used to calculate the chip size distribution, specific energy and yield of rock 

fragmentation. According to Roxborough and Rispin [48],  Coarseness Index (CI) which is defined 

as the sum of the cumulative weight percentages of rock debris retained in each sieve is a 

convenient technique for analysing the debris size.  

As shown in Figure 3.7, five classes of sieves with different mesh sizes have been used in this study: 

22.4 mm, 16mm, 8 mm, 4 mm and 1 mm.  After each test, the collected rock chips were passed 

through these sieves and assembled into six size classes, the mass retained in each sieve was 

measured and the cumulative percentage mass retained from coarsest to finest mesh was obtained. 

The summation of the cumulative percentage values represented the Coarseness Index of the rock 

chips. 



42 
 

 

Figure 3.7 Sieves used for the rock chip analysis 

3.8  Cutting tool 

Two types of picks were used in these experiments; (a) TSDC tipped SMART*CUT picks and (b) 

WC point attack picks. 

Figure 3.8 shows the TSDC tipped picks developed by CSIRO, used as the cutting tool in the first 

experimental program. A series of linear rock cutting tests was implemented to optimise the rock 

cutting process and develop force prediction algorithms for TSDC tipped picks. The two key 

elements of SMART*CUT technology are replacing conventional tungsten carbide with thermally 

stable diamond composite (TSDC) as the cutting tip of the tool and using CSIRO worldwide 

patented bonding technology to attach the TSDC tip to the steel tool body. These picks had a gauge 

of 70 mm, flange diameter of 50 mm, shank diameter of 30 mm and tip diameter of 16 mm. 
 

WC picks instrumented with thermocouples (Figure 3.4) were used in the second experimental 

program to investigate the influence of different cutting variables on pick cutting temperature. The 

WC picks with the similar geometry to TSDC tipped picks were manufactured by Sandvik. It also 

had a gauge of 70 mm, flange diameter of 51 mm, shank diameter of 30 mm, tip diameter of 16 mm 

and primary tip angle of 78
o
. 

Five tool holders were designed and manufactured to vary the attack angle of cutting picks from 45
o
 

to 70
o
 (Figure 3.9). The cutting tool was attached to dynamometer through one of these tool holders 

to achieve the attack angle specified. 
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Figure 3.8 TSDC tipped SMART*CUT picks 

 

Figure 3.9 Tool holders with different attack angles (45, 50, 55, 60 and 65 degree respectively) 

3.9  Rock sample and its properties 

The rock sample used for the experiments was Helidon sandstone with a moderate strength. It was 

collected from a quarry in Queensland, Australia. A number of core samples were prepared to 

measure the elastic properties, uniaxial compressive strength (UCS) and Brazilian tensile strength 

(BTS) of the rock. 

3.9.1 Uniaxial compressive strength (UCS) 

The UCS tests were carried out in accordance with the ISRM and ASTM standards.  The core 

samples were cut and ground with a length to diameter ratio of 2.5. Both the bottom and top ends of 

the core samples were examined for parallelism and assessed to ensure that they were perpendicular 

the core axis. 
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The tests were performed on an Instron’s Series 1342 testing machine, which is a servo hydraulic 

controlled unit installed at the Rock Mechanics Laboratory of CSIRO (Figure 3.10). An add-on 

package, Precision Data Acquisition program with a LabVIEW interface platform, was used to 

record the loading data. The uniaxial compressive strength c  of the rock could be calculated by 

the following formula: 

 max

2

4
c

P

D



   (3.1) 

where maxP is the maximum load recorded and  D  is the diameter of the core sample. 

 

Figure 3.10 Experimental set-up for UCS tests 

Four core samples were prepared for the UCS tests and the results were shown in Table 3.2. As can 

be seen from Figure 3.11, the UCS values of the collected rock samples were consistent with an 

average UCS of 57 MPa.  
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Table 3.2 UCS testing results of Helidon sandstone 

Core No 
Diameter 

(mm) 

Length 

(mm) 

Maximum Load 

(kN) 

UCS 

(MPa) 

1 58.51 154.1 155.4 57.8 

2 58.5 152.7 155.2 57.8 

3 58.46 152.8 145.6 54.3 

4 58.45 153.3 154.5 57.6 

Average 
   

57 

SD       1.7 
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Figure 3.11 Stress-strain curves of the UCS tests of Helidon sandstone 

 

3.9.2 Brazilian tensile strength (BTS)  
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BTS test, which is one of the most common used geotechnical testing methods, was used for 

indirect measurement of tensile strength of the target Helidon sandstone. Following the ASTM 

standard procedure, the core samples were prepared with an approximate 0.5 length to diameter 

ratio. BTS tests were also conducted on Instron’s 1342 testing machine. Cylindrical rock specimen 

was placed between the loading platens and loaded continuously at a constant increasing rate until a 

diametrical split failure occurred. The tests details of the four rock specimens are shown in Figure 

3.12. The BTS t  of the rock was then calculated as follows: 

 max2
t

P

DL



   (3.2) 

where maxP is the applied load at failure, D and L  are the diameter and length of the core sample. 

 
Figure 3.12 Set-up of BTS tests (a) and four rock specimens of Helidon sandstone after BTS tests 

(b-e) 

BTS testing results of Helidon sandstone are given in Table 3.3. The average value of BTS is 

around 5.8 MPa 

 

 



47 
 

 

Table 3.3 BTS testing results of Helidon sandstone 

Core No 
Diameter 

(mm) 

Length 

(mm) 
l/d 

Failure 

load (kN) 
BTS (MPa) 

1 58.5  29.8  0.5  16.4  6.00  

2 58.4  29.9  0.5  16.3  5.95  

3 58.5  29.4  0.5  15.3  5.66  

4 58.5  29.4  0.5  15.5  5.74  

Average 
    

5.8  

SD         0.14  

 

3.9.3 Elastic properties and density 

Determination of elastic properties of Helidon sandstone was carried out on Instron’s Series 1342 

testing machine as well. The rock core samples were prepared to satisfy the recommendation of 

ISRM and ASTM standards. Each core had a diameter of 58.5 mm and a length to diameter ratio 

around 2.5. Linear Variable Differential Transformer (LVDT) transducers were used to measure the 

axial and radial displacement (Figure 3.13).  The analogue voltage outputs from the LVDTS were 

recorded and converted to corresponding displacements or strains, allowing the determination of 

Young’s modulus and Poisson’s ratio of the rock sample. Figure 3.14 shows typical stress-strain 

curves for the elastic properties tests. 

The same trimmed core samples were also used to determine the density of the rock. The volume of 

each core can be calculated from the length and diameter measurements of the sample, the weight 

of each core was determined using a digital balance. Hence the density of each sample was 

determined from the ratio of specimen mass to specimen volume. 

The elastic properties and density of Helidon sandstone are given in Table 3.4. 
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Figure 3.13 Experimental set-up for elastic properties measurement 
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Figure 3.14 Typical stress-strain curves of the three core samples investigated 
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Table 3.4 Elastic properties and density of the core samples 

Core 

No 

Diameter 

(mm) 

Length 

(mm) 

Mass 

(g) 

Density 

(g/cm
3
) 

Young's 

modulus 

(GPa) 

Poisson's 

ratio 

1 58.5 152.7 933.9 2.28 24 0.16 

2 58.46 152.8 932.9 2.27 25.8 0.14 

3 58.45 153.3 936.6 2.28 26.8 0.14 

Average 
   

2.28 25.5 0.15 

SD       0.01 1.4 0.012 
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4  

 

Rock cutting force estimation 

of TSDC tipped picks 
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4.1 Introduction 

As discussed and reviewed in the first two chapters, excessive abrasive wear of traditional 

refractory carbides, diamond impregnated metal matrix composites (DIMMC) or polycrystalline 

diamond compact (PDC) cutting elements has hindered the use of mechanical excavators as the 

temperature at the tool-rock interface could exceed 1300
o
C when cutting hard rock [8, 15, 16]. 

Hence, by changing the binder material from metallic cobalt to ceramic-based silicon carbide (SiC) 

during the sintering process, CSIRO has explored a new diamond composite called thermally stable 

diamond composite (TSDC). The use of SiC as the binder material is beneficial to the mechanical 

stability of TSDC at high temperatures as it does not act as a catalyst for the decomposition of 

diamond to graphite even up to a high temperature of 1350
o
C. CSIRO developed the SMART*CUT 

(Super Material Abrasive Resistance Tool) rock cutting pick that has a TSDC cutting element 

bonded into the steel body of the pick using CSIRO’s worldwide patented bonding technology. The 

successful development of the SMART*CUT technology, indicates a great promise for the 

employment of these cutting tools in hard rock mines. The main advantages of TSDC - tipped 

SMART*CUT picks are (a) good thermal stability, (b) high wear resistance and (c) the ability to 

mine harder deposits compared with point attack picks using tungsten carbide (WC) inserts [13, 16, 

142, 143]. The previous research at CSIRO focused on the investigation of the wear characteristics 

of the solid, moulded TSDC cutting elements [15-17, 144]. It is evident  that the wear resistance of 

TSDC elements was over one thousand times greater than that of cemented WC [16]. However, like 

other high wear resistance materials, the fracture toughness of TSDC is much less than that of WC. 

Therefore, the SMART*CUT picks may not be applicable to the current cutterheads on mechanical 

mining machinery as they are all based on WC point attack picks that have different material 

properties and geometries compared with such parameters required for TSDC-based picks [16].   

Before the employment of SMART*CUT picks on a rock excavation machine, it is important to 

estimate the magnitude of cutting forces applied to the picks under different cutting scenarios, in 

order to calculate the cutterhead torque and cutter motor power for any given set of geological 

formations, cutterhead design, and operational conditions of the machine [7, 39]. Full-scale 

laboratory rock cutting tests are the most accepted, reliable and precise method that is needed to 

determine the cutting forces acting on an individual pick; the forces measured in these tests can be 

used as direct input into cutterhead design software to determine the capability and efficiency of the 

selected cutterhead and excavation machines [2, 7, 41-43, 79, 85]. Moreover, excessive forces on 

the picks may result in premature fracture damage of the TSDC elements, damage the machine 
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components and exceed the machine’s torque and thrust capacities [4]. Therefore, it is crucial to 

select the cutting parameters to minimise the cutting forces. 

In this chapter, the Taguchi method is initially employed to find out the critical cutting parameters 

that influence the rock cutting process. Then, multiple linear regression and neural network 

techniques are adopted to develop empirical models of the cutting forces on SMART*CUT picks as 

a function of depth of cut (DOC), attack angle, spacing and cutting speed. The performances of 

these models are also discussed. 

4.2 Experiment 

4.2.1 Experiment setup 

As illustrated in section 3.2, the rock cutting tests were conducted on the CSIRO’s linear rock 

cutting planer. In these tests, a block of Helidon sandstone, collected from a local mining quarry 

near Brisbane Australia was used as the test sample. The properties of this rock are summarised in 

Table 4.1. The cutting tools used in the experiment were TSDC tipped SMART*CUT picks (Figure 

3.8). The cutting forces were recorded by a tri-axial dynamometer. In this study, only the 

orthogonal force components 
cF  and 

nF  (cutting and normal forces) were used for the cutting 

performance analyses because the magnitude of the sideway force 
sF  was normally negligible 

compared to that of cutting and normal forces (Figure 4.1). 

Table 4.1 Properties of the Helidon sandstone 

Density 

(g/cm
3
) 

Uniaxial 

compressive 

strength (MPa) 

Brazilian tensile 

strength (MPa) 

Young's 

modulus (GPa) 

Poisson's 

ratio 

2.28 57 5.8 25.5 0.15 

 

Compared with WC, TSDC has higher wear resistance. On the other hand, it has lower fracture 

toughness. This means that SMART*CUT picks lack capability of bearing high bending forces. 

Therefore, the bending force 
bF which is perpendicular to the pick axis (Figure 4.1) is another key 

factor affecting the cutting performance of SMART*CUT picks. In this study, the bending force 
bF  

was also selected as a response parameter. It was calculated from the cutting force, normal force 

and attack angle 
a  , written as: 
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Figure 4.1 Illustration of forces on the pick 

4.2.2 Experimental procedure 

The following procedures were executed for all the tests: 

(1) Trim and clean the rock surface before the cutting of each layer 

(2) Change to the required tool holder and pick, and install spring washers 

(3) Set depth of cut and line spacing, lock the cross head and bridge nuts 

(4) Enter the following information and control parameters into the LabVIEW program 

 Data sampling rate 

 Cutting speed 

 Filename information  

 The channels being recorded 

(5)  Run the cutting test until the table reaches the end of its run, and store the data with 

specified file name on the computer’s hard disk 

(6) Collect the chips generated, take two images to record the rock surface information, and 

record any significant observations 

It is to be noted that the boundary cuts which were close to the edge of the rock should be 

eliminated from the analysis as these tests may give unreliable forces and rock volume values. The 

maximum cutting forces should not exceed the capacity of the dynamometer.  
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4.2.3 Experimental design using Taguchi method 

The Taguchi method is a popular and efficient experimental design technique for investigating how 

different parameters affect the mean and variance of a process performance characteristic. The 

approach can optimise performance characteristics by optimising the settings of design parameters 

and reduce the sensitivity of system performance to environmental conditions and variations [145]. 

The Taguchi method overcomes the limitation of full factorial design which has to test all the 

possible combinations of a process. A set of well-balanced experiments is organized by the 

manipulation of orthogonal arrays (OA), which allows the necessary data to be collected with a 

minimum amount of experimentation [146].   

In the present study, the main cutting parameters, DOC, attack angle, spacing and cutting speed 

were selected as the input variables. A 5-level and 4-factor L25 OA was used to design the rock 

cutting experiments. The selected process parameters and their corresponding levels are shown in 

Table 4.2. The experimental layout for the cutting parameters using Taguchi’s L25 orthogonal array 

is shown in Table 4.3. By the manipulation of Taguchi’s orthogonal design matrix, the required 

tests reduced from 625 (5
4
) to 25, which significantly reduced costs, time and efforts. 

Table 4.2 Process parameters and their levels 

Symbol Parameters Notation Unit  Levels of factors 

        1 2 3 4 5 

A Attack angle  ӨA degree 45 50 55 60 65 

B Depth of cut d mm 6 9 12 15 18 

C Spacing s mm 24 36 48 60 72 

D Cutting speed v m/s 0.5 1 1.5 2 2.5 
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 Table 4.3 Experimental design with Taguchi’s L25 orthogonal array  

Test No. A B C D 

1 1 1 1 1 

2 1 2 2 2 

3 1 3 3 3 

4 1 4 4 4 

5 1 5 5 5 

6 2 1 2 3 

7 2 2 3 4 

8 2 3 4 5 

9 2 4 5 1 

10 2 5 1 2 

11 3 1 3 5 

12 3 2 4 1 

13 3 3 5 2 

14 3 4 1 3 

15 3 5 2 4 

16 4 1 4 2 

17 4 2 5 3 

18 4 3 1 4 

19 4 4 2 5 

20 4 5 3 1 

21 5 1 5 4 

22 5 2 1 5 

23 5 3 2 1 

24 5 4 3 2 

25 5 5 4 3 
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4.3 Experimental results and discussion 

Mean cutting force (MCF), mean normal force (MNF) and bending force (
bF ) were selected as the 

response factors for the cutting performance analysis. The results obtained from the rock cutting 

tests are shown in Table 4.4. In Taguchi method, the loss function which was further transformed 

into signal-to-noise (S/N) ratios is used to measure the quality characteristic deviating from the 

desired values [147]. There are three types of S/N ratio ( ) characteristics to optimise the output 

responses: nominal-the-best (NTB), smaller-the-better (STB), and larger-the-better (LTB) [147]. 

The calculations of these S/N ratios are given in the following equations: 

 
2
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10log ( )NTB
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S
    (4.2) 
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



     (4.4) 

where 
NTB , 

STB , and 
LTB  are the S/N ratios for the nominal-the-best , smaller-the-better , and 

larger-the-better  cases, y  the average value of the observed data, 
2

yS the variation of y , n  the 

number of tests, and
iy  the values of observed test results. Since lower values of mean cutting force, 

mean normal force and bending force are desirable in rock cutting process, the smaller-the-better 

S/N quality characteristic was chosen in this study. The S/N ratios calculated by Eq. (4.3) are also 

given in Table 4.4. 
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Table 4.4 Forces and corresponding S/N ratios 

Exp  No. MCF     MNF     Fb   

  
Result 

(kN) 
S/N (dB)   

Result 

(kN) 
S/N (dB)   

Result 

(kN) 
S/N (dB) 

1 2.66 -8.508 
 

3.20 -10.105 
 

0.38 8.401 

2 4.58 -13.209 
 

6.27 -15.944 
 

1.20 -1.563 

3 6.32 -16.020 
 

9.69 -19.722 
 

2.38 -7.520 

4 8.88 -18.964 
 

14.45 -23.196 
 

3.94 -11.909 

5 11.35 -21.098 
 

19.09 -25.618 
 

5.48 -14.773 

6 3.41 -10.651 
 

5.08 -14.121 
 

0.66 3.667 

7 5.70 -15.113 
 

10.01 -20.009 
 

2.07 -6.320 

8 7.03 -16.939 
 

12.58 -21.996 
 

2.70 -8.639 

9 7.20 -17.144 
 

8.50 -18.588 
 

0.83 1.637 

10 5.76 -15.206 
 

6.46 -16.201 
 

0.26 11.693 

11 3.05 -9.687 
 

4.63 -13.321 
 

0.16 15.922 

12 3.36 -10.540 
 

3.39 -10.603 
 

0.81 1.806 

13 5.25 -14.402 
 

5.83 -15.310 
 

0.96 0.377 

14 4.78 -13.581 
 

5.58 -14.935 
 

0.71 2.964 

15 7.12 -17.050 
 

8.63 -18.721 
 

0.88 1.087 

16 2.20 -6.837 
 

2.41 -7.643 
 

0.70 3.130 

17 3.59 -11.092 
 

4.29 -12.641 
 

0.96 0.331 

18 3.47 -10.798 
 

3.73 -11.424 
 

1.14 -1.133 

19 6.13 -15.747 
 

7.20 -17.142 
 

1.71 -4.657 

20 6.31 -15.995 
 

5.69 -15.109 
 

2.61 -8.345 

21 3.03 -9.617 
 

3.56 -11.027 
 

1.24 -1.854 

22 3.51 -10.899 
 

4.13 -12.326 
 

1.43 -3.117 

23 4.50 -13.061 
 

3.96 -11.950 
 

2.40 -7.618 

24 7.47 -17.464 
 

7.08 -16.999 
 

3.78 -11.543 

25 8.90 -18.989   8.40 -18.485   4.52 -13.098 

 

4.3.1 Determination of optimal cutting conditions 

The mean S/N ratios of each process factors at different experimental levels were obtained by 

averaging their S/N ratios at corresponding levels. For example, the mean S/N ratio for attack angle 

at level 1 was determined by averaging the S/N ratios for the tests 1-5 in Table 4.4. The mean S/N 

ratio for DOC at level 1 was calculated by averaging the S/N ratios for the tests 1, 6, 11, 16 and 21. 

The mean S/N ratios for other process factors at different levels were computed in the similar 

manner. All these mean S/N ratios produced the S/N responses, as shown in Table 4.5. Tables 4.5-

4.7 show the S/N responses for mean cutting force, mean normal force and bending force 

respectively. 
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Table 4.5 S/N response table for mean cutting force 

Symbol Parameters  Mean S/N ratio (dB)   

    Level 1 Level 2 Level 3 Level 4 Level 5 
Max-

Min 

A Attack angle  -15.560 -15.011 -13.052 -12.094 -14.006 3.466 

B Depth of cut -9.060 -12.171 -14.244 -16.580 -17.667 8.607 

C Spacing -11.798 -13.944 -14.856 -14.453 -14.671 3.057 

D Cutting speed -13.049 -13.424 -14.067 -14.308 -14.874 1.825 

 

Table 4.6 S/N response table for mean normal force 

Symbol Parameters  Mean S/N ratio (dB)   

    Level 1 Level 2 Level 3 Level 4 Level 5 
Max-

Min 

A Attack angle  -18.92 -18.18 -14.58 -12.79 -14.16 6.13 

B Depth of cut -11.24 -14.30 -16.08 -18.17 -18.83 7.58 

C Spacing -13.00 -15.58 -17.03 -16.38 -16.64 4.03 

D Cutting speed -13.27 -14.42 -15.98 -16.88 -18.08 4.80 

 

Table 4.7 S/N response table for bending force 

Symbol Parameters  Mean S/N ratio (dB)   

    Level 1 Level 2 Level 3 Level 4 Level 5 
Max-

Min 

A Attack angle  -5.473 0.401 4.431 -2.135 -7.446 11.877 

B Depth of cut 5.853 -1.773 -4.907 -4.708 -4.687 10.760 

C Spacing 3.762 -1.817 -3.561 -5.742 -2.863 9.504 

D Cutting speed -0.830 0.419 -2.731 -4.026 -3.053 4.445 

 

The objective quality characteristic of this study was the-smaller-the-better, which means the 

smallest magnitude of the cutting forces would be the ideal situation. Thus, the optimal cutting 

condition of this study should be obtained with the maximum mean S/N ratio of each process factor 

according to the Taguchi method. The optimal level of each parameter with the highest S/N ratio 

was highlighted in red circles in the S/N response graphs (Figures 4.2-4.4).  

The mean S/N ratio plot for mean cutting force is shown in Figure 4.2. As can be seen from Figure 

4.2, the highest S/N ratio for mean cutting force was obtained at attack angle of 60
o 
(level 4), DOC 

of 6 mm (level 1), spacing of 24 mm (level 1), and cutting speed of 0.5 m/s (level 1). Hence, the 

optimal parametric combination for mean cutting force is A4B1C1D1. 
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Similarly, in Figure 4.3 the highest S/N ratio for mean normal force was also obtained at attack 

angle of 60
o 
(level 4), DOC of 6 mm (level 1), spacing of 24 mm (level 1), and cutting speed of 0.5 

m/s (level 1). Therefore, A4B1C1D1 is also the optimal parametric combination for mean normal 

force. Again, in Figure 4.4 the S/N ratio for bending force was the highest at attack angle of 55
o 

(level 3), DOC 6 mm (level 1), spacing of 24 mm (level 1), and cutting speed of 1.0 m/s (level 2). 

Therefore, the optimal parametric combination for mean bending force is A3B1C1D2. 
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Figure 4.2 Mean S/N ratio graph for mean cutting force 
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Figure 4.3 Mean S/N ratio graph for mean normal force 
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Figure 4.4 Mean S/N ratio graph for bending force 
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4.3.2 Analysis of variance （ANOVA） 

ANOVA is an analysis tool used for studying the statistically significant parameters that influence 

the quality characteristic and identify the percent contribution ratio (PCR) of each process factors 

on output responses. The total variance of the response (i.e. the sum of squares of all the 

observation deviations from the grand mean) is decomposed into contributions related to each of the 

design parameter and the error [148]. Thus, the total sum of squared deviations 
TSS can be written 

as: 

 
T d eSS SS SS    (4.5) 

where 

 2

1

( )
n

T i m

i

SS  


    (4.6) 

Here, 
dSS  and 

eSS are the sum of squared deviations due to each design parameters and errors 

respectively, n the number of experiments, 
i  the mean response for ith experiment and 

m  the 

overall mean of the response.   

The PCR of each design parameter is equal to the sum of squared deviations due to each design 

parameters 
dSS divided by the total sum of squared deviations

TSS . In the ANOVA table, the mean 

square deviation ( MS ) is computed by dividing the sum of squared deviations SS by the number of 

degrees of freedom associated with the design parameter or error. Then, F-value or Fisher’s F ratio 

is simply the ratio of mean squared deviation (
dMS ) due to each design parameters to the mean 

squared deviation due to error (
eMS ). 

P-value (probability of significance) is then determined from the F-value. If the P-value for a factor 

is equal to or smaller than the significance level 0.05 (confidence level 95%), it suggests that the 

contribution of the factor is significant. 

The results of ANOVA for mean cutting force, mean normal force and bending force are presented 

in Tables 4.8-4.10 respectively. The PCR of each cutting parameter on these forces are shown in 

Figures 4.5-4.7. It can be found from Table 4.8 that attack angle, DOC and spacing are the 

statistically significant factors influencing the mean cutting force as the P-value of these factors are 

much less than 0.05. It is also observed from Table 4.8 and Figure 4.5 that the most influential 

factor for mean cutting force is DOC with a contribution percentage of 65.66%, followed by attack 
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angle and spacing which contribute 14.52% and 11.95% respectively. Cutting speed (4.77% 

contribution) has a relatively insignificant effect on mean cutting force.  

Table 4.8 Results of ANOVA for mean cutting force 

Factor DF Seq SS Adj SS Adj MS F ratio P 
Contribution 

(%) 

Attack angle 4 18.1226 18.1226 4.5306 9.36 0.004 14.52 

Depth of cut 4 81.9198 81.9198 20.4799 42.32 0 65.66 

Spacing 4 14.9080 14.9080 3.7270 7.7 0.008 11.95 

Cutting speed 4 5.9498 5.9498 1.4874 3.07 0.083 4.77 

Error 8 3.8717 3.8717 0.4840 
  

3.10 

Total 24 124.7718         100 

 

 

Cutting speed
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Figure 4.5 Contribution pie of mean cutting force 

According to Table 4.9, attack angle, DOC, spacing and cutting speed all have statistical and 

physical significance on mean normal force. It is observed from Table 4.9 and Figure 4.6 that the 

most significant factor affecting mean normal force is attack angle (contribution 33.65% 

contribution), followed by DOC (29.86% contribution) and cutting speed (18.84% contribution), 

and then by spacing (13.01% contribution). 
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Table 4.9 Results of ANOVA for mean normal force 

Factor DF Seq SS Adj SS Adj MS F ratio P 
Contribution 

(%) 

Attack angle 4 123.57 123.57 30.892 13.98 0.001 33.65 

Depth of cut 4 108.98 108.98 27.245 12.33 0.002 29.68 

Spacing 4 47.77 47.77 11.941 5.4 0.021 13.01 

Cutting speed 4 69.19 69.19 17.297 7.83 0.007 18.84 

Error 8 17.68 17.68 2.21 
  

4.82 

Total 24 367.18         100.00 
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Figure 4.6 Contribution pie of mean normal force 

From the analysis of bending force data (table 4.10) and Figure 4.7, only attack angle and DOC 

have statistical significance on bending force. Spacing and cutting speed are insignificant factors 

because the P-values of these factors exceed 0.05. The contribution order of the rock cutting process 

factors is attack angle, DOC, spacing and cutting speed, which affect the bending force by 32.47%, 

28.18, 20.02 and 6% respectively. 

Table 4.10 Results of ANOVA for bending force 

Factor DF Seq SS Adj SS Adj MS F ratio P 
Contribution 

(%) 

Attack angle 4 15.525 15.525 3.8812 4.87 0.028 32.47 

Depth of cut 4 13.476 13.476 3.3689 4.23 0.04 28.18 

Spacing 4 9.571 9.571 2.3928 3 0.087 20.02 

Cutting speed 4 2.868 2.868 0.7171 0.9 0.507 6.00 

Error 8 6.378 6.378 0.7972 
  

13.34 

Total 24 47.818         100.00 
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Figure 4.7 Contribution pie of bending force 

4.3.3 Effect of cutting parameters on responses 

The effects of the main cutting parameters on the values of mean cutting, normal and bending 

forces are shown in Figures 4.8-4.10. As shown in Figure 4.8, the mean cutting force decreases 

rapidly with the increasing attack angle, reaching a minimum value at an attack angle of 60
o
, then 

mean cutting force starts to increase with a further increase of attack angle. While the increase in 

DOC, spacing and cutting speed, in general, leads to an increase in the magnitude of mean cutting 

force.  

 

As shown in Figure 4.8, DOC causes a rapid increase in mean cutting force. There appears a linear 

relationship between DOC and mean cutting force. As expected, the mean cutting force increases 

with an increase in spacing. The dependence of the mean cutting force on spacing is obvious for an 

increase from 24 mm to 60 mm. For spacing greater than 60 mm, the mean cutting force tends to be 

constant. As the cutting speed increases, the mean cutting force also increases, but the rate of 

increase is not as high as with DOC. 

Similarly, Figure 4.9 shows the influences of attack angle, DOC, spacing and cutting speed on mean 

normal force. It is seen that mean normal force also decreases rapidly when the attack angle 

increases from 45
o
 to 60

o
. Beyond this point, any increase in the attack angle result in increases in 

mean normal force. The mean normal force increases linearly along with the increase of DOC as 
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observed in mean cutting force. This linearity is also supported by the previous studies by Bilgin [4], 

Roxborough [149] and Hurt and Laidlaw [11]. This has been attributed to the energy requires to 

fragment a brittle material is directly proportional to the amount of new surface area produced. 

When the DOC increases, larger chips or fragments are produced. So a higher energy consumption 

is required to generate the increase in the fracture surface, therefore resulting in higher cutter forces. 

The increment of spacing also causes an increase of mean normal force, but when spacing is larger, 

the mean normal force begins to level off as observed in mean cutting force, indicating the point at 

which interaction between adjacent cuts ceases and the cutting mode change from relieved cutting 

to unrelieved cutting condition. The mean cutting force is still found to increase with the increasing 

cutting speed. 

Bending force is another significant factor determining the cuttability of SMART*CUT picks as the 

TSDC tip is a brittle material and has much lower fracture toughness compared with the WC insert. 

Figure 4.10 shows the main effects of operating cutting parameters on the mean value of the 

bending force. As shown in Figure 4.10 that there is a minimum in the bending force for an attack 

angle of 55
o
.  The increase of the DOC and cutting speed cause an increase in the bending force. It 

is observed that the bending force also increases with an increment of spacing from 24 mm to 60 

mm.  
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Figure 4.8 Mean effects plot for mean cutting force (red dashed line indicates mean value) 
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Figure 4.9 Mean effects plot for mean normal force (red dashed line indicates mean value) 
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Figure 4.10 Mean effects plot for bending force (red dashed line indicates mean value) 
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4.4 Development of force estimation models 

Statistical methods of multiple linear regression (MLR) and artificial neural network (ANN) which 

have been widely used for prediction and forecasting in mining and underground tunnelling 

engineering are applied to develop empirical models of mean cutting and normal forces on the 

TSDC tipped picks. 

4.4.1 Multiple linear regressions (MLR) 

Multiple linear regression (MLR) is a statistical analysis technique to predict the linear relationship 

between a dependent variable and two or more independent variables with a mathematic formula [7, 

150]. This mathematical formula aims to fit a line to the data points with the minimum sum of 

squares of differences between observed and predicted values. Thus, the MLR model is sometimes 

also referred to as the least-squares model, which can be generally expressed as: 

 
0 1 1 2 2 n nY X X X           (4.7) 

where Y denotes dependent variable,
1 2, ,..., nX X X indicate independent variables, 

0 1, ,..., n    

represent the regression coefficients and  is the error.  

In multiple regression analysis, multicollinearity needs to be checked. It occurs when two or more 

independent variables in the MLR model are highly correlated. With multicollinearity, the standard 

errors of the affected coefficients tend to be large, thereby leading to an unreliable MLR analysis. 

Variance inflation factor (VIF) and Tolerance are common tools to detect the severity of a 

multicollinearity problem. Tolerance is the reciprocal number of VIF. Generally, if the VIF or 

Tolerance is equal to 1, there is no linear correlation between the independent variables. If the VIF 

is larger than 10 or Tolerance value is less than 0.1, serious multicollinearity problems exist in the 

regression model.  

In this study, MLR models were developed to predict the relationship between dependent variables 

mean cutting force and mean normal force and the independent variables DOC, attack angle, 

spacing and cutting speed. The models for mean cutting force and mean normal force, i.e. Eqs. (4.8) 

and (4.9), were obtained using SPSS software. 
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 1.716 0.081 0.426 0.042 0.681aMCF d s v      (4.8) 

 9.372 0.282 0.490 0.077 2.342aMNF d s v      (4.9) 

where MCF and MNF are the mean cutting and normal force respectively, , ,a d s and v  denote the 

attack angle, DOC, spacing and cutting speed respectively. The VIF values of the independent 

variables in these two models are all equal to 1, which means there is no multicollinearity problem 

in the models. Both coefficients of determination ( 2R ) of the models are 0.86, which indicates that 

86% of the variance in MCF and MNF can be explained by the variables , ,a d s and v . The 

standard error of the estimate is the standard deviation of the errors of prediction. In these two 

models, the standard errors of estimate which show the standard deviation of the residuals are 0.91 

and 1.57 respectively. The analysis of variance of the regression models for MCF and MNF gives p-

values of 0.0000. This means the derived models are statistically significant.  
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Figure 4.11 Relationship between the measured and predicted values of mean cutting force by MLR  
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Figure 4.12 Relationship between the measured and predicted values of mean normal force by MLR 

4.4.2 Artificial neural network (ANN) 

ANN is a complex computational method inspired from biological neural network [151]. It has been 

widely used for predictive modelling and classification in many science and engineering problems, 

and should be a powerful tool for the analysis of cutting forces. In this work, a three-layer, feed 

forward back propagation network, the most commonly used neural network, was chosen as the 

prediction model for MCF or MNF. Figure 4.13 shows the schematic of this neural network. The 

independent cutting variables, including attack angle, DOC, spacing and cutting speed, were 

selected as the network inputs, the dependent variable MCF or MNF was considered as the output 

of the network. Eight neurons were included in the single hidden layer. A tangent sigmoid transfer 

function was used as the activation function in the single hidden layer. The general mathematical 

expression of the output of the network can be shown in the following equation: 

 
1 1

( )
m n

j ij i j

j i

Y f v w X  
 

  
    

  
    (4.10) 

Where Y is the output value of dependent variable predicted from input variables (
1 2, ,..., nX X X ), 

with Xi representing the input value of ith independent variable; wij is the weight factor between the 

ith input neuron and the jth hidden neuron; vj is the weight factor between jth hidden neuron and 
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output neuron; θj and β are the biases of jth hidden and output neuron respectively; (.)f  and (.)  

are the activation functions of output and hidden neurons respectively. 

The input and output data in Tables 4.3 and 4.4 were used to train the neural network. 15% of the 

scaled experimental data was randomly selected as a validation set; another 15% of the data was 

defined as a test set and the rest (70% of the data) was classified as a training set. The Levenberg-

Marquardt algorithm for back propagation, which is included in the MATLAB Neural Network 

Toolbox, was applied to build the ANN models. The training process proceeded in an iterative 

manner. Networks errors for the ANN model of MCF or MNF were monitored. In the optimisation 

procedure, the learning process was ceased when the validation error started to grow at a certain 

number of iterations. The best set of weights and biases were saved at the minimum validation error. 

It was observed during the training process that similar good performance was achieved for the test 

set error, and no significant over-fitting occurred. All three data sets were put through the network 

and linear regression was carried out between the network outputs and the measured MCF or MNF 

after unnormalising the network outputs. The coefficient of determination (R
2
) of the ANN models 

for MCF and MNF are 0.97 and 0.98 respectively, indicating a very high percentage of the variance 

in MCF and MNF can be explained by the variables. 

 

Figure 4.13 (a) The three-layer ANN used in this work (b) schematic of each neuron in the network 
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4.4.3 Comparison of the prediction models 

The relationship between the measured and predicted values of mean cutting force obtained using 

the ANN model is shown in Figure 4.14. The determination coefficient (R
2
) of the ANN model is 

0.97, which means a consistent agreement exists between the measured and predicted values of 

mean cutting force. The comparison of measured and predicted mean cutting forces using both 

MLR and ANN is shown in Figure 4.15.  It should be noted that the R
2
 value of MLR model 

obtained is 0.86 (see Figure 4.11). It is clear from Figure 4.15 that the mean cutting force values 

calculated using the ANN prediction model are very close to the measured ones. But the MLR 

prediction values have a higher deviation from the experimental measurements. 

Similarly, Figure 4.16 shows the relationship between the measured values and predicted values of 

mean normal force obtained from the ANN model. The R
2
 value for the correlation in the prediction 

of mean normal force is 0.98, which has a higher degree of explanatory as compared to that of the 

MLR prediction model (0.86) as shown in Figure 4.12. The comparison of the measured and 

predicted mean normal force values obtained from the MLR and ANN models are presented in 

Figure 4.17. It is observed that the mean normal force values calculated using the ANN prediction 

model are in better agreement with the measured force values than those predicted by the MLR 

model.  

These results indicate that both MLR and ANN methods can provide reasonably accurate 

predictions of mean cutting and mean normal forces; however, the ANN model is more accurate in 

predicting these forces using the stated rock cutting variables.  
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Figure 4.14 Relationship between measured and predicted values of mean cutting force by ANN 
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Figure 4.15 Comparison of measured and predicted mean cutting force of MLR and ANN 
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Figure 4.16 Relationship between measured and predicted values of mean normal force by ANN 
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 Figure 4.17 Comparison of measured and predicted mean normal force of MLR and ANN 
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4.5 Concluding remarks 

The effects of attack angle, depth of cut, spacing and cutting speed on the cutting performance of 

TSDC tipped picks was systematically investigated. The tests were performed on the basics of 

Taguchi’s L25 orthogonal array. The optimised rock cutting parameters for minimising the mean 

cutting, normal bending forces were obtained based on the mean S/N ratio. The optimal parametric 

combination for mean cutting and normal forces was: attack angle of 60
o
, DOC of 6 mm, spacing of 

24 mm, and cutting speed of 0.5 m/s, while for bending force the combination was attack angle of 

55
o
, DOC of 6 mm, spacing of 24 mm, and cutting speed of 1.0 m/s. 

From the ANOVA analysis, it was found that attack angle, DOC and spacing were the statistically 

significant factors influencing the mean cutting force. The most influential factor was DOC, 

followed by attack angle and spacing. The cutting speed had the least effect. However, for the 

normal force, all four factors had statistical significance with a significance order of attack angle > 

DOC > cutting speed > spacing. Although the bending force is a function of the cutting and normal 

forces, the influences of the cutting parameters on it were different. Only attack angle and DOC had 

statistical significance, with an order of attack angle > DOC > spacing > cutting speed. 

Empirical models for predicting the mean cutting and normal forces on TSDC tipped picks have 

been developed based on multiple linear regression (MLR) and artificial neural network (ANN) 

techniques. The established force models showed good predictive capabilities with acceptable 

accuracy. The ANN models offered better accuracy and less deviation than the MLR models. 
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5  

 

Rock cutting temperature and 

thermal analysis 
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5.1 Introduction 

The occurrence of frictional ignition of methane is a significant hazard in coal mining safety, and 

has resulted in a number of fatal mining incidents in Australia and overseas [91, 92]. Most cases of 

frictional ignition in Australia were caused by the striking of machine picks on a high silica material 

(conglomerate roof, sandstone roof or material associated with geological structures) in gassy 

conditions. According to the previous reports, cutter pick condition was the most important factor 

and acts as the trigger for nearly 70% of all frictional ignitions [92].  

In order to assess the risk of frictional ignition for a pick striking of a rock stratum in a given 

condition, it is critical to determine the heat (or thermal energy) generated in the striking process. 

Although the heat cannot be measured directly, any thermal effects during rock cutting can be 

detected as changes in temperature at the rock-pick interface – referred as the ‘hot spot’. It is 

suggested that the ignition potential is remarkably affected by the size and temperature of the hot 

spot [152]. Meanwhile, the occurrence of elevated interface temperature could arise from the 

considerable frictional heat or thermal energy generated between cutter picks and rock, which in 

turn, has a significant effect on the determination of the wear rate of the cutting tool [90, 93]. It is 

pointed out by many researchers that severe reduction in pick performance and significant thermal 

stress in rock as well as the tool could ultimately be caused by the elevated temperatures 

encountered in pick-rock interface [94-100]. Thus the determination of pick cutting temperature is 

extremely necessary as it will assist in assessing the performance and economics of drag bits and 

quantifying the risk of frictional ignition.  

Some attempts have been made to study the problem of frictional heating in coal mining industry. A 

series of ignition tests were performed at the US Bureau of Mines. It was concluded that ignition 

events could be reduced by decreasing bit tip speed. It was further concluded that locked in picks 

are more liable to increase the incidence of frictional ignition (sometimes described as being more 

“incendive”, than those that are free to rotate) [153].  

Larson [154] found that frictional ignition was more prone to arise with worn point-attack picks. 

The risk in ignition for worn picks was 3 to 4 times greater than that for new picks at the same 

depth of cut. In 1993, Appl et al [113] conducted a series of cutting experiments on granite rock to 

determine the effects of cutting forces and interfacial temperatures on the life of PDC bits, which 

are the picks that have a thin layer of diamond (usually 1-2 mm thick) on a tungsten carbide base. It 

was concluded that the wear rate increased with increasing temperature and the critical temperature 
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for PDC bits was approximately 700 
o
C. A novel thermocouple configuration was developed by 

Cools [99] to measure the temperatures both inside and on the surface of the wear flat of a rock 

cutting chisel. He reported that temperatures of up to 550 
o
C and 800

 o
C were recorded when cutting 

a sandstone block and a limestone block. The temperature at a distance of 0.5 mm from the cutting 

interface was over three times lower than at the surface. Martin and Fowell [8] performed a series of 

rock cutting tests on rock planer to investigate the factors affecting the onset of severe drag tool 

wear in rock cutting. A K-type thermocouple was employed to detect the temperature close to the 

pick tip. A Calex Ranger infra-red gun was additionally used to monitor the tip temperature at the 

end of each cut. It was concluded that the heat developed during cutting is a determining factor 

accounting for severe tool wear. Materials that can maintain high values of indentation hardness at 

temperatures over 800
 o
C need to be exploited for cutting tools. 

To data, a few of analytical studies have been proposed to predict the interface temperature during 

rock cutting [8, 90, 155, 156]. However, calculating the temperature from these solutions must 

inevitably suffer from the disadvantage of making major simplifications to the problem; such 

calculation may not be able to provide accurate predictions of the temperature because of the 

complicated real-life situation in rock cutting process. 

Despite the efforts of these earlier studies, numerous difficulties and limitation still exist for the 

determination of pick cutting temperature during rock cutting process [114]. For instance, due to the 

different physical properties of the cutting tools and workpieces, tool-work thermocouple and 

metallographic techniques could not be used in rock cutting process. Temperature measurements 

through infrared methods are significantly affected by chip obstruction [102, 115].   

In this chapter, a temperature measurement system will be developed to measure the interface 

temperature between a rock block and a pick tip. Firstly, a thermal infrared camera with high speed 

imaging rates will be used to acquire the temperature distribution in the cutting area. A comparison 

between the cutting performance of SMART*CUT and conventional WC picks in terms of 

temperature and forces is presented. Secondly, an embedded thermocouple technique is employed 

to investigate and analyse the influence of the typical cutting parameters on pick cutting 

temperature.  
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5.2 Temperature measurement methods 

In a metal machining process, several measurement techniques were developed to measure the 

temperature at the tool-chip interface, including tool-work (dynamic) thermocouples, embedded 

thermocouples, single wire thermocouples, thin-film thermocouples, radiation pyrometers, infrared 

cameras. Those methods can be classified into direct conduction and indirect radiation. Among 

these methods, some can measure the temperature at a given point or the mean temperature over a 

certain area, while others can be used to investigate the temperature distribution near the cutting 

zone. 

5.2.1 Thermocouple techniques 

Thermocouple techniques are the most extensively used methods for temperature measurement in 

the metal machining process [157]. It is based on the fact that when two dissimilar metals or alloys 

are joined together to form hot and cold junctions, an electromotive force (emf) is generated if there 

is a temperature gradient between the two junctions. The tool-work (dynamic) thermocouple is a 

widely established method to investigate the tool-chip interface temperatures in cutting. In this 

thermocouple technique, the tool and the workpiece are used as the two elements of the 

thermocouple. The thermal emf is produced across the contact interface between the tool and 

workpiece. Leshock et al. [158] employed this technique to analysed the tool-chip interface 

temperature in turning of 4140 steel alloy and Inconel 718 with tungsten carbide tools. This 

technique was also used by Grzesik [159-162] to investigate the influence of different coatings on 

the cutting temperature. However, it can only provide an average value of temperature around the 

entire contact area between the tool and workpiece, and high local transient temperature cannot be 

captured [115]. A coolant cannot be used with this method. In addition, both the tool and workpiece 

should have a good electrical conductivity and need to be accurately calibrated, which makes this 

technique impossible to be applied in rock cutting. 

Embedded thermocouple is another commonly used method to estimate the temperature involved in 

various machining processes. This method requires the drilling of a number of fine holes near the 

cutting edge in a cutting tool. The temperatures at multiple points can be measured by the 

thermocouples which are inserted into these holes. Korkut et al. [101] investigated the chip-back 

temperature in turning AISI 1117 steel with a K type thermocouple. It was observed that the 

temperature at the back rack surface increased with the increase of cutting speed, feed rate and 

depth of cut. The cutting temperatures of the orbital drilling and conventional drilling of aluminium, 
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CFRP (carbon fiber reinforced plastic) and titanium composites were measured by Brinksmeier et al. 

[163] using embedded thermocouples close to the tool tip. Their results showed that temperatures in 

orbital drilling were much lower than that in the conventional drilling of the three materials. The 

surface integrity at boreholes in these materials generated by the orbital drilling was also better than 

that observed in the conventional drilling. The difficulty of this technique is that it requires the 

drilling of fine holes as close as possible to the tool-chip contact surface, in many cases, in hard and 

difficult-to-machine materials such as tungsten carbide, ceramics and polycrystalline diamond 

composite.  

The single-pole grindable thermocouple was developed by Rowe et al. [164] for measuring the 

temperature at the contact surface in surface grinding. In this approach, a single pole foil 

thermocouple assembly was housed in a pre-machined slot either in a grinding wheel or in a 

workpiece (usually in the workpiece as it is much simpler and less expensive). Batako et al. [103] 

compared different approaches of temperature measurement in High-Efficiency Deep Grinding 

(HEDG) and found that the single-pole grindable thermocouple technique was the simplest and 

most reliable technique. The thermocouple geometry was found to be a significant factor that 

affects the reliability of the signals under HEDG conditions. This method worked well for the 

grinding process. To apply this technique in rock cutting process, the rock specimen has to be split 

into pieces to mount the single pole foil thermocouple assembly. Only one brief temperature might 

be measured for only a very short time in one single pass of the pick. In addition, the shaking of the 

cutter during cutting would make the temperature even more difficult to be measured. 

5.2.2 Radiation techniques 

The radiation techniques, such as radiation pyrometers and infrared cameras, are non-invasive 

methods to determine the thermodynamic temperature of a body based on the thermal radiation it 

emits. The radiation technique offers many advantages such as non-intrusive measurement, fast 

response, no physical contact as well as being able to provide thermal fields compared to the 

thermo-electric technique. Lin et al. [165] installed several infrared (IR) pyrometers with fiber optic 

at the rake face near the cutting edge to detect the infrared radiation for both carbide and ceramic 

tools with cutting speed of 600 m/min. It was found that the heat dissipation at the cutting edge was 

significantly affected by the thermal properties of the tool material. Although the interface 

temperatures were similar, the input heat for the ceramic tool with high thermal resistance was 

much less than that of a carbide tool with low thermal resistance.  Using a two-colour pyrometer 

with a fiber coupler, the tool frank temperature of a chamfered CBN cutting tool was measured by 

Ueda et al. [166]. Three high hardness steels were chosen as the work materials. The cutting speed 
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and hardness were found to be the significant factors influencing the cutting temperature. The 

highest temperature reached nearly 1000 
o
C when cutting AISI52100 at the cutting speed of 300 

m/min. Infrared (IR) photographic technique was first exploited by Boothroyd [167] for 

determining the temperature distribution in the  workpiece, chip and tool. Jeelani [168] used a more 

sensitive high speed IR film and more accurate calibrations to improve the earlier measurements of 

temperature distribution in machining an annealed 18% Ni maraging steel by IR photographic 

technique. Recent advances of high bandwidth solid-state detector arrays sensors in modern thermal 

imaging cameras have led to the proliferation of IR photographic techniques for the temperature 

measurement in high speed machining processes [169-172]. However, chip obstruction might be the 

main issue for radiation techniques as it significantly affects the measurement accuracy, especially 

when cutting some brittle materials such as rocks and ceramics. 

A number of other methods have also been proposed to determine the temperature distribution at 

the tool-workpiece interface including micro thin film thermocouples (μ-TFTCs) [173], thermal 

paints [174], PVD (physically vapor deposited) films [175], and metallographic evaluations of the 

microstructural and microhardness changes  [176]. However, these methods are tedious and difficult 

to be applied in rock cutting as the physical properties of the cutting tool and workpiece are totally 

different. Therefore, research involving the measurement of temperature in rock cutting processes 

still faces numerous difficulties and limitations. 

5.3 Temperature measurement by infrared photographic technology 

5.3.1 Experiment details 

As shown in section 3.2, the linear rock cutting tests were also performed on the CSIRO’s rock 

cutting planer. The temperature distribution in the cutting area was acquired using a thermal 

infrared camera FLIR SC7600M (Figure 5.1) and the recorded data were processed with the Altair 

Software. The camera was equipped with an InSb sensor with 1.5-5.1 m band pass arranged on 

640×512 pixel array.  

The TSDC tipped SMART*CUT picks developed by CSIRO and the conventional WC pick with 

similar geometry (Figure 5.2) were used in these tests. The rock sample was the sandstone of high 

strength (unconfined compressive strength (UCS) = 120 MPa, Brazilian tensile strength = 7.8 MPa, 

Cerchar abrasivity index = 1.4). The constant conditions throughout the testing programme included 

the cutting speed of 3 m/s, and the skew and tilt angles of 0
o
. The depth of cut and attack angle were 
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10 mm and 60
o
 respectively.  Normal force, cutting force and lateral force were recorded during 

each cutting test. 

 

Figure 5.1 Temperature measurement by an infrared camera 

 

Figure 5.2 The TSDC tipped SMART*CUT and WC picks 



82 
 

A comparison of the cutting performance of TSDC tipped SMART*CUT and conventional WC 

picks in terms of temperature, cutting force, normal force and resultant angle in full-scale linear 

rock cutting tests is given in this section.  

5.3.2 Results and discussion 

5.3.2.1 Force 

Cutter forces obtained with high reliability from the full-scale linear cutting tests are of vital 

importance to assess the cuttability of cutting tools and excavation machines. It is also an important 

indication of the temperature in the cutting zone. So in this study, the cutting forces were measured 

together with the temperature for comparison purpose. Due to the brittle nature of rock, wide 

fluctuations in cutter forces and discontinuous formation of cutting chips are always observed in 

rock cutting. 

Resultant angle ( ) is another important factor determining the cutting performance of cutting tools. 

It can be calculated from cutting force (Fc) and normal force (Fn), which is defined as: 

 tan( )n

c

F
arc

F
    (5.1) 

When the resultant angle is equal to the attack angle, the resultant force is aligned parallel to the 

axial direction of the pick, so the bending force on a cutting pick is minimised (Figure 4.1).  

Figure 5.3 shows the cutting force, normal force and resultant angle history under the following 

cutting conditions: the depth of cut = 10 mm, the speed of cut = 3 m/s and the angle of attack = 60
o
. 

The typical saw-tooth shapes of force-time diagrams can be seen in Figure 5.3. The average values 

of the forces, obtained from at least three repeated tests, give the mean cutting and mean normal 

forces.  

Compared to the conventional tungsten carbide picks, which are conical, the SMART*CUT picks 

have a bullet shape. It can be seen from Figures 5.3 and 5.4 that the cutting and normal forces for 

the SMART*CUT picks are 7.0% and 4.6% smaller than the respective forces for the conventional 

WC picks.  

It can also be seen from Figures 5.3c and 5.4 that the resultant angle for the SMART*CUT picks is 

slightly greater than that for the WC picks, suggesting that a greater attack angle should be 

employed for SMART*CUT picks to minimise the bending force on the TSDC tips. 
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Figure 5.3 Time histories of cutting force (a), normal force (b) and resultant angle (c)  
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Figure 5.4 Comparison of the average cutter forces and resultant angles between the two different 

picks 

5.3.2.1 Temperature 

Pick cutting temperature is a good indicator of the heat or thermal energy generated in the rock 

cutting process. The determination of pick cutting temperature will assist in quantifying the risk of 

frictional ignition. To measure the peak cutting temperature, high frame rates are essential. Recent 

advances in infrared video technology have made such image capture possible, at sufficiently high 

speeds; so the pick temperatures at cutting speeds of 3 m/s (a speed commonly used on mining 

equipment) could be measured.  

As shown in Figure 5.5 the maximum temperature around the cutting area of the TSDC tipped 

SMART*CUT picks was about 511
 o

C, which was more than 40% lower than that of over 860
 o

C 

for the conventional WC tipped picks used. Apparently the SMART*CUT picks generated much 

lower thermal energy during cutting. As shown in Figure 5.5, the maximum residual temperatures 

were about 104
 o

C and 388
 o

C for the SMART*CUT and WC picks, respectively. The 

SMART*CUT pick was significantly cooler after rock cutting compared to the WC pick. It was also 

observed in the test that sparks produced by the SMART*CUT picks were also much fewer than 

that by the WC picks. 

Another advantage of SMART*CUT picks in terms of lower potential for frictional ignition is that 

diamond materials have much higher thermal conductivities than tungsten carbide. As the major 

ingredient of TSDC is synthetic diamond, it is expected that the thermal conductivity of a TSDC tip 
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should be much higher than that of a WC tip.  So the heat produced during the cutting process was 

transferred to the steel body more quickly, thus leading to the reduction of the thermal energy at any 

hotspot that is known to be a major ignition source. 

 

  

Figure 5.5 Cutting temperatures of (left) WC and (right) SMART*CUT picks 

5.4 Temperature measurement by embedded thermocouple 

Although the modern infrared photographic technology provides a high capture speed, fast response 

time and non-intrusive way to determine the temperature distribution at the pick-rock interface, the 

measurement might not be sufficiently accurate as flying chips and dust could strongly affect the 

measurement. It is hard to detect the “true” temperature at the hotspot using this technology. 

Therefore, a special thermocouple configuration was developed to measure the temperature at the 

contact surface. The influence of the cutting parameters including DOC, spacing and cutting speed 

on pick cutting temperature were investigated. 

5.4.1 Experiment details 

In this section, the rock cutting experiments were carried out on a block of Helidon sandstone. The 

uniaxial compressive strength, Brazilian tensile strength, Young’s modulus, density and Poisson’s 

ratio of this rock are summarised in Table 4.1. A commercial Sandvik Q8TA-2089-49612 conical 

Max residual 
temperature    

 

Max residual 
temperature    
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WC pick with a gauge of 70 mm, flange diameter of 51 mm, shank diameter of 30 mm, tip diameter 

of 16 mm and primary tip angle of 78
o 
was used in the test program.  

As mentioned in section 3.4, a type K chromel-alumel thermocouple assembly was embedded 

inside the pick. A fine hole with diameter of about 1.7 mm was drilled into the WC pick by electric 

discharge machining (EDM). The diameter of the hole was enlarged to 3 mm near the surface of the 

pick tip, which produced a shoulder that prevented axial movement of the thermocouple assembly 

during cutting. Two half plugs made of the same pick material were designed, the two insulated 

thermocouple wires were glued into the pre-machined plugs and each wire terminated at the surface. 

The two halves were joined together to make a cylindrical insert which was then inserted into the 

picks (Figures 3.3 and 3.4) to measure the temperature at the pick-rock contact area during cutting.  

The aim of the experiments was to measure the pick-rock interface temperature, and to investigate 

the influence of cutting parameters on the pick cutting temperature. A total of 16 series of tests were 

conducted and each test was repeated at least two times. The cutting conditions remained constant 

throughout the testing, including the attack angle of 55
o
, the skew and tilt angles of 0

o
. The normal 

force, cutting force and lateral force were recorded during each cutting test. The data sampling rate 

was 3200 per second. During the tests, the depth of cut, spacing and cutting speed were varied. The 

experimental conditions for temperature testing were summarised in Table 5.1.  

5.4.2 Results and discussion 

Figure 5.6 schematically shows the rock failure processes expected during linear rock cutting. In 

this figure, d  is the depth of cut and 
A  is the angle of attack. Major features of the cutting process 

agree with the cutting theory proposed by Nishimatsu [34]. A primary crushed zone ‘1’ is generated 

in front of the pick tip as soon as it has penetrated into the rock. Then a coarse chip is formed due to 

the propagation of a macroscopic crack when the pick penetrates deeper. This failure crack will be 

crushed into a fine chip zone ‘2’ as the rock advances against the stationary pick. Finally the major 

chip ‘3’ is formed without any considerable resistance until the new cycle starts again. A typical 

force-time history of a cutting event can be seen in Figure 5.7. The normal force was 40% greater 

than that of the cutting force, but the sideway force was insignificant. At the starting stage of cutting 

the glue and the insulation around the thermocouple wires melted due to the high temperatures 

generated by frictional heating. So a hot junction was formed, the two thermocouple wires 

connected via the WC inserts and temperatures were measured. Note that this junction was 

technically an “extended-junction” and not the normal “point-junction” found in conventional 

thermal systems. So it configuration would measure the “true” temperature at the hotspot.  
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Figure 5.7 shows both the measured forces and temperature in one cutting run with cutting speed of 

2.5 m/s, DOC of 10 mm and spacing of 50 mm. It is seen that the transient temperature measured at 

the cutting interface increased rapidly when the rock starts to contact with the pick. The increase 

time during this stage is the time takes for the thermocouple to response to the temperature, which is 

also termed as the “rise time” of the thermocouple. After this period, the temperature tends to 

stabilize at about 1100 
o
C as the rock advanced continuously against the pick. Finally, the 

temperature decreased gradually to the room temperature after the cutting ceased. The measured 

pick forces fluctuated as the rock advanced through the rock surface.  

Table 5.1 The rock cutting conditions for temperature measurement  

Exp no. 
Attack angle 

(degree) 
DOC (mm) Spacing (mm) 

Cutting speed 

(m/s) 

1 55 10 20 1.5 

2 55 10 30 1.5 

3 55 10 40 1.5 

4 55 10 50 1.5 

5 55 10 60 1.5 

6 55 10 50 0.5 

7 55 10 50 1 

8 55 10 50 1.5 

9 55 10 50 2 

10 55 10 50 2.5 

11 55 3 50 1.5 

12 55 6 50 1.5 

13 55 9 50 1.5 

14 55 12 50 1.5 

15 55 15 50 1.5 

16 55 18 50 1.5 

 



88 
 

d

A

123

Rock

123

Pick

Cutting direction

 

Figure 5.6 Illustration of a rock removal process in linear rock cutting (after [34]) 
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Figure 5.7 Measured rock cutting forces and temperature ( v  = 2.5 m/s, d  = 10 mm, s  = 50 mm) 
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5.4.2.1 Effect of cutting speed 

Temperature measurements were made over the cutting speeds varied from 0.5 m/s to 2.5 m/s. The 

depth of cut, spacing and attack angle were set as 10 mm, 50 mm and 55
o
, respectively. Figure 5.8 

shows the time histories of the temperatures for different cutting speeds, clearly demonstrating that 

the higher the cutting speed, the higher the cutting temperature generated and the shorter period of 

thermal effect. It is obvious that there were some oscillations of the temperature curve when the 

cutting speed was relatively lower (e.g. 0.5 m/s and 1 m/s). When the cutting speed was higher, the 

temperature curve was much smoother. The fraction of large rock debris decreased with the 

increasing cutting speed, which means more efficient fragmentation of rock occurred at the lower 

cutting speed. The fragmentation of more large rock chips also led to the intermittent contact 

between thermocouple and rock specimen, thereby causing some fluctuations of the temperature 

curve when the cutting speed was low. As the cutting speed increased higher, the proportion of 

large rock debris became smaller and more dust was generated during the tests. The effect of cutting 

speed on the maximum cutting temperature is also shown in Figure 5.9. It is seen that the 

temperature increased continuously from 414 
o
C to 1100 

o
C as the cutting speed increased from 0.5 

m/s to 2.5 m/s. The increase of temperature might be attributed to the increase of specific cutting 

energy, which will be discussed in details later in Chapter 6. 

0 2 4 6 8

0

200

400

600

800

1000

1200

 

 

T
e

m
p

e
ra

tu
re

 (
°C

)

t (s)

 v = 0.5 m/s

 v = 1 m/s

 v = 1.5 m/s

 v = 2 m/s

 v = 2.5 m/s

 

Figure 5.8 The cutting temperature time histories for different cutting speeds 
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 Figure 5.9 Effect of cutting speed on maximum cutting temperature 

Figures 5.10 to 5.12 show the effect of cutting speed on the mean cutting force, mean normal force 

and resultant angle. It is seen that both the cutting force and mean force increased with increasing 

cutting speed. The influence was more significant for the mean normal force. The mean normal 

force increased about 142.6% from 3.66 kN to 8.88 kN when the cutting speed increased from 0.5 

m/s to 2.5 m/s. While the increment for mean cutting force was only 54.6% in the same cutting 

speed range. The increases in pick forces were attributed to a less efficient fragmentation of rock 

occurred when the cutting speed increased. It can also be seen in Figure 5.12 that the increase in 

cutting speed led to the increase in resultant angle, suggesting that a larger attack angle should be 

employed for high speed cutting.  
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Figure 5.10 Effect of cutting speed on mean cutting force 
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Figure 5.11 Effect of cutting speed on mean normal force 
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Figure 5.12 Effect of cutting speed on resultant angle 

5.4.2.2 Effect of depth of cut 

Depth of cut is a significant factor that affects the pick cutting performance. In this section, a wide 

range of depths of cut from 3 mm to 18 mm was selected to investigate their effect on the pick 

temperature. The other cutting conditions, including the speed of 1.5 m/s, spacing of 50 mm and 

attack angle of 55
o
, were keep constant. Figures 5.13 and 5.14 show the temperature time histories 

and the maximum temperatures for various depths of cut used. It is seen that the increased depth of 

cut generally caused an increase in cutting temperature. The reasons accounted for this might be (a) 

the energy required to fragment the rock is proportional to the amount of new surface area produced 

and (b) the measured cutting forces increased linearly with the increase of depth of cut. As 

mentioned before, larger chips or fragments need to be breakout from the rock block when the 

depth of cut increases. This means higher energy consumption is required to generate larger new 

fracture area, thereby resulting in more frictional heat and thus higher temperature generated at the 

pick rock interface. It is also noted from Figure 5.14 that the temperature increase was much more 

significant at lower depths of cut. The maximum cutting temperature increased about 152.7% from 

313 
o
C to 791

 o
C when the depth of cut increased from 3 mm to 9 mm. However, when the depth of 

cut varied from 9 mm to 18 mm, the cutting temperature arose only about 19.2% from 791 
o
C to 

943 
o
C. This might partly because the specific energy was reaching a saturated value with the 

increasing depth of cut [48, 87-89].  
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Figure 5.13 The cutting temperature time histories for different depths of cut 
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Figure 5.14 Effect of depth of cut on maximum cutting temperature 

The effect of depth of cut on mean cutting force, mean normal force and resultant angle are shown 

in Figures 5.15 to 5.17, respectively. It can be seen in Figures 5.15 and 5.16 that both the pick 

forces (mean cutting and normal forces) have linear relationship with the depth of cut, with 
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determination coefficients ( 2R ) of 0.99.  Both the magnitude and increase rate of mean normal 

force were higher than that of mean cutting force. From Figure 5.17 it can also be seen that there 

was a fluctuation of the resultant angle when the depth of cut was below 9 mm; however, it 

decreased gradually when the depth of cut increased from 9 mm to 18 mm.  
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Figure 5.15 Effect of depth of cut on mean cutting force 
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Figure 5.16 Effect of depth of cut on mean normal force 
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Figure 5.17 Effect of depth of cut on resultant angle 

5.4.2.3 Effect of spacing 

The effect of the spacing between two adjacent cuts on the cutting temperature was examined. The 

spacing was ranged from 20 mm to 60 mm, while the depth of cut, speed and attack angle were kept 

constant at 10 mm, 1.5 m/s, and 55
o
. The temperature time histories and the maximum temperatures 

obtained at various spacing are shown in Figures 5.18 and 5.19. It is seen that the increase in the 

spacing resulted in an increase in the interface temperature. The temperature increased about 34.7% 

from 668 
o
C to 900 

o
C for the spacing below 40 mm, while there was only a slight increase of about 

5.2% from 900 
o
C to 947 

o
C when the spacing was above 40 mm. The increasing rate of the 

temperature for the spacing below 40 mm was greater than for the spacing above 40 mm. It is 

suggested that the difference in the temperature response outlined above is due to a change in 

cutting mode. Relieved cutting occurred at relatively narrow spacing, so the amount of rock volume 

was smaller and more effective interaction might be created under this cutting condition. This also 

means that less energy was required to remove the rock, thereby resulting in lower interface 

temperature at narrow spacing. When the spacing increased above 40 mm, the cutting might be 

converted to the unrelieved cutting, so the cutting efficiency dropped rapidly due to the formation of 

ridge. The pick forces and the rock volumes being removed from the rock surface would not be 

changed if unrelieved cutting happens. That was why the variation of temperatures was insignificant 

when the spacing was too great. Apparently, the effect of spacing on pick cutting temperature was 

not as great as the effects of cutting speed and depth of cut. 
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Figure 5.18 The cutting temperature time histories for different line spacing 
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Figure 5.19 Effect of spacing on maximum cutting temperature 

Spacing is a key parameter in cutterhead design, and plays an important role in influencing the 

cutting efficiency. The effect of spacing on mean cutting force, mean normal force and resultant 

angle is shown in Figures 5.20 to 5.22. The pick forces increased gradually with the increasing 

spacing, but increase of the force was much smaller when the spacing was above 50 mm. This is 
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because no interaction between adjacent cuts occurred when the spacing was greater than 50 mm 

and the cutting mode changed from relieved to unrelieved cutting. From Figure 5.22, it can see that 

the effect of spacing on the resultant angle was insignificant. The resultant angle varied from 47.8
o
 

to 51.3
o
 for all the spacing used. 
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Figure 5.20 Effect of spacing on mean cutting force 
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Figure 5.21 Effect of spacing on mean normal force 
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Figure 5.22 Effect of spacing on resultant angle 

The highest temperature of 1100 
o
C was obtained at the cutting speed of 2.5 m/s, the depth of cut of 

10 mm and the spacing of 50 mm. Reddish and black discontinuous banding chips were found in 

the cutting grooves under this cutting condition, as shown in Figure 5.23.  

 

Figure 5.23 Reddish and black discontinuous banding chips was found in the cutting grooves when 

the cutting temperature reached 1100 
o
C ( v  = 2.5 m/s, d  = 10 mm, s  = 50 mm) 
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5.5 Concluding remarks 

A thermal infrared camera with high capture rates was used to measure the temperature distribution 

in the cutting area. The SMART*CUT picks appeared to generate much less heat during cutting 

than the conventional WC picks. The maximum temperature around the cutting area of the 

SMART*CUT pick was about 511
 o
C, which is more than 40% lower than that of the conventional 

WC tipped pick (over 860
 o

C). The residual temperature of the SMART*CUT picks after the rock 

cutting was lower compared with that of the WC picks. The average residual temperatures were 

about 104
 o

C and 388
 o

C for the SMART*CUT and WC picks, respectively. The sparks produced 

by the SMART*CUT picks were also much fewer than those caused by the WC pick.  

A special thermocouple configuration was further developed to measure the temperature upon the 

contact surface between a pick and the rock material. The transient temperature at the hot spot was 

successfully measured when the rock advanced against the pick. The effects of the cutting 

parameters including depth of cut, spacing and cutting speed on pick temperature were investigated. 

It was found that the pick tip temperature increased significantly with the increased depth of cut and 

cutting speed. The effect of spacing on the pick tip temperature was smaller than that of the depth of 

cut and cutting speed, particularly when the spacing was greater than that required to change from 

unrelieved to relieved cutting. For all the cutting conditions used, the pick tip temperature varied 

from 313 
o
C to 1100

 o
C. The highest temperature was obtained as about 1100 

o
C with cutting speed 

of 2.5 m/s, DOC of 10 mm and spacing of 50 mm. Reddish and black discontinuous banding chips 

were found in the cutting grooves under this cutting condition. 
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6  

 

Cutting chips and specific 

energy
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6.1 Introduction 

Cutting efficiency is another important factor to determine the production and economics of 

rock cutting machinery [177]. An indicator of the efficiency of mechanical excavators [4, 78, 

80] is specific energy which is defined as the work done per unit volume of rock cut. It can be 

used to assess the rock cuttability and excavation performance for a particular mechanical 

excavator. Size distribution of the chips generated during rock cutting process is also closely 

related with rock cutting efficiency, and may provide some information on rock 

fragmentation mechanisms [177]. It is therefore very important to investigate the chip size 

distribution and specific energy under different cutting conditions. 

In this chapter, a series of full-scale linear rock cutting tests based on the Taguchi method 

was initially performed to identify and quantify the effects of different rock cutting 

parameters on the coarseness index of TSDC tipped picks. Then, depth of cut, cutting speed 

and spacing which have relatively greater contributions on the coarseness index were chosen 

to further analyse rock chips sizes and distribution. Finally, the cutting specific energy under 

various cutting conditions was investigated. 

6.2 Coarseness index 

Chip size is an important parameter to determine the cutting efficiency in rock cutting. 

Several methods have been proposed in the past to analyse the rock chips from instrumented 

cutting tests [178]. It was pointed out by Bruland [179] that chip size is mainly controlled by 

advance of the cutters into the rock per revolution of the cutterhead and the spacing between 

the neighbouring cutter grooves. Tuncdemir [177] stated that rock discontinuities also play an 

important role in the dimensions of chips.  

The coarseness index (CI) which is defined as the sum of the cumulative weight percentages 

of rock debris retained in each sieve is a convenient and rapid technique to analyse the debris 

size [48]. It is evident that this non-dimensional number increases with the increase of cutting 

efficiency [180]. As mentioned in section 3.7, a series of sieves have been used in this study: 

22.4 mm, 16mm, 8 mm, 4 mm and 1 mm.  After each test, the collected chips were passed 

through these sieves and assembled into six size classes, the mass retained in each sieve was 
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weighed and the cumulative percentage mass retained from coarsest to finest mesh was 

obtained. The summation of the cumulative percentage values represented the Coarseness 

Index of the sample. An example of the calculation of coarseness index is given in Table 6.1. 

Table 6.1 Calculation of coarseness index 

Mesh size (mm) Weight (g) Weight (%) 
Cumulative 

weight (%) 

22.4 788.4 62.1 62.1 

16 106.6 8.4 70.5 

8 88 7.0 77.5 

4 82.5 6.5 84 

1 78 6.1 90.1 

<1 125.2 9.9 100 

Total weight 1268.7  
 

Coarseness Index (CI) 
 

 484.3    

 

6.2.1 Experimental details 

In this section, the rock cutting experiments were still conducted on a block of Helidon 

sandstone. The TSDC tipped picks (Figure 3.8) developed by CSIRO were used as the cutting 

tool. The Taguchi’s L25 orthogonal array (Table 4.3) was also applied to investigate the 

effects of the main cutting parameters on coarseness index.  

6.2.2 Results and discussion 

The coarseness index was set as the objective function for the chip size analysis, and four 

factors (i.e., attack angle, DOC, spacing and cutting speed) were selected as the main cutting 

parameters. The results obtained from the cutting tests according to the Taguchi experimental 

plan are shown in Table 6.2.  
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Since higher values of coarseness index are desirable in rock cutting process, the larger-the-

better S/N quality characteristic is chosen in this section. By taken into consideration Eq. 

(4.4), the S/N ratios for each experiment was calculated and tabulated in Table 6.2. 

Table 6.2 Experimental results of CI and corresponding S/N ratios 

Test 

No. 
Attack angle 

(°) 

DOC 

(mm) 

Spacing 

(mm) 

Cutting speed 

(m/s) 

Coarseness 

index  

     
Result  S/N (dB) 

1 45 6 24 0.5 304  49.670 

2 45 9 36 1 385  51.706 

3 45 12 48 1.5 435  52.775 

4 45 15 60 2 486  53.739 

5 45 18 72 2.5 528  54.454 

6 50 6 36 1.5 293  49.325 

7 50 9 48 2 328  50.313 

8 50 12 60 2.5 360  51.131 

9 50 15 72 0.5 484  53.702 

10 50 18 24 1 505  54.071 

11 55 6 48 2.5 238  47.549 

12 55 9 60 0.5 417  52.396 

13 55 12 72 1 459  53.246 

14 55 15 24 1.5 451  53.092 

15 55 18 36 2 422  52.513 

16 60 6 60 1 314  49.951 

17 60 9 72 1.5 389  51.799 

18 60 12 24 2 364  51.213 

19 60 15 36 2.5 380  51.602 

20 60 18 48 0.5 512  54.193 

21 65 6 72 2 266  48.502 

22 65 9 24 2.5 312  49.887 

23 65 12 36 0.5 445  52.974 

24 65 15 48 1 457  53.204 

25 65 18 60 1.5 482  53.662 

 

6.2.2.1 The S/N ratio analysis 

Based on the S/N ratios of each experiment in Table 6.2, the mean S/N ratios of each process 

factors at different experimental levels can be obtained by averaging their S/N ratios at the 
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corresponding levels. All these mean S/N ratios produce the S/N response table for 

coarseness index (see Table 6.3).  

The objective quality characteristic of the coarseness index is larger-the-better, which means 

the highest value of coarseness index would be the ideal situation. The mean S/N ratio for 

coarseness index is shown in Figure 6.1. It can be seen that the highest S/N ratio for 

coarseness index is obtained at attack angle of 45
o 
(level 1), depth of cut of 18 mm (level 5), 

spacing of 72 mm (level 5), and cutting speed of 0.5 m/s (level 1).  

Table 6.3 S/N response table for coarseness index 

Symbol Parameters  Mean S/N ratio (dB) 
 

  
Level 1 Level 2 Level 3 Level 4 Level 5 

Max-

Min 

A Attack angle  52.47* 51.71 51.76 51.75 51.65 0.82 

B Depth of cut 49.00 51.22 52.27 53.07 53.78* 4.78 

C Spacing 51.59 51.62 51.61 52.17 52.34* 0.75 

D Cutting speed 52.59* 52.44 52.13 51.25 50.92 1.66 
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Figure 6.1 Mean S/N ratio graph for coarseness index 

 



105 
 

6.2.2.2 Analysis of variance （ANOVA） 

Various relative quality effects including total squared deviation, the mean squared deviation, 

F ratio, P-value and contribution are computed in the ANOVA table to investigate the 

statistically significant parameters influencing the quality characteristic and identify the 

percent contribution ratio (PCR) of each process factor on output responses. The results of 

ANOVA for coarseness index are presented in Table 6.4. It can be seen from Table 6.4 that 

DOC and cutting speed have statistical significance on coarseness index as their P-value of 

are much less than 0.05. It is observed from Figure 6.1 that the most influential factor for 

coarseness index is DOC with a contribution percentage of 78.75%, followed by cutting 

speed (11.57% contribution). Spacing and attack angle, which contribute 3.66% and 2.82% 

respectively, have relatively insignificant effects on coarseness index.  

Table 6.4 Results of ANOVA for coarseness index 

Factor DF Seq SS Adj SS Adj MS F ratio P 
Contribution 

(%) 

Attack angle 4 4612 4612 1153 1.76 0.229 2.82 

DOC 4 128711 128711 32177.7 49.23 0 78.75 

Spacing 4 5989 5989 1497.1 2.29 0.148 3.66 

Cutting speed 4 18905 18905 4726.3 7.23 0.009 11.57 

Error 8 5229 5229 653.7 
  

3.20 

Total 24 163446 
    

100 

 

DOC

78.75%

Spacing

3.66%

Cutting speed

11.57%

Error

3.2% 

Attack angle

2.82%

 

Figure 6.2 Contribution pie chart of coarseness index 
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6.2.2.3 Effect of cutting parameters on coarseness index 

The coarseness index value of each process factors at different experimental levels can be 

determined by averaging their coarseness index at corresponding levels. The effects of the 

main cutting parameters on mean values of coarseness index are shown in Figure 6.3. 

According to Figure 6.3, the coarseness index decreases when the attack angle increases from 

45
o
 to 50

o
, then coarseness fluctuates slightly with further increases of attack angle. The 

increases in DOC and spacing, in general, produce increases in the magnitude of coarseness 

index.  

The increase of DOC, as shown in Figure 6.3, caused a rapid increase in coarseness index. 

The coarseness index increased about 73% from 283.2 to 490 when the DOC increased from 

6 mm to 18 mm. The coarseness index also increased with an increase of spacing. However 

the rate of increase was only around 10%, which is much less than that of DOC. As the 

cutting speed increased, the coarseness index gradually decreased. 
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Figure 6.3 Mean effects plot for coarseness index (red dashed line indicates mean value) 
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6.3 Rock chips sizes and distribution 

The size and distribution of the rock chips may help to decipher some possible breaking 

mechanisms. The dust, cutting specific energy and economic efficiency are directly affected 

by rock debris sizes [181]. The larger the rock chips and the fewer fines means less the dust, a 

lower specific energy and a higher economic efficiency. From the above section it can be 

seen that depth of cut, cutting speed and spacing have relatively greater contributions to the 

coarseness index. Thus, in this section another 15 tests were performed to further analyse the 

influence of these parameters on the rock chips sizes and distribution of TSDC tipped picks. 

The constant conditions throughout the testing program include the attack angle of 55
o
, the 

skew and tilt angles of 0
o
. After each test, the rock debris were carefully collected and sieved 

into five sieves to determine the mass percentages of the chips with different sieve sizes. The 

experimental program of the linear cutting tests is list in Table 6.5. 

Table 6.5 Experimental program of the rock cutting tests 

Test No. 
Attack angle 

(degree) 
DOC (mm) Spacing (mm) 

Cutting speed 

(m/s) 

1 55 6 50 1.5 

2 55 9 50 1.5 

3 55 12 50 1.5 

4 55 15 50 1.5 

5 55 18 50 1.5 

6 55 10 20 1.5 

7 55 10 30 1.5 

8 55 10 40 1.5 

9 55 10 50 1.5 

10 55 10 60 1.5 

11 55 10 50 0.5 

12 55 10 50 1.0 

13 55 10 50 1.5 

14 55 10 50 2.0 

15 55 10 50 2.5 
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Different size groups of rock chips obtained in the tests are shown in Figure 6.4. The effect of 

depth of cut, spacing and cutting speed on the size and distribution of rock chips was 

analysed in the following sub-sections. As shown in Table 6.5, the depths of cut of 6 mm, 9 

mm, 12 mm, 15 mm and 18 mm, the spacing of 20 mm, 30 mm, 40 mm, 50 mm, and 60mm 

and the cutting speeds of 0.5 m/s, 1 m/s, 1.5 m/s, 2 m/s and 2.5 m/s were used in the linear 

rock cutting tests,. 

 

Figure 6.4 Rock chips sizes 

6.3.1 Effect of depth of cut 

In order to study the effect of depth of cut on the size and distribution of rock chips, the 

spacing and cutting speed were set as a constant (50 mm and 1.5 m/s respectively). The chip 

size distribution in terms of mass percentages under the different depths of cut was presented 
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statistically in Figure 6.5. The fraction of rock chips size less than 1 mm was considered as 

the dust proportion generated during each test. The reasons offered to account for these fines 

were the remarkable friction between rock and picks and the secondary crushing of rock 

chips. It was shown in Figure 6.5 that the dust proportion decreased from about 20% to 

around 10% when the depth of cut increased from 6 mm to 18 mm. Similar trends were found 

at size ranges of 1~4 mm, 4~8 mm, and 8~16 mm. Moreover, chips at depths of cut of 6 mm 

and 9 mm were almost distributed on size below 22.4 mm. While chips at larger depths such 

as 12 mm, 15 mm, and 18 mm were distributed mainly over size above 22.4 mm. It was 

evident that the mass percentages for the size of chips larger than 22.4 mm increased with the 

increase of depth of cut. Figure 6.6 shows typical sets of chips generated at different depths 

of cut. According to this figure, the size of chips also increased significantly with the increase 

of depth of cut. 

It can be concluded that cutting efficiency was higher at larger depth of cut as less dust, and 

more and larger chips were generated.  
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Figure 6.5 Chip size distribution under different depths of cut 
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Figure 6.6 Morphology of the typical chip sets at different depths of cut  

6.3.2 Effect of spacing 

In order to keep the spacing to depth of cut ratio ( /s d ) within a certain range (from 2 to 6), 

the spacing was set to 20 mm, 30 mm, 40 mm, 50 mm, and 60mm when the depth of cut and 

cutting speed were kept as a constant (10 mm and 1.5 m/s respectively).  

Figure 6.7 shows the statistical chip size distribution in terms of mass percentages under 

different spacing. It can be seen that the variation of the dust proportion at various spacing 

was not as obvious as that with different depths of cut. The fraction of rock chips size less 

than 1 mm decreased a little when the spacing increased from 20 mm to 30 mm, then the dust 

proportion increased slightly with a further increase of spacing. Chips mostly distributed on 

size large than 8 mm for all the spacing.  It was clear that the mass percentages of large chips 

(over 22.4 mm) was maximum (nearly 35%) at the spacing of 40 mm. While the fraction of 

large chips for other spacing was around 25%. The typical sets of chips generated at different 

spacing were shown in Figure 6.8. It was worth noting that the width of the chips increased 

gradually as the spacing increased from 20 mm to 60 mm. 
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Figure 6.7 Chip size distribution under different spacing 

 

Figure 6.8 Morphology of the typical chip sets at different spacing  
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6.3.3 Effect of cutting speed 

Rock cutting tests were also conducted at cutting speeds of 0.5 m/s, 1 m/s, 1.5 m/s, 2 m/s and 

2.5 m/s when the depth of cut and spacing were kept as a constant (10 mm and 50 mm 

respectively). The mass percentage of rock chips at these various cutting speeds and the 

histogram are shown in Figure 6.9. The fraction of fine grains with the chips size less than 1 

mm increased gradually from 12% to 17% as the cutting speed increased from 0.5 m/s to 2.5 

m/s. There was also a slight increase of chip mass percentage at the sets of size of 1~4 mm, 

4~8 mm, and 8~16 mm with the increase of cutting speed.  

For cutting speed of 0.5 m/s, the proportion of large chips with the chip size above 22.4 mm 

was almost 50%. It decreased rapidly to 23% when the cutting speed changed to 2.5 m/s. 

However, it was shown in Figure 6.10 that no major difference was found between the chip 

sizes at different cutting speeds.   
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Figure 6.9 Chip size distribution under different cutting speeds 
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Figure 6.10 Morphology of the typical chip sets at different cutting speeds  

 

 

6.4 Specific energy 

Inyang [53] conducted an analysis of the drag bit cutting parameters such as bit geometry, 

forces and specific energy. It was concluded that specific energy was the most comprehensive 

criterion for assessing the efficiency of mechanical excavators. The instantaneous cutting rate 

of any mechanical excavator can be determined from its optimal specific energy ( optSE ) and 

cutting power ( P ) [182]: 

 1

opt

P
ICR k

SE
   (6.1) 

where ICR  denotes the instantaneous cutting rate and 1k is a constant correlating to the 

efficiency of the total excavation system. It can be seen from Eq. (6.1) that instantaneous 

cutting rate follows a reverse trend to specific energy.  

The total energy expenditure in a full-scale linear rock cutting test can be computed by 

integrating the cutting force over the cutting distance. The work done per unit volume of rock 
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cut (specific energy) is then calculated by dividing the total external work by the volume of 

rock debris produced. It can be expressed in several ways.  

The theoretical cutting volume has usually been used to determine the specific energy:  

 
MCF l

SE
s d l




 
  (6.2) 

where SE  is the specific energy, MCF  is the mean cutting force, l  is the cutting length, s  is 

the spacing and d is the depth of cut. This calculation is reasonable only when the rock 

between two adjacent cutting grooves are completely eliminated and no ridge is formed [183]. 

By weighing the mass of chips after each cut, specific energy can be formulated as in Eq. 

(6.3): 

 
MCF l

SE
m

 
   (6.3) 

where   is the density of rock, and  m is the mass of chips. This “weigh method” could be 

the most accurate method if all the rock debris produced during each cut can be collected. 

In addition, a photogrammetric approach can also be employed to determine the cutting 

volume and subsequently calculate the specific energy. However, the accuracy of this method 

is determined by the accuracy of the three dimensional surface model that is developed 

through the non-contact photography. 

The chips under different cutting conditions have been weighed in Section 6.3. The cutting 

force was also recorded continuously during each cutting test. Thus in this section, the weight 

method was used to further investigate the effects of DOC, spacing and cutting speed on the 

specific energy of TSDC tipped picks.  

6.4.1 Effect of depth of cut 

Pick cutting performance is dominantly affected by depth of cut. In this section, a wide range 

of depths of cut from 6 mm to 18 mm was selected to investigate the influence of DOC on 

specific energy, in which the cutting speed, spacing and attack angle were kept as the 

constants (1.5 m/s, 50 mm and 55
o
 respectively). Figure 6.11 shows the variation of specific 

energy with a change of DOC. It was observed that the increase of DOC caused a dramatic 
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decrease of specific energy. However, the slope of specific energy curve declined gradually, 

which means an optimal depth of cut can be obtained when the specific energy decreases to a 

certain level. This variation of specific energy is probably due to the formation of larger rock 

chips leading to more effective fragmentation at the greater DOC.  
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Figure 6.11 Effect of depth of cut on specific energy 

 

6.4.2 Effect of spacing 

When the depth of cut, cutting speed and attack angle were fixed at 10 mm, 1.5 m/s and 55
o
 

respectively, the influence of spacing between adjacent cuts on specific energy was evaluated 

in the spacing range of 20 mm to 60 mm. The variation of specific energy at various spacing 

is illustrated in Figure 6.12. According to Figure 6.12, the increase of spacing resulted in an 

increase of specific energy in a general trend. The dependence of the specific energy on 

spacing was more obvious for the increase from 20 mm to 40 mm. It increased about 62.8% 

from 14.0 MJ/m
3
 to 22.7 MJ/m

3
 in this spacing range. When the spacing was over 40 mm, 

however, there was only a slightly increase of about 4.7% from 22.7 MJ/m
3
 to 23.8 MJ/m

3
 

when the spacing increased to 60 mm. The possible reason that would account for this was 

the difference in cutting mode. If the spacing was small and the spacing to depth of cut ratio 
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was somehow close to the optimal ratio, the cracks between the adjoining cuts would interact 

and the rock between these cuts would effectively broke out. This means more effective and 

economic cutting happened when the spacing was close to the optimal spacing. As the 

spacing increased, the cutting mode would change from relieved to unrelieved cutting, 

resulting in the loss of interaction between the adjoining cuts and the formation of isolated 

ridge between the adjoining cuts. This would lead to “hard” and uneconomic cutting, thereby 

decreasing the cutting efficiency. Moreover, pick forces and rock volumes removed from the 

rock surface would not change if totally unrelieved cutting happens. That would explain why 

there was only a slight variation of the specific energy for spacing greater than 40 mm.  
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Figure 6.12 Effect of spacing on specific energy 

6.4.3 Effect of cutting speed 

An examination of the relationship between the specific energy and cutting speed is shown in 

Figure 6.13, in which the depth of cut, spacing and attack angle were set as 10 mm, 50 mm 

and 55
o
 respectively. As can be seen from Figure 6.13, the specific energy increased 

continuously from 20.8 MJ/m
3
 to 31.1 MJ/m

3
 as the cutting speed increased from 0.5 m/s to 

2.5 m/s. This variation might be attributed to the cutting force required to fragment the rock 
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debris was higher at higher cutting speed (see Figure 4.8), which means more external work 

needs to be consumed at higher cutting speed during the rock cutting process. As observed in 

Section 6.3, the size of rock debris below 1 mm increased with the increasing of cutting speed, 

and the proportion of large chips with the chip size above 22.4 decreased rapidly with the 

cutting speed, which means more efficient fragmentation of rock occurred, less dust and more 

large chips were generated at low cutting speed. Thus, the generation of fewer large rock 

debris and more respirable dust at high cutting speed might be another reason account for the 

increase of specific energy. 
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Figure 6.13 Effect of cutting speed on specific energy 

6.5 Concluding remarks 

A series of full-scale linear rock cutting tests was conducted to identify and quantify the 

effects of different rock cutting parameters on the chip size distribution. From the mean S/N 

ratio, the optimal parametric combination for maximizing the coarseness index was: attack 

angle of 45
o
, DOC of 18 mm, spacing of 72 mm, and cutting speed 0.5 m/s. From the 
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ANOVA analysis, DOC was found to be the most influential factor for coarseness index. 

Attack angle had the least effect on coarseness index.  

Then the effects of depth of cut, cutting speed and spacing which have relatively greater 

contributions to the coarseness index were chosen to further analyse the rock chip size 

distribution. It was found that the dust proportion decreased with the depth of cut, while the 

large-sized chips increased with the depth of cut. Chips produced at small depths of cut were 

mostly distributed within the small sizes. However, chips at larger depths of cut were mainly 

distributed in larger sizes. Moreover, the size of chips also increased significantly with the 

increase of depth of cut. The dust proportion decreased a little bit when the spacing increased 

from 20 mm to 30 mm, then increased slightly with a further increase of spacing. Chips 

mostly distributed on size large than 8 mm for all the spacing. The width of the chips 

increased gradually with the increase of spacing. The fraction of fine grains increased 

gradually with the cutting speed. For cutting speed of 0.5 m/s, the proportion of large chips 

was dominant. It decreased rapidly when the cutting speed increased to 2.5 m/s. However, no 

major difference was found between the chip sizes at different cutting speeds.   

Finally, the “weigh method” was used to investigate the cutting specific energy of TSDC 

tipped picks under different DOC, spacing and cutting speed. It was found that the specific 

cutting energy increased with the increased cutting speed and spacing, while it decreased and 

then approached a saturated value with increasing depth of cut.  
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7  

 

Numerical simulation of rock 

cutting process
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7.1 Introduction  

Over the years, various methods including full-scale linear cutting test, small-scale cutting 

test (core cutting), analytical or empirical models, and numerical methods have been used to 

understand fragmentation mechanism and assess cutter performance. Among these methods, 

the full-scale laboratory rock cutting test has proven to be the most accepted, reliable and 

precise approach to understand the interactions between cutting tools and rock [41, 42, 79, 

183]. The test results (i.e., the cutting force, normal force, lateral/sideways force, specific 

energy, and breakout pattern) under different experimental conditions and cutting scenarios 

can be confidently used as inputs to computer models/software to estimate the overall 

reaction forces, torque, power requirement, cutting specific energy and production rate of the 

excavation machine. However, the full-scale linear rock cutting test is a costly and time 

consuming process, and requires large blocks of rocks, experienced personnel and expensive 

test rigs that can only be found in a few research centers in the world [41]. Therefore, 

alternative ways such as small-scale cutting test (or core cutting), analytical or empirical 

models might be applied when a full-scale linear rock cutting rig is inaccessible. 

During the past few years, numerical modelling has emerged as an easier and faster technique 

to investigate the rock-tool interaction problems. It offers the advantages of yielding a great 

number of results in a short period, and sometimes providing useful insight into different 

stages of the rock fragmentation process. Thus, the numerical simulation can be the most 

efficient and economical approach if a perfect model is developed.  

In this chapter, a series of three dimensional numerical rock cutting tests was performed by 

using a commercial finite element code, LS-DYNA. The forces acting on the tip of pick and 

the volumes removed from the rock were continuously recorded during the tests. The 

numerical results including cutting forces and specific energy under different cutting 

conditions were analysed and compared with those of the experimental tests with the same 

cutting parameters. Moreover, the cutting forces acting on the pick were analytically 

calculated. 
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7.2 Numerical simulation methods 

As mentioned in Section 7.1, the laboratory rock cutting tests are usually costly, time 

consuming and it is hard to obtain useful visualization of rock breakage or fragmentation 

process. Therefore numerical modelling has emerged as an easier and faster technique to 

investigate the rock-tool interactions. However, such simulations remain an extremely 

challenging task. The challenges consist of a series of complicated problems such as (a) the 

anisotropic, (b) inhomogeneous and (c) non-elastic nature of deformation of the material and 

the highly nonlinear nature of the process. The contact problem first arises as soon as the tip 

of the cutter encounters the target material (i.e. rock), followed by the uncertainty of the 

occurrence of the rock failure. Finally, after the element fails the difficulty of how to initiate 

the rock breakage process needs to be tackled until the new cycle starts again [184].  

Despite these above-mentioned difficulties in numerical modelling, a considerable effort has 

been made to simulate the rock fragmentation mechanism. The finite element method (FEM), 

finite difference method (FDM), discrete element method (DEM) and boundary element 

method (BEM) were the most widely used simulation packages using for modelling of rock-

tool interactions.  A throughout literature survey of these numerical approaches that are used 

in rock cutting simulations were outlined in section 2.6, and not repeated here. 

It is revealed that the DEM and FEM are the most popular methods for modelling tool-rock 

interaction problems. The discrete element model is capable of providing valuable 

information of the key phenomena in a rock cutting process. The micro level and discrete 

nature of the particles in DEM are the major disadvantages that limit it in rock cutting. As for 

the FEM technique, the ‘smeared crack’ based FEM is not able to model the dynamic 

fragmentation process. The explicit FEM code LS-DYNA, on the other hand, is capable of 

capturing the crack initiation, crack propagation and dynamic fragmentation and therefore 

used in this study.  

7.3 Rock material models 

The implementation of a reliable and efficient constitutive model is a persistent challenge in 

simulating the rock cutting processes with numerical continuum methods. Fortunately, there 

is a good number (over two hundred) material models, each assigned a unique number, are be 
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implemented in LS-DYNA. LS-DYNA also contains a wide range of material libraries for 

concrete and geo-materials. However, many aspects need to be taken into account to select a 

rational constitutive model for a particular simulation problem, including boundary and 

loading conditions, confining pressures, the scale of the problem, the time period involved, 

and the sets of experimental data and observations available for the application or material 

[185].  

Among the various material models, the Inviscid Two Invariant Geologic Cap Model (MAT 

25), the Concrete Damage Model (MAT 72), the Johnson-Holmquist Model (MAT 111), and 

the Continuous Surface Cap Model (MAT 159) are considered as the potential models in 

simulating the damage and fracture process of rock or rock-like materials in LS-DYNA [186]. 

Generally, one major limitation of the Geologic Cap model is that it diverges dramatically 

from the failure and compaction surfaces rapidly, which would result in erroneous results or 

termination of the calculation [187]. The Johnson-Holmquist model is superior in modelling 

compression damage in the destruction of material, while tensile damage is not well 

represented in this model. The Concrete Damage Model, on the other hand, is a 

comprehensive model in characterizing the rock behaviour under various stress conditions. 

However, numerous parameters need to be provided as an input by the user, which are hard to 

find in the literature due to proprietary or security reasons.  

In addition, element erosion, which could help to initiate the failure crack and eventually aid 

in the formation of rock chips, is not contemplated in any of the formulation of these three 

material models. Therefore, the ADD_EROSION in LS-DYNA needs to be defined to allow 

the deletion of the element from the rock continuum once any of the failure/erosion criterion 

(or a combination of criteria) is satisfied. Unfortunately, it is concluded that the 

implementation of those three material models is limited due to the impossibility to determine 

a specific erosion criterion for the deletion of elements.  

With the robust theoretical basis and unique incorporation of element erosion within the 

material constitutive damage model, the Continuous Surface Cap Model (CSCM) appears to 

be the most suitable model in the LS-DYNA material library for the simulation of rock 

cutting problems in this study. 
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7.3.1 Basic principles of CSCM model  

The Continuous Surface Cap Model, a comprehensive elasto-plastic damage model, was 

originally developed and implemented into LS-DYNA by the U.S. Department of 

Transportation as an analysis tool to simulate the dynamic performance of concrete in 

roadside safety structures such as bridge decks, guardrails and safety barriers collided by 

vehicles [188]. A thorough description of the theory and formulation of this model has been 

provided by Murray [189], only a brief summary of the main features are described here. 

As shown in Figure 7.1, the yield surface of CSCM includes a shear failure surface and a 

moveable hardening cap, with a smooth intersection between them. The main characteristics 

of CSCM are: (a) isotropic constitutive equations, (b) three stress invariant yield surface and 

a moveable hardening cap, (c) damage based strain softening with erosion and modulus 

degradation, (d) rate effects for increasing strength with high strain rate [188]. 

 

Figure 7.1 Yield surface of the continuous surface cap model in two dimensions [189] 

Unlike the Geologic Cap Model which is developed as a function of two stress invariants, the 

formulation of the yield surface in CSCM is extended to three stress invariants, 
1I , 

2J  and 

3J  (the first, second and third invariant of the stress tensor). Based on these three stress 

invariant, the failure surface shown in Figure 7.7 can be described as [189]: 

 
2 2

1 2 3 2( , , , ) c ff I J J J F F     (7.1) 
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where   is the cap hardening parameter,   is the Rubin scale function, fF  is the shear 

failure and 
cF   is the hardening cap. An exponential function in terms of the first invariant of 

the stress tensor is used to define the shear failure surface [189]: 

 1 1

1 1 1 1( ) exp
I

fF I I  
     (7.2) 

where the parameters of 
1 ,  , 

1 , and 1 are estimated by fitting the model surface to the 

strength measurements from laboratory tri-axial compression (TXC) tests conducted on plain 

rock cylinders.  

7.3.2 Damage accumulation  

Two distinct damage modes - namely brittle damage and ductile damage - are incorporated 

into CSCM to describe the damage accumulation. Ductile damage accumulates when the 

pressure is compressive and the damage energy threshold 
0c is exceeded, and the brittle 

damage accumulates when the pressure is tensile and the damage energy threshold 
0t is 

exceeded. The strain energy terms 
c tand  for ductile and brittle damage accumulation are 

defined as follows [190]: 

 
1

2
c ij ij     (7.3) 

 
2

maxt E    (7.4) 

where ij ijand   are the stress and strain components, E  is the elastic Young’s modulus and 

max is the maximum principal strain. 

With the accumulation of the damage, the damage parameter d  grows from 0 (undamaged 

material) to 1 (totally damaged material) according to the following functions [190]. 

For ductile damage: 

 
0

max

( )

1
( ) 1

1 exp c c
c A

d B
d

B B
 




 
  

 
  (7.5) 
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For brittle damage: 

 
0

1

(

1

)

1

10.999
( ) 1

1 exp t tCt

D
d

D D
 




 
  

 
  (7.6) 

The parameters A and B in Eq. (7.5) or 1C and D  in Eq. (7.6) set the shape of the softening 

in stress-displacement or stress-strain curve. The parameter 
maxd  in Eq. (7.5) is the maximum 

damage level that can be attained. 

7.4 Methodology  

To numerically simulate the rock cutting process and the associated fragmentation as 

occurred in the experiments, a set of rock cutting tests under a wide range of depths of cut, 

attack angles, and cutting speeds were carried out using the explicit FEM software package 

LS-DYNA. 

7.4.1 Model geometry and mesh generation 

In the simulation, a conical (point attack) pick and a rock slab were considered for modelling 

the three dimensional groove cutting. The base rock slab was modelled as a rectangular block, 

representing the Helidon sandstone used in this work. The rock material was modelled with 

the continuous surface cap model MAT_159, which was discussed in the previous sections. 

The conical pick was assumed as a rigid body and thus MAT_20 in LS-DYNA was selected 

as the cutter material.  

The model inputs corresponding to the same properties of the pick and rock obtained from 

the laboratory are listed in Tables 7.1 and 7.2. Three dimensional hexahedron solid elements 

are implemented for both the conical pick and the rock block. Generally, the element size 

throughout the cutting area should be as small as the actual particle size in the sandstone, but 

this must be compromised due to the computational costs, especially when the depth of cut is 

quite large. The rock slab in the simulation was divided into two parts. The upper part, where 

the fragmentation would take place and large deformation would occur, was modelled with a 

fine mesh. The mesh of the lower part where almost no deformation would occur is much 

coarser. Figure 7.2 shows the details about the geometry and set up of the model (Lx, Ly and 
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Lz represent the dimensions of the rock slab), and Table 7.3 summarises all the cutting 

variables and the dimensions of the rock models. 

Table 7.1 The properties of the conical pick 

Density (ρ) kg/m
3
 Young's modulus (E) (GPa) Poisson's ratio (ν) 

15000 630 0.22 

 

Table 7.2 The properties of the rock sample 

Young's 

modulus  

Poisson's 

ratio 

Shear 

modulus 

Bulk 

modulus 
Density 

Uniaxial 

compressive 

strength  

Brazilian 

tensile 

strength  

E (GPa) ν G (GPa) K (GPa) ρ (g/cm
3
) σc (MPa) σt (MPa) 

25.5 0.15 11.09 12.14 2.28 57 5.8 

 

 

Rock

Conical pick

Attack 

angle

d

Cutting velocity

(b)(a)

(c)

Ly

Lz

Lx

 

Figure 7.2 The 3D FEM model with meshes and boundary conditions: (a) side view; (b) front 

view of the FEM model; and (c) oblique view  
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Table 7.3 Cutting parameters and dimensional information of the rock models 

Model 

ID 
DOC  

Attack 

angle  

Cutting 

speed  
Lx Ly Lz 

  d (mm) α (°） v (m/s) (mm) (mm) (mm) 

d1α3v3 3 55 1.5 30 10 15 

d2α3v3 6 55 1.5 60 20 30 

d3α3v3 9 55 1.5 90 30 45 

d4α3v3 12 55 1.5 120 40 60 

d5α3v3 15 55 1.5 150 50 75 

d3α1v3 10 45 1.5 100 40 50 

d3α2v3 10 50 1.5 100 40 50 

d3α3v3 10 55 1.5 100 40 50 

d3α4v3 10 60 1.5 100 40 50 

d3α5v3 10 65 1.5 100 40 50 

d3α3v1 10 55 0.5 100 40 50 

d3α3v2 10 55 1 100 40 50 

d3α3v3 10 55 1.5 100 40 50 

d3α3v4 10 55 2 100 40 50 

d3α3v5 10 55 2.5 100 40 50 

 

7.4.2 Boundary conditions 

The translational cutting speed of the conical pick was defined as a boundary condition 

through BOUNDARY_PRESCRIBED_MOTION_RIGID card in LS-DYNA. The 

translational and rotational degrees of freedom of rock and pick nodes were defined by using 

a BOUNDAY_SPC_SET card, as shown in Table 7.4. 

Table 7.4 Nodal constraints of the FEM models 

  

Degree of freedoms (1=fixed, 0=free)  

Translational  
 

Rotational 

X Y Z   X Y Z 

Rock 

Right and left surfaces 1 0 0 
 

0 1 1 

Front and rear surfaces 0 0 1 
 

1 1 0 

Bottom surface 1 1 1 
 

0 0 0 

Top surface 0 0 0   0 0 0 

Pick All nodes 0 1 1   1 1 1 
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The bottom, right and left surfaces of the rock slab were treated as “non-reflective 

boundaries”, which allows stress waves to be dissipated instead of being reflected, thus the 

boundary effect did not interfere with the stress state distributions near the edges of the model. 

7.4.3 Contact  

Accurate definition of the contact between different parts and assemblies is one of the most 

difficult topics in many large-deformation problems. Proper selection of a contact surface for 

a given model is also crucial to the prediction capability of the FEM simulations. In LS-

DYNA, a contact is defined by identifying what locations (parts, parts sets, and/or node sets) 

are to be checked for potential penetration of a slave node through a master segment. A 

search for penetration is made every step. Two distinct algorithms which are referred to as 

penalty-based contact and constraint-based contact are implemented in LS-DYNA. In the 

case of a penalty-based contact, normal interface springs are placed between all penetrating 

nodes and the contact surface [190]. A normal interface force which is proportional to the 

amount of normal penetration is applied between the slave node and its contact point.  

The treatment of the cutter-rock contact was one of the most influential factors for the 

calculation of contact forces on the cutting tool. The contacts employed in the present study 

are penalty-based. Among the various available contact types in LS-DYNA, eroding contacts 

were selected as the solid elements of rock involved in the contact are subject to erosion 

(element deletion) due to the material failure criteria. The eroding contacts contain logic 

which allows the contact surface to be updated as exterior elements are deleted.  Finally, the 

contact interface between the cutting tool (i.e. the master part that is a rigid body) and the 

base rock slab (the slave part that can be deformed) was simulated using 

CONTACT_ERODING_SURFACE_TO_SURFACE. The static and dynamic coefficients of 

friction were set as 0.6 and 0.4 respectively. In the simulations, the elements of the rock were 

eroded once the damage index 
Id  reached 0.99 and the maximum principal strain 

1  

exceeded 5%. All three force components can be monitored during the numerical simulation. 
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7.5 Results and discussion 

7.5.1 Cutting forces  

Figure 7.3(a) shows a snapshot of the rock cutting process in the simulation and Figure 7.3(b) 

shows the corresponding force histories for the case where DOC = 10 mm, attack angle = 55
o
, 

and cutting speed = 1.5 m/s. As can be seen in Figure 7.3(a), a “V” shape groove was formed 

when the pick cut across the rock surface and the effective strain (Von Mises) reached the 

maximum at the leading edge of the pick. Cyclic saw-tooth shape force histories of the three 

force components can be seen in the Figure 7.3(b). The normal force was greater than the 

cutting force. The magnitude of the side force was negligible compared with those of cutting 

and normal forces. These results were in good agreement with the experiment. To 

quantitatively validate the numerical models, the mean cutting forces simulated using 

different cutting conditions were compared with those of the experimental tests. The mean 

cutting forces acting on the conical pick were also analytically calculated according to the 

most cited theoretical models by Evans [52] and Goktan [39], as suggested in Eqs. (2.12) and 

(2.15). As recommended by Goktan, the friction angle between the pick and rock was set as 

10
o
. 

 

(a) 
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Figure 7.3 (a) The snapshot of rock cutting; (b) Time histories of the normal, cutting and 

lateral/side forces with the cutting conditions: d = 10 mm, attack angle = 55
o
 and cutting 

speed = 1.5 m/s 

7.5.1.1 Effect of depth of cut 

Numerical rock cutting tests were performed over a wide range of depths of cut from 3 mm to 

15 mm. The attack angle and cutting speed were set as 55
o
 and 1.5 m/s respectively. Figure 

7.4 shows the cutting forces obtained at various depths of cut. The simulated forces at 

different depth of cut exhibit similar characteristic, i.e., the forces fluctuate probably due to 

fictitious phenomena associated with the numerical erosion implementation. The mean values 

of the simulated cutting forces are compared with the experimental and theoretical cutting 

forces in Figure 7.5. As shown in Figure 7.5, the simulated, experimental and analytical 

cutting forces all increase with the increase in depth of cut. The simulated forces agree well 

with the measured data in both trend and magnitude, although slightly smaller. Linear 

relationships were found between cutting forces and depth of cut for both simulated and 

measured data, whereas the cutting force calculated using the Evans’s and Goktan’s 

analytical models were proportional to the 2
nd

 power of the depth of cut, which inevitably 

overestimated the forces especially when the depth of cut was large. Therefore, it should be 

extremely careful  
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Figure 7.4 The simulated cutting forces under different depths of cut 
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Figure 7.5 Effect of depth of cut on simulated, measured and analytical cutting forces  

7.5.1.2 Effect of attack angle 

Cutting simulations were also performed at attack angles of 45
o
, 50

o
, 55

o
, 60

o
, and 65

o
, while 

the depth of cut and cutting speed were fixed at 10 mm and 1.5 m/s respectively. As shown in 

Figure 7.6, the influence of attack angle on the simulated cutting force was not as significant 

as that of depth of cut. The average values of these force signals were also computed and 

compared with the experimental and theoretical/analytical cutting forces in Figure 7.7. In 

general, both the simulated and the measured cutting forces decreased slightly when the 

attack angle increased. An optimal attack angle was achieved at an angle of 60
o
, beyond 

which any increase of attack angle will cause an increase of cutting force. The trend and 

magnitude of the simulated forces agreed well with the measured. The Evans’s model was 

independent of attack angle because the rock breakage in his model was assumed to be under 

symmetrical attack, while rake angle was included in Goktan’s model. It can be seen from 

Figure 7.7 that the cutting force calculated using Goktan’s model increased with the increase 

of attack angle, which doesn’t agree with the experimental result. 
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Figure 7.6 The simulated cutting forces under different attack angles 

 



134 
 

45 50 55 60 65

4

6

8

10

12

 

 

F
c
 (

k
N

)

Attack angle (°)

 Fc-Evans

 Fc-Goktan

 Fc-Simulated

 Fc-Measured

 

Figure 7.7 Effect of attack angle on simulated, measured and theoretical cutting forces  

7.5.1.3 Effect of cutting speed 

Rock cutting simulations were conducted at various cutting speeds when the depth of cut and 

attack angle were 10 mm and 55
 o
 respectively. As shown in Figure 7.8, the simulated cutting 

force show similar fluctuations for all the speeds used. Figure 7.9 shows the comparison of 

simulated, experimental and theoretical/analytical cutting forces. It can be seen that the 

simulated and measured cutting force increased slightly with the increase in cutting speed, 

with the higher speed exhibiting greater difference in rate. Simulated values of the cutting 

force follow the same trend as the measured data, but the magnitudes also differ. Both the 

cutting forces calculated using Evan’s and Goktan’s models were unaffected by the cutting 

speed because of the static nature of their analytical solutions.  
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Figure 7.8 The simulated cutting forces under different cutting speeds 
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Figure 7.9 Effect of cutting speed on simulated, measured and theoretical cutting forces  

All the simulated cutting forces in Figures 7.5, 7.7 and 7.9 are plotted against the measured 

ones in Figure 7.10. It is seen that there is a strong correlation between them. The coefficient 

of determination (R
2
) of the predicted forces from the numerical models is 0.90, which 

indicates that the simulation model is quite accurate. The corresponding standard errors of 

estimate which show the standard deviation of the residuals are 0.42. The analysis of variance 

of the simulated results gave p-values of
84.2 10 . This means the relationship was 

statistically significant. A comparison between simulated and measured values of the cutting 

forces for all the 15 tests was also shown in Figure 7.11. It is observed that the modelling 

forces fitted reasonable well with the experimental data. Most of the force values predicted 

by the numerical model were slightly smaller than that of the measured forces. The reason for 

this might be that the picks used in the simulations had an exact conical tip and were assumed 

to be absolutely sharp and rigid during the simulation tests while the commercially 

manufactured picks in the laboratory tests had a certain rounding of the tip or were subjected 

to abrasive wear on the tips resulting from the cutting tests. 
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Figure 7.10 Relationship between the simulated and measured cutting forces  
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Figure 7.11 Comparison of the simulated and measured cutting forces  
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Figure 7.12 Relationship between the Evans’s model and measured cutting force  
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Figure 7.13 Relationship between the Goktan’s model and measured cutting force  
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The relationships between the Evan’s and Goktan’s analytical models and the experimental 

data are shown in Figures 7.12 and 7.13. The R
2 

values for the correlation of these two 

models are 0.71 and 0.58 respectively, which is much lower than that of the simulation results. 

These results further confirm that the cutting force predicted by the analytical solutions must 

inevitably suffer from the weakness of making major simplifications and inappropriate stress 

assumption and equilibrium, which may result in errors in cutting force estimations [5]. 

These results indicate that numerical simulation might serve as an efficient and effective 

method to predict the cutting forces in rock cutting process, given its strong correlation and 

good accuracy. 

7.5.2 Specific energy (SE) 

The specific energy could be determined if the volume of each cut was obtained.  Actually, 

the history of the rock volume fraction that has been eroded during each cutting run can be 

achieved from one of LS-DYNA’s useful outputs. Figure 7.14 shows the effect of depth of 

cut on the numerical and experimental specific energy, in which the cutting speed and attack 

angle were 1.5 m/s and 55
o
 respectively. It can be seen that both the trend and magnitude of 

the specific energy obtained from numerical tests agree well with the results of the full-scale 

linear rock cutting tests. The numerical specific energy values were greater at lower depths of 

cut (i.e. 6 mm and 9 mm) than the measured. The difference between the simulated and the 

measured energies was small at greater depths of cut. As expected both the numerical and the 

experimental specific energies decreased with the increase of depth of cut.  
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Figure 7.14 Effect of depth of cut on the specific energies  

The effect of cutting speed on the specific energy is shown in Figure 7.15 for the fixed depth 

of cut of 10 mm and attack angle of 55
o
. Both the numerical and the experimental specific 

energies increased with the increase in cutting speed, although the increase in the numerical 

specific energy was not as obvious as that of the experimental one. The numerical specific 

energy agrees well with the experimental one in both trend and magnitude, although the 

experimental specific energy was slightly larger than the numerical data. This difference may 

be attributed to the slightly smaller simulated cutting force. Additionally, the rock debris after 

each experimental cutting run may not be fully collected.  
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Figure 7.15 Effect of cutting speed on the specific energies  

7.6 Concluding remarks 

An explicit finite element code, LS-DYNA, was employed to simulate the rock cutting with a 

point attack pick. In the cutting simulation, a Continuous Surface Cap Model was used to 

characterize the behaviour of the rock block during the rock cutting process. The numerical 

models was validated by systematically comparing, the simulated cutting forces the specific 

energy with the respective experimental results. 

The simulated cutting forces were in good agreement with the measured forces, but slightly 

smaller than the experimental forces. The simulated cutting forces were, in general, 

consistent with those predicted by the analytical models of Evans and Goktan. However, 

discrepancy existed because the Evan’s model is independent of attack angle and cutting 

speed and Goktan’s model does not include the effect of cutting speed. 

Our regression analyses showed that the numerical simulated cutting forces had a strong 

correlation and better accuracy. The numerical and experimental specific energies also 

showed good agreement, further confirming the validation of the numerical model. 
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8  

 

Conclusions and future work
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In this work, systematic experimental and numerical studies have been conducted to improve 

the understanding of rock cutting mechanisms, in particular to get a better insight into the 

interaction between point attack picks and rock. The point attack picks used in this study 

included those picks with cemented tungsten carbide (WC) and thermal stable diamond 

composite (TSDC) tips. The rock cutting process was comprehensively investigated in terms 

of cutting force, specific energy, pick tip temperature and cutting chips using both 

experimental and numerical approaches.  

8.1 Conclusions  

Extensive full scale linear rock cutting tests were undertaken to systematically investigate the 

cutting forces of the TSDC tipped SMART*CUT picks. Experimental techniques have been 

developed to measure and analyse the pick cutting temperature at the interface between a pick 

tip and a rock. The main cutting parameters which have relatively greater contribution to the 

coarseness index were chosen to analyse rock fragmentation and the specific energy. Three 

dimensional numerical models were established to compare with the experimental and 

analytical results and to gain the insights of rock cutting mechanisms. The major 

contributions and conclusions from these studies are summarised below: 

      (1) The effects of attack angle, depth of cut, spacing and cutting speed on the cutting 

performance of TSDC tipped picks was systematically investigated. The tests were performed 

on the basics of Taguchi’s L25 orthogonal array. The optimised rock cutting parameters for 

minimising the mean cutting, normal bending forces were obtained based on the mean S/N 

ratio. The optimal parametric combination include the attack angle of 60
o
, DOC of 6 mm, 

spacing of 24 mm, and cutting speed of 0.5 m/s,  which was achieved based on the minimum 

cutting and normal forces produced. In terms of the minimisation of the bending force, the 

optimal parameters included the attack angle of 55
o
, DOC of 6 mm, spacing of 24 mm, and 

cutting speed of 1.0 m/s. The ANOVA analysis revealed that attack angle, DOC and spacing 

were the statistically significant factors influencing the mean cutting force. The most 

influential factor was DOC, followed by attack angle and spacing. The cutting speed had the 

least effect. However, for the normal force, all four factors had statistical significance with a 

significance order of attack angle > DOC > cutting speed > spacing. Although the bending 
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force is a function of the cutting and normal forces, the influences of the cutting parameters 

on it were different. Only attack angle and DOC had statistical significance, with an order of 

attack angle > DOC > spacing > cutting speed. 

      (2) Empirical models for predicting the mean cutting and normal forces on TSDC tipped 

picks have been developed based on multiple linear regression (MLR) and artificial neural 

network (ANN) techniques. The established empirical force models showed good predictive 

capabilities with acceptable accuracy. The ANN models offered better accuracy and less 

deviation than the MLR models. 

      (3) The pick cutting temperature during rock cutting process was measured using infrared 

imaging and thermocouple techniques. The temperature distribution in the cutting area was 

initially acquired by using a thermal infrared camera with high capture rates. It was found 

that the TSDC tipped SMART*CUT picks caused lower pick tip temperature than the 

conventional WC tipped picks. The maximum temperature around the cutting area of the 

TSDC tipped SMART*CUT pick was about 511 
o
C, which is more than 40% lower than that 

of the conventional WC tipped picks. The residual temperature of the TSDC tipped 

SMART*CUT picks after the rock cutting were also lower than that of the WC tipped picks. 

The average residual temperatures were approximately 104 
o
C and 388 

o
C for the TSDC 

tipped SMART*CUT and WC tipped picks, respectively. The sparks produced by the 

SMART*CUT picks during cutting was much fewer than those produced by the WC tipped 

pick, strongly suggesting that the TSDC tipped SMART*CUT picks have very good potential 

to reduce the risk of frictional ignition. 

      (4) Although the modern infrared photographic technology provides a high capture speed, 

fast response time and non-intrusive way to determine the temperature distribution in the 

cutting area, the measurement might not be accurate enough as the flying chips and dust 

strongly affected the measurement and it was hardly to capture the temperature at the hot spot. 

Therefore, a special thermocouple configuration was further developed to measure the 

temperature upon the contact surface. The transient temperature at the hot spot was measured 

when the rock advanced against the pick. The effects of the cutting parameters including 

depth of cut, spacing and cutting speed on the pick temperature were obtained. It was found 

that the pick tip temperature increased significantly with the increased depth of cut and 

cutting speed. The effect of spacing on the pick tip temperature was smaller than that of the 

depth of cut and cutting speed, particularly when the spacing was greater than that required to 
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change from unrelieved to relieved cutting. For all the cutting conditions used, the pick tip 

temperature varied from 313 
o
C to 1100

 o
C. The highest temperature was about 1100 

o
C with 

the cutting speed of 2.5 m/s, the DOC of 10 mm and the spacing of 50 mm, at which reddish 

and black discontinuous banding chips were formed in the cutting groove. 

      (5) A series of rock cutting tests was also conducted to investigate the effects of cutting 

parameters on the coarseness index for the TSDC tipped picks. It was found that depth of cut, 

cutting speed and spacing had relatively great contributions on the coarseness index. Those 

key parameters were then chosen to examine their effect on the rock chip size distribution 

and specific energy.  

      (6) The key conclusions from the analysis of the morphology and the size distribution of 

the rock chips are summarised below: 

 The dust proportion decreased with the increased depth of cut, while the chips 

distributing on large size increased with the depth of cut. Chips at small depths of cut 

were almost distributed on small sizes; on the contrary, chips at larger depth of cut 

distributed more on the larger sizes. Moreover the size of chips also increased 

significantly with the increase of depth of cut. 

 The dust proportion slightly decreased when the spacing increased from 20 mm to 30 

mm, then increased slightly with a further increase of spacing. Chips mostly 

distributed on size large than 8 mm for all the spacing.  

 The fraction of fine grains increased gradually with the increased cutting speed. For 

cutting speed of 0.5 m/s, the proportion of large chips was dominant. It decreased 

rapidly when the cutting speed increased to 2.5 m/s. However, no major difference 

was found between the chip sizes at different cutting speeds.   

The cutting specific energy under these various cutting conditions was also investigated by 

using “chip weigh method”. The specific cutting energy increased with the increased cutting 

speed and spacing, while it decreased and then approached a saturated value with increasing 

depth of cut. 

      (7) Three dimensional numerical models were constructed by using an explicit finite 

element code LS-DYNA to further study the rock cutting process. Using these numerical 

models, the cutting forces and specific energy under different cutting conditions were 
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obtained and compared with the results obtained experimentally and analytically. The 

conclusions drawn from these analysis and comparisons were summarised below: 

 The simulated cutting forces agreed well with the measured data in both trend and 

magnitude, but the simulated cutting forces were slightly smaller than the measured 

data in general. 

 Compared with the experimentally measured and simulated forces, Evan’s and 

Goktan’s models overestimated the forces especially when the depth of cut is large. In 

addition, Evans’s model did not take into account for the attack angle and cutting 

speed and Goktan’s model neglected the effect of cutting speed, which was 

inconsistent with the experimental and numerical force values.  

 The regression analyses demonstrated that the numerical simulated cutting forces had 

a strong correlation with the experimental forces, indicating that the simulation was 

quite accurate.  

 The numerical and experimental specific energies also showed good agreement, 

further confirming the validation of the numerical model. 

8.2 Recommendations for future work  

Although a systematic investigation was conducted to understand the rock cutting 

performance of the TSDC tipped SMART*CUT and WC tipped picks, some research issues 

apparently require further investigation, in particular for better and more economic use of the 

new picks, which are summarised below.   

      (1) To ensure successful application of TSDC tipped SMART*CUT picks for efficient 

and economical cutting of hard and abrasive rocks, a cutterhead performance prediction 

model should be developed based on the understanding of the cutting performance and the 

cutting forces  obtained from this study. The model should be able to accurately predict the 

force, torque, and moment acting on individual picks, as well as their overall values, so 

cutting specific energy of the machine can be determined. It is expected in this model the 

effects of rock properties, cutterhead design, and operational conditions of the machine 

should be taken into account. Field tests need to be carried out to validate and refine the 

model. 
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      (2) In this study, a special configuration of thermocouple was developed for measuring 

the tip temperature for the WC tipped pick and accurate transient temperature at the hot spot 

was successfully measured when the pick was passing through the rock. However, for the 

SMART*CUT pick with TSDC tip, it is too hard to drill a hole in the tip of the pick. 

Measurement by use of the infrared photographic technique was insufficiently accurate for 

further optimisation the cutting process due to the obstruction of flying chips and dust. So a 

new measurement technique has to be developed for measuring the temperature at the hot 

spot of the thermal stable diamond composite (TSDC) picks. 

      (3) Although the “weigh method” can be used to determine the cutting volume and 

subsequently calculate the specific energy. It is time-consuming to collect all the debris after 

each cutting test. In the future study, an accurate image system should be developed so the 

volume of the removed rock could be easily obtained. The development of such an imaging 

system is also important for studying the morphology of the rock surface and the cross 

section of the groove. 

      (4) The numerical simulation of the rock cutting process in this study was based on the 

unrelieved cutting mode. Whereas in a practical rock cutting process, a certain proportion of 

picks on the cutting drum are engaged in the rock stratum at the same time. Interaction is 

created between the adjacent picks. Thus, the numerical models could be extended to include 

the relieved cutting mode, so the modelling accuracy could be further improved. The multi-

mode numerical model might be further expanded for rotary cutting. 
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