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ABSTRACT

To perform their tasks, operators refer to different types of knowledge,
employ a variety of skills and perform a range of cognitive activities. Furthermore, as
their role evolves training requirements become increasingly complex and
sophisticated. These in turn demand advanced and adaptable training methods and
training delivery platforms. Computer based training (CBT) offers these possibilities.

Although a great range of CBT systems have been developed, their routine use
by the process industries, especially of training simulators, is presently limited due
mainly to the effort and the costs involved in the initial development of CBT systems
and courseware. As a result these are generally tailored to specific problems and are
often deeply embedded in bespoke hardware and software implementations.
Subsequent maintenance and changes are therefore difficult, leading to entire systems
becoming rapidly obsolete. This is especially true in the case of training simulators
where major cost factors are identified in the initial development of models for plant
and control systems, robust and fast numerical solution techniques for simulation in
real-time, operational and training sequences, and sophisticated user interfaces.

A need therefore exists for tools that will allow the easy development of
flexible and maintainable CBT systems and courseware. While a range of CBT
authoring systems abound, none specifically meets the process industries general
training requirements and its particular need for advanced simulation capabilities.

A second area of interest is the need for stand-alone CBT systems, especially
ones that integrate theory and practice through the integration of qualitative and
quantitative training methods. It is currently difficult to achieve this and in particular
to merge dynamic simulation with tutorial methods. Very little is currently available in
this respect.

A third area involves the formal definition of training programmes for CBT
implementations. While a range of training programmes have been formally
described, their implementation in CBT systems is generally not addressed. A special
case is training for fault diagnosis. While an active research area, little has been done
in formulating training programmes that may be implemented stand-alone in a CBT
system.

A novel integrated architecture for CBT of process operators is proposed.
Based on this an integrated system design was developed and implemented which
achieves advanced operator training functionalities and is applicable to a wide range of

training purposes in the process industries. The system attempts to minimize the user



development effort through the integration of high level, general purpose modules: a
commercial dynamic simulator; a plant control system; a supervisory system for
planning and management of discrete operations; and an expert system module for the
definition of training programmes and their coordination with the other modules.

Within the system, a variety of plant models, operating procedures and training
scenarios are easily defined. A range of training methods may be incorporated,
including structured tutorials, guided steady-state and dynamic demonstrations of
typical operations, fully interactive plant operation from a variety of control
viewpoints, and training for fault diagnosis with provision of advice. Thus, the
proposed system provides training support tools for the easy development, update,
modification and maintenance of training programmes with the possibility to focus on
either the qualitative or the quantitative approaches to training or to combine the two.

Process Trainer, a prototype 'expert system shell' for process training
applications, illustrates the above features and functionalities. Three training
programmes have been implemented within Process Trainer, each addressing a
different training area. They employ a variety of training methodologies, are stand-
alone while also permitting on-line trainer intervention, and deliver instruction through
a combination of theory and practice. Furthermore, the formal methodological
definition of Process Trainer permits the easy definition and integration of additional
training programmes.

Two of the training programmes are a novel implementation of formalized
training programmes implementing the structured approach suggested by Bainbridge
(1990). The Tutorial aims to prepare an operator for plant operation while the Plan:
Operation Training Session places emphasis on actual real-time plant operation. A
novel strategy for fault diagnosis is proposed which forms the basis for the third
Training for Fault Identification training programme. The methodology has been
formalized and has been implemented as a stand-alone CBT system.

A specific application is illustrated which involves an evaporator pilot plant.
This establishes the feasibility of implementing both the integrated CBT system and
the training programmes. It is shown that it is possible to use different general
purpose modules to easily design and configure flexible CBT systems with advanced
functionalities and to implement comprehensive CBT programmes which are easy to
support and update. Furthermore, the generic structure of Process Trainer permits its
easy adaptation to different applications. The tools and the formal methodologies are
outlined for building a new functional system and defining different training
programmes.
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Chapter 1

INTRODUCTION

Concern for increased efficiency and safety and the increasing importance of
environmental factors have in recent years forced the process industries to search for
ways to improve their process operations. This led to the development of better and
more efficient design strategies, parallel to progress in the development of reliable and
effective process control systems. As a result problems caused by mechanical failures

are said (Nedderman, 1988) to have decreased significantly in the last ten years.

This, however, has not been the case with human caused incidents. For the
same ten year period, Nedderman (1988) mentions that, in the case of the Japanese
nuclear industry, while mechanical failure rates have dropped from 4 to 0.6 per reactor
year, problems caused by human operators have remained constant. Approximately
50% of operational events such as shut-downs in nuclear plants and most of the
causes of operational failures in the chemical-process industries plants, are attributed
to misoperations of the process operator or human errors (O'Shima, 1983; Sachs et

al., 1986; Nedderman, 1988).

This led to an appreciation of the important role of the human process operator
as well as to the consideration of how to improve the human operators' performance.
This consideration has led to the development of systems and theories whose aim
ranges from eliminating the operator, to providing the operator with appropriate
support to perform his tasks. The most significant areas that have been pursued in
order to improve the interaction of the human operator with the process are

summarized in table 1.1. while in table 1.2. system categories that enable the efficient

11
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operation of a process plant and also aid the operator, are outlined. These are further

examined in chapters 2 and 3 of the thesis.

Table 1.1. Concepts aiming to improve operators' performance

APPROACH

FUNCTION

Process Ergonomics

Human Computer Interaction

Training

Complete Plant Automation

To identify the various reasons that may lead to
unsatisfactory process operator performance; the
nature and characteristics of human errors and the
extent of the human capabilities and limitations.

To improve the man-machine interfaces thus
providing the operator with non- cluttered displays
and user-friendly environments.

To improve training techniques and methods so that
the operator is better prepared to perform his tasks.

To eliminate the human presence with respect to
controlling the process on the site and provide
computerized systems that will perform all the
operators' tasks.

Table 1.2. Systems aimed at improving operators' performance

CATEGORY

FUNCTION

Complex Automatic Control

Supervisory

Fault Diagnosis

Intelligent Decision Support

Filtering Scheme

To take over the direct controlling task from the
operator and implement complex control strategies
that result in optimum plant performance.

To monitor the process and extrapolate the current
state of the system so that future events are predicted
and anticipated.

To enable the operator to locate failures or
malfunctions in the production process through the
implementation of on-line systems.

To provide guide-lines and directions towards the
efficient and safe operation of the plant.

To present the operator with selected information to
avoid him becoming overwhelmed.

It is noted that excluding the case of total elimination of the process operator

through complete plant automation all the other approaches are aimed at enabling the
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operator to perform his tasks in a more efficient and effective manner. Even in the
case of complete plant automation there will still be a need for expert operators who

will be able to monitor the process and configure new automation modules.

The basic task of process operators is to maximize the cost effectiveness of the
production process whilst minimizing any likelihood of damage to plant and
personnel. Better trained operators result in safer, more economic and more efficient
plant operation (Hack, 1988). Therefore, providing the necessary training, as well as
improving and updating operator training practices, is an important consideration for

any organization involved in process operations.

As production facilities are automated, with fewer operators and engineers
overseeing the operation of wider plant areas and more sophisticated operations, it
becomes increasingly important and difficult to develop and maintain the operators'
ability to manage situations resulting from unexpected events, break-downs, loss of
control or measurements, etc. Learning how to effectively perform their tasks takes
years of practice and training, during which operators achieve both a qualitative and a
quantitative understanding of the various factors that make up the industrial process.
Training extends from tutoring the novice operator on the functionalities and
characteristics of individual components, and on the dynamics and cause and effect
relationships that define the process; to refresher training for experienced operators

which covers training for fault diagnosis and fault handling.

The process industries, and in particular the power generation, oil and gas
industries, have established the use of various types of Computer Based Training
(CBT) systems - ranging from high fidelity training simulators to small CBT systems

focusing on basic principles- to augment their conventional instructional programmes.

Training simulators have been in use for several years now in these industries,
in particular in the nuclear and petrochemical sector. The simulators' ability to provide

operators with 'hands-on' training in realistic environments without the complications,
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risks and costs arising from running the actual plant makes them particularly effective
as a training medium. They are a particularly suitable vehicle for developing,
maintaining and testing expertise on complex but infrequent or dangerous procedures
such as commissioning, start-up, change-overs, emergency handling and shut-downs.
In some industries certification procedures require operators (e.g. airline pilots) to

pass proficiency tests on full scale simulators.

"At the other end of the spectrum, small computer based systems designed for
self paced training have begun to enter service as basic principles and part task
trainers, offering a standardised if somewhat inflexible level of training. The current
generation of training devices have been developed to supplcment the principal
instructional process, in the main following an instructional strategy of 'drill and
practice', which is suitable for learning procedures but is less satisfactory for concept
learning and entirely inappropriate for debugging misconceptions" (Leitch and Horne,

1988).
1.1. Motivation for the Research

An examination of the role of the human operator in process operations
indicates that in order to perform their tasks operators refer to different types of
knowledge, employ a wide range of skills and perform a range of cognitive activities.
Furthermore, the evolving role of the process operator leads to increasingly complex
and sophisticated training requirements which in turn lead to a requirement for

advanced and adaptable training methods and training delivery platforms.

Computer based training (CBT) offers these possibilities. The benefits of
CBT over conventional training, in areas where CBT is appropriate; are already
apparent. A summary of factors enhancing the cost-effectiveness of CBT is given in
table 1.3. Table 1.4. indicates features of CBT that increase the training effectiveness.
However, the benefits achieved from the use of CBT are often 'soft' and difficult to

quantify in the usual accounting sense.
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Table 1.3. Factors enhancing the cost-effectiveness of CBT

1. CBT applications are less costly than expensive or dangerous actual equipment

2. Effective use of CBT can allow a reduction in the number of instructional, administrative, and
training support staff

3. Travel time can be reduced since instructional material can sent through communication links,
thus reducing the need for costly personnel travel

4. In a flexible CBT system subject material can be rapidly updated since it is generally more
difficult and expensive to change printed material than to make minor changes to the
courseware

Table 1.4. CBT features that increase the training effectiveness

FEATURE

DESCRIPTION

Consistent high quality
instruction capable of
continuous refinement

High quality training at
remote sites

Immediate positive
reinforcement and feedback

Privacy

Hands-on instruction

Idiosyncratic adaptation

High student motivation

Instructional strategies of the best instructors, as
well as new elements on the basis of experience and
research can be incorporated.

CBT courseware is easily transferable and thus, it is
possible to provide good and uniform training at the
particular sites without having to move instructors
and/or students.

Comments are provided to the student directly and
unambiguously linked to a particular action

Students can succeed or fail in private so that the
embarrassment of failure is lessened and students feel
free to take more risks and explore different
possibilities.

With CBT the training process is dynamic since it
depends upon the student's attention and interaction.

A CBT system can proceed at the student's pace and
provide material in a manner compatible to the
student's learning characteristics.

The required interactive student participation and
self-paced learning leads to the use of CBT systems
for personal development in private time, i.e. the
"open learning” concept. '

For example, the saving of losses by avoiding a potentially damaging

occurrence, such as a runaway reaction, due to the skilful handling of a previously
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rehearsed situation is unlikely to appear as such on any bottom line. Benefits are none

the less real and often quite significant (Gran et al., 1988; Elston and Potter, 1989).

Although a great range of CBT systems has been developed, their routine use
by the process industries especially with respect to training simulators is presently
limited. There are several factors which have inhibited the widespread use of CBT for
the training of process operators. The greatest being the effort and costs (presently
extremely high) involved in building, supporting and updating CBT systems and
courseware. As a result such systems generally tend to be case or problem specific
implementations, often deeply embedded in bespoke hardware and software.
Therefore, subsequent maintenance and changes to reflect, for example, plant or
procedure modifications, new training objectives etc. become often difficult to

implement leading to a rapid obsolescence of the entire system.

This is especially true in the case of training simulators whose current costs
can be very high (105-106 US$) and must be incurred up front. As a consequence
the routine use of training simulators is still limited to high risk, highly regulated, or
high capital situations such as nuclear plants, oil refineries, off-shore processing on
platforms etc. where a substantial investment in the area has been observed in the last

decade.

Particular limitations arise in the implementation of training simulators at a
justifiable cost due to the lack of readily available technology and expertise. Major
difficulties can be identified in the initial development of models for plant and control
systems, robust and fast numerical techniques for the solution of the model equations
in real-time, operational and training sequences, and sophisticated user interfaces.
Furthermore, a major proportion of the operating costs in simulator training results

from the need for expert instructors.

This last factor further emphasizes the need for stand-alone computer based

training systems especially ones that combine qualitative and quantitative domain
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representations in order to provide training programmes which integrate theory and
practice. It is currently difficult to integrate these two approaches to training in
particular to merge dynamic simulation with tutorial methods. Very little is currently

available in this respect, and this is an active research area.

Another area of interest involves the formal definition of training programmes
for CBT implementations. While a range of training programmes have been
described, very little has been done to define formal implementations as CBT systems.
A particular case is in the area of training for fault diagnosis. While an active research
area, little has been done in formalizing a training programme that may be

implemented as a stand-alone CBT system.

Finally, while a range of CBT authoring systems abound, there is none
available with an emphasis on the process industries and its particular requirements for
the use of advanced simulation capabilities. A flexible system that overcomes the
limitations outlined in the previous paragraphs and also provides the medium for easy
development and delivery of training both in basic principles and in 'hands-on’ plant
operation whilst minimizing the involvement of instructors could lead to substantial

cost reductions while increasing training effectiveness.

Referring to a recent market forecast for trainers and simulators in the Process
and Power Generation industries, Leitch and Horne (1988) indicate that the total
annual European demand was estimated at £118m with an associated estimated growth
rate of 16%. They further indicate that it is unlikely that supply could meet this
demand using the technology currently in use and that the introduction of more
effective design methodologies and part solutions is clearly necessary to meet this

demand.
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1.2. Thesis Objectives

The principal objective of this thesis is to propose the design of a system
architecture that provides tools which allow the easy development and implementation
of flexible and easy to maintain CBT systems and courseware for both basic
principles and 'hands-on' plant operation whilst minimizing the involvement of
instructors. A second objective is to propose methodologies which utilize the tools
offered by the system to produce comprehensive CBT programmes for a range of
training purposes in the process industries. The final objective is to develop a
Training Demonstrator that utilizes the tools and methodologies in a variety of ways
for a specific application which involves an evaporator pilot plant. The underlying
goals of the three main objectives can be summarized as follows:

1. To meet the process industries' requirements and demands as they relate to
the training of process operators.

2. To propose a novel design which allows the implementation of CBT
systems and courseware for a range of training purposes in the process
industries.

3. To formalize the definition of training programmes for process operators in
view of their implementation as CBT.

In order to achieve these goals the following steps have to be taken:

1. To review requirements for operator training in the process industries.

It is important to examine the role and characteristics of the process operator
as these will indicate the broad training issues that need to be addressed.
Considerable work has already been done in this respect. However, it is
necessary to bring together the findings of the previous work, with the
process industries' current and anticipated requirements and demands as
they relate to the training of process operators.

2. To review the state of the art in operator training technology.

Currently many different techniques are being applied independently for the
training of process operators. There is however scope for integrating
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various techniques for greater effectiveness. In particular considering the
general area of CBT (not only as it has been applied to operators) should
indicate techniques and experiences that may be utilized to formulate a
functional specification for an effective CBT system.

3. To produce a list of required functionalities for CBT systems.

The findings of the two reviews outlined above should indicate the required
functionalities for CBT systems for process operators. Currently such
guide-lines are not available. '

4. To explore the feasibility of using existing general purpose building blocks
for the design and implementation of training systems.

The current state of technology as it relates to the availability of existing
engineering orientated computer software for modeling, simulation, control,
operations management, and expert system development and the decreasing
costs of computer hardware offers the possibility for using available
platforms for the development and implementation of CBT systems for
Process operators.

5. To propose a system architecture design that allows the development and
implementation of CBT systems of advanced functionalities.

Take up the challenge of using the building blocks mentioned above to
design a system architecture that will serve as a platform for the
development and implementation of CBT systems with an emphasis on the
process industries and its particular requirements for the use of advanced
simulation capabilities. This should thus meet both the technological and
operator training challenges identified by the two reviews.

6. To implement the proposed design.

The implementation of the proposed design should establish its feasibility
and define the scope for developing and implementing different training
programmes.

7. To propose a training methodology which wutilizes the above tools to
produce a comprehensive CBT programme.

Having implemented the proposed design the need arises for a methodology
which makes effective use of the training system development platform in
order to address different training objectives.
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8. To formally define training programmes for their implementation as CBT
systems.

To date technological limitations particularly with respect to the
development and implementation of dynamic simulation models and their
solution in real-time, and the easy definition of flexible qualitative CBT
courseware, made the integration of the two techniques extremely difficult.
As a result CBT has been used primarily to augment traditional instructional
methods. However, the capability to use the tools offered by the
implemented system should allow the easy and effective integration of the
two approaches and effectively merge dynamic simulation with tutorial
methods. Novel training programmes could be defined to exploit these
added functionalities and be implemented as CBT.

9. To develop a prototype Training Demonstrator.

This should demonstrate the effectiveness of the proposed techniques and
methods.

1.3. Thesis OQutline

Following this brief introduction to the thesis, chapter 2 examines the
characteristics of the process operator. An attempt is made both to identify the nature
of the tasks that the operator has to perform as well as the most likely causes of human
error and their characteristics. The examination is performed in view of the
contribution that improved training may have on the operators' performance. Chapter
2 also examines various approaches that have been followed to improve the efficiency

of process operations and examines their effect on operator's tasks.

Chapter 3 includes an overview of training issues and a detailed survey of
computer based training (CBT) as they relate to process operator training. A
methodological approach to developing training programmes is presvented. This
includes: identifying the trainee characteristics, performing a training needs analysis,
defining the training objectives, performing a task analysis and finally selecting the
most appropriate training method. The survey first presents a cost/benefit analysis of

CBT. Then it examines each of the branches of CBT (Computer Managed
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Instruction, Computer Assisted Instruction, Intelligent Computer Assisted Instruction
and Training Simulators) providing an overview of both the theory and relevant

applications.

In chapter 4 an integrated architecture for computer based training systems is
defined which allows great flexibility in the development and implementation of
advanced and sophisticated CBT systems. A functional definition of each of the
components of the architecture is given and also several training system configurations

that have been achieved are presented.

Chapter 5 presents Process Trainer: A Tutoring System for Operations Staff.
This chapter examines three training programmes each addressing a different process
operation training need and presents a formal methodology for using the tools

provided by the system architecture to address different training objectives.

Then in chapter 6 a functional definition of Process Trainer is provided. This
involves the description of a set of general rules that are used to define its structure,
the different ways that a specific domain may be represented within it and finally the

general knowledge base structure of each of its components.

Process Trainer and the complete system architecture were applied to a
particular case study involving an evaporator pilot plant in the department of Chemical

Engineering at Imperial College. This illustrative application is presented in chapter 7.

A discussion of the various issues raised by this thesis is given in chapter 8.
There the final conclusions of this research are drawn and its significance is indicated.

Finally areas requiring further work are presented in chapter 9.



Chapter 2

THE HUMAN OPERATOR IN PROCESS
CONTROL

The first step to training is to understand the range of tasks which the trainee
will have to perform and to identify the nature and the most likely causes of human
errors that may occur. The process operators tasks and the most commonly observed
errors, as well as various approaches aimed at improving process operations are

examined in this chapter.
2.1. Operator Tasks

The main objective of process control operators is to maximize the cost
effectiveness of the production process whilst minimizing any likelihood of damage to
plant and personnel. The abilities that the operator needs to have in order to achieve
this objective, encompass the whole range of human abilities from perceptual motor
tasks, such as tracking and manual control, to cognitive tasks, such as decision
making and problem solving. In particular the operators' process control subtasks
(summarized in table 2.1.) as described by Eberts (1985) are: monitor, control,

interpret, plan, and diagnose.

With the spread of automation through sophisticated computer control and on-
line decision support systems, and the increasing use of large, complex production
systems, process control is increasingly becoming a cognitive activity for the operator
rather than a perceptual and control task. Thus, there has been a decline in the demand

for manual control skills and a consequent increase in the use of what can be called

22
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mental skills. "These skills involve decision-making processes and other intellectual

activities which are as yet little understood" (Bainbridge et al., 1974).

Table 2.1. The human operators' process control subtasks.

SUBTASK DESCRIPTION

Monitor Monitor for seldom occurring events (vigilance, signal detection,
separation of signal from noise).

Control Keep system on optimal course (tracking).

Interpret Separate random fluctuations of system from actual course; filter out noise
(categorisation, estimation, filtering and quantization).

Plan Set goals and strategies; use resources efficiently; sequence tasks; use
heuristics; develop strategies (decisions, resource sharing, allocate
resources).

Diagnose Identify the problem when a fault occurs.

As automation proceeds the quality and nature of the process operators tasks is
continuously upgraded. Future "operators will be called on to monitor and supervise
the process operation at large rather than the level of control loops; to interact with the
control computer for advice, to provide preferences, to check the computer's logic,
and to intervene to safeguard smooth and reliable operation in cases of precipitous
change" (Stephanopoulos, 1987). To date, the role of the process operator has
undergone three levels of 'evolution' (Brouwers, 1984). These three levels are:

Intensive Monitoring, Active Monitoring, and Survey Monitoring.

Intensive monitoring is mainly associated with manual control (see figure
2.1.). The operator forms part of the closed loop of the control system. He performs
actions in order to minimize deviations between output and desired values. Therefore,
the operator observes the displays almost permanently since the information is needed

for the control of the system.
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Active monitoring is associated with automatic control (see figure 2.2.). Here
both the operator and the automatic controller execute actions in order to minimize
deviations between output and desired values. Monitoring activities under this
configuration consist of regular inspections of the state of the process. Sometimes the

operator may take the initiative and take control actions instigated by the display-

inspection.
Desired Output
Values :
> Operator > Technical >
System
Figure 2.1. Schematic representation of Manual Control
Desired
Values Output
——¥| Operator #| Technical pl;
—> > Automatic [—| System
Controller

Figure 2.2. Schematic representation of Automatic Control

Survey monitoring is associated with supervisory control (see figure 2.3.).
In this configuration the process is controlled by the automatic controller and the
operator is no longer part of the control loop. His task here is mainly a monitoring
one. The operator can only interfere by setpoint-control and control activities seldom

follow the monitoring actions.
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Even though the active participation of the operator in process operation has
diminished with advances in technology the nature of his subtasks as given in table
2.1. has not changed. Rather the frequency of active participation has decreased,
thus, raising issues such as alertness and need for thorough preparation so that the

operator can take over when necessary and save a situation.

Technical
Desired System >
Values Output
——® Operator Automatic P
|| Controller

Figure 2.3. Schematic representation of Supervisory Control

With even further technological advances the role of the operators' tasks is
expected to take a new dimension. Exception monitoring will be the result of
extended or extra supervisory control where all action is left to the computerized
control system and the operator's intervention is requested by the system whenever
that is necessary. "At such moments the systems provide relevant information and the
operator can request additional information that will enable him to perform what is

required of him" (Brouwers, 1984).
2.2. The Expert Process Operator

An important consideration is the identification of the various characteristics
that describe the expert process contro] operator. The underlying objective of this

analysis is to enable the transfer of expert knowledge to novice operators through
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appropriate training methods. Thus far, two main qualities have been attributed to the

expert operator.

First, the expert operator is very good at knowing what to expect from the
operation of the system. This knowledge can then be used to effectively achieve and
maintain different operational states, produce desired changes in production, and
identify deviations from normal operation. This is particularly apparent in the latter
case. In such situations an expert operator's familiarity with the system enables the
efficient location of 'problem sources' (for example faults and/or malfunctions).
Thereafter, his extensive knowledge of the cause and effect relationships that define

plant operations enable him to effectively handle most fault management situations.

Second, expert process control operators have available to them a spatial
representation of the system which enables them to perform mental simulations of the
plant operation. In this way they can predict future states of the process, anticipate the
effects of control actions and also efficiently identify the point where a malfunction

has occurred.

People appear to work from an 'internal' model of the system they are
controlling (Eberts, 1985). Very little is known about the form of this internal model,
but studies (for example: Bainbridge et al., 1974) on the subject's running memory
for variables in the system show that they keep mental track of important variables,

even though these may be displayed in front of them.
2.3. Common Operator Errors

Having examined the process operators' tasks and the evolution in terms of the
role played by them in process operations it can be concluded that since the level of
problems due to human error has remained significant, either the very nature of the
causes of human error is changing or that the sources of human error have not been

adequately identified or that they have not been dealt with efficiently.
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People are often the source of operational errors, leading, at best, to inefficient
plant operation, at worse, to disastrous events. Operator errors have been divided into
three categories (Black, 1987) by psychologists: (a) errors in perceiving events around
them; (b) errors in making decisions; and (c) errors in executing decisions. Such
errors result from lack of specialized knowledge, low-level skills or experience,
limited information on the state of the process, excessive amounts of confusing
process information, or reduced physical or mental competence (Stephanopoulos,

1987; Kletz, 1988).

The flexibility provided by current generation computers means that it is
possible to present to the operators all the plant information available, and this is what
usually happens. The operators, therefore, have to handle more information, are less
familiar with any part of it, and have to take more complex decisions. The amounts of

information involved can be considerable.

As a result, when things start going wrong in the plant, operators are often
overwhelmed by the amount of information being produced, become stressed and start
making mistakes. As pointed out above these mistakes include wrongly perceiving
the plant status, wrongly diagnosing problems, performing wrong corrective actions
and responding to problems in the wrong order. This, in turn, causes greater stress

leading to even more mistakes. This phenomenon is known as cognitive overload

(Sachs et al. '86).

In reporting on accidents in Petrochemical Complexes in Japan in 1981,
O'Shima (1983) notes that approximately 60% of all incidents were caused from
human error. Trevor Kletz (1985) states that "accident statistics from many
companies show that over 50%, sometimes as many as 90%, of industrial accidents

are due to human failing."
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Furthermore, by closely considering a case study of a particular Japanese
Petrochemical Complex for which a detailed analysis of equipment and operational
failures is given (reproduced in tables 2.2. and 2.3.) clear examples may be identified
of areas where the performance of the operators could be improved and, hence,

increase the cost effectiveness of process operation.

Table 2.2. Case study of equipment failures in a Japanese
petrochemical complex (O' Shima, 1983).

EQUIPMENT FAJLURES 317
a) Defects in structural design 102
b) Improper materials 38
c¢) Defect in fabrication 52
d) Instrumentation defect 11
e) Material degradation 68
f) External load, impulse 11
g) Others 31

In another report dealing with the causes of ammonia plant shut-downs world-,
wide, Williams and Hoehing (1983) maintain that human-error-caused shut-downs
occurred every 3.5 years. Their findings show that the percentage of the number of
shut-downs attributed to human error ranged from 4% for large-tonnage ammonia
plants to approximately 3% for reciprocating ammonia plants. Furthermore, the
percentage with respect to the number of down-time days was approximately 1% and

9% respectively.

These results though indicating the presence of human error may underplay the
importance of the human factor in process operations. It is, however, noteworthy to
point out that while a lot of human errors may not lead to major plant shut-downs,
they may still lead to considerable accidents that may involve considerable damage to
equipment or personnel. Examining the various human errors one may find that there

are a number of alternatives that could lead to their minimisation.
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Table 2.3. Case study of operational failures in a Japanese
petrochemical complex (O' Shima, 1983).

OPERATIONAL FAILURES 482 '
a) Incomplete communication 14
- Wrong information

- Misunderstanding based on ambiguous information
- Improper means of communication or wrong place of signs
b) Malrecognition 48
- Inaccurate recognition
- Operation under a false impression
¢) Misoperation 48
- Unconsciously executed operation according to custom
- Handled by reflex action without consideration of danger
- Manipulating wrong identical devices
- Misoperated in spite of having enough knowledge
- Not aware of mistakes due to lack of feedback
d) Misunderstanding 39
- Did not know operational procedures to avoid urgent conditions
- Forgot operating procedures
- Felt safe based on experience
- Hesitated to make a decision owing to complicated conditions
- Omitted to make a decision owing to urgent conditions

- Paid attention to other requirements

e) Poor skill 20
f) Imperfection of standard operating procedures 112
g) Imperfection of instructions 46
h) Inspection failure 92
i) Maintenance failure 50
j) Technical unknown factor 16
k) Others : 29

Errors occurring due to lack of specialized knowledge -for example a side
reaction that may take place and lead a reactor to a dangerous situation under certain
conditions- could be overcome by means of appropriate training, or through the
implementation of a supervisory system, or even an intelligent decision support

system. Where training would aim to instil the knowledge and formal problem
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solving methodologies to the operator the other two methods could check the status of
the process and inform the operator or even guide him through the appropriate course

of actions to avoid the incident.

Dealing with errors occurring due to lack of skill and experience could be
overcome by the use of simulators for training. Since most chemical plants are highly
automated there is little chance of accumulating experience on-the-job through direct
interaction. Fault diagnosis systems, supervisory systems or intelligent decision
support systems could pin-point the problem or suggest corrective actions. However,
they may have an adverse effect on the human operators' long term effectiveness.
While they may help the operator to deal with a particular incident the educational
value of this experience is negligible. The fact that he may have dealt with the incident
effectively, does not imply that he has understood the underlying reasons for the
incident and that in the future he will successfully cope with the same or a similar

incident if the on-line system is not available.

Errors due to excess or lack of information can be dealt with by using filtering
scheme systems that select the amount of information presented, intelligent decision
support systems that guide the operators’ actions and through the provision of
appropriate training. Through the understanding of the cause and effect relationships
in the plant and with an extensive familiarisation of the human computer interface the
operator should be able to focus attention on important events. Following an
extensive 'theoretical' training session, and a session in an appropriate training
simulator environment where unexpected events can be played c;ut, could provide the
operator with the necessary experience. This would allow the operator to be trained in
similar circumstances and enable the development of a methodology that will help him

to focus on important information.

Errors due to physical or mental fatigue are inherently difficult since they have

to do more with the structure of the shifts and the accumulation of responsibilities
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which the operator has to meet. Effective selection of presented data, reasonable
workloads and effective training programs that fully prepare operators in view of their

tasks, should improve human performance with respect to such errors.
2.4. Improving Process Operations

The need to increase efficiency in process operations led to the development
and application of various concepts and systems. These were briefly summarized in
tables 1.1. and 1.2. respectively. In general the approaches aimed at improving the
efficiency in process operations can be divided into two distinct categories. In the first
one the operator no longer constitutes an active part of the process while in the second

one the operator is still an integral part of the process.

The first category resulted from the belief that plant safety was guarantied by a
good design, and that the operators' contribution was generally negative. Therefore,
alternatives to human operators were sought. One such alternative replaces the man
by simulating him on a controlling system computer, which has the advantage that it
can work accurately and without fatigue for indefinite periods of time. This led to the

development of various on-line computer systems that aimed at fully automated plants.

The second category arose partly due to the present needs in the process
industries until full plant automation is achieved; partly due to the technological
breakthroughs achieved in view of complete plant automation; and finally from the
understanding that even in fully automated plants there will still be a need for human
involvement even if it is implicit. Thus methods and tools that aim to improve the

process operators' efficiency are currently being developed and applied.
2.4.1. Complete Plant Automation.

The development of complex computerized control strategies and effective
operator aids (diagnostic, supervisory, decision support, operations management

e.t.c.) promise that in the future complete plant automation could become a reality.
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However, the question of human limitations takes a new dimension under the
perspective of automation. As the role of the operator increasingly becomes
supervisory (monitoring by exception) familiarity with the process and the system
will weaken. Therefore, the effectiveness of operators' to deal with emergency or

other situations where direct intervention is required, is questioned.

Studies suggest (Bainbridge, 1974) that the internal model that operators
develop for the system can only be kept in mind and updated regularly if they are more
or less continuously involved with on-going control activity. A recent survey showed
that "operators are highly reluctant to see their ability to control the system eroded, by
loss of initiative to the computer system" (Alty et al. 1986). Over-dependency upon
automation systems may have negative effects since in cases where they are not

available, operators may not be able to perform their tasks independently.

As aresultit is seen that in the case of complete plant automation, even though
the operator no longer constitutes an active part of the process, the human presence
still remains. However, the nature of the job ceases from being a continuous
interactive process but becomes one of immediate intervention. Therefore, future
‘operators’ will have to be experts in the process and the plant and have the
knowledge and the ability to handle unlikely situations. Consequently with the move
towards automation the requirements with regard to professional training do increase.
This emphasizes the need for more comprehensive and sophisticated training that will

be administered by increasingly complex training systems.
2.4.2. Systems Aimed at Improving Process Operation

A number of systems have been devised which aim to increase the efficiency
and safety of processes. While these constitute means of enhancing the effectiveness
of the process operator who is an integral part of the process, they also form the

backbone of the drive for complete automation. They include among others: (a)
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advanced control systems, (b) supervisory systems, (c) fault diagnosis systems, (d)

intelligent decision support systems, and (e) filtering systems.
2.4.2.1. Advanced Computerized Control Systems

To enable the operators to perform their tasks with higher efficiency, complex
control and information systems have been developed that take over continuous and
interactive control from the operator and implement complex control strategies that
result in optimum plant performance. The function of these complex control and

instrumentation systems is threefold (Zwaga and Veldkamp, 1984):

1. To reduce the need for operator intervention and to automatically control the plant.

2. To provide up-to-date information about the process plant and enable optimum control

strategies to be implemented by the operators

3. To reduce the risk of damage to plant and personnel by automatically shutting down part

or all of the plant when process variables move out of their normal operating ranges.

The implementation of these advanced computerized control systems have
significantly increased the efficiency of process operations. However, they are not
fool proof. A wide variety of problems can occur (Sachs et al., 1986) which will
cause the control system not to fulfil these functions including: valves sticking,
transmitters failing or sticking, transducer circuits going open or closer circuit, and
operators making errors such as forgetting to operate shut off valves or wrongly

adjusting control loop set-points.

Any of these problems can cause the plant to run outside its operating range
and so increase the risk of damage to plant or personnel. This is the point where an
operator's performance becomes very important. The operator will need to take
corrective action sometimes without the help of the control system or any support
system and, therefore, he needs to be well trained to be able to cope with unexpected

situations.
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2.4.4.2. Supervisory Systems

Supervisory systems are based on a dynamic extrapolation of the current state
of the process so that future states are predicted and can be examined. These are
based on a dynamic simulation of the process which enables the study of the dynamic
profiles of the various variables which in turn indicate where the process is leading
and thus can predict undesirable situations. The advantages of such systems serving
as predictor algorithms could be great. However, high fidelity dynamic simulations of

the process need to be implemented to avoid misleading results.
2.4.4.3. Intelligent Operator Aids

Intelligent operator aids include fault diagnosis systems, intelligent decision
support systems and filtering systems and can thus be examined as a group.
Advances in artificial intelligence (AI) have prompted researchers to investigate the
potential for using Al techniques, particularly expert systems, for the development of
operator aids. This led to the belief that in the near future the process of diagnosis and

the taking of the appropriate control actions will be done automatically.

However, experience has proved that presently "it is impossible to foresee all
the abnormal situations that might happen in the plant, thus to prepare the
comprehensive system of counter measure to plant failures” (O'Shima, 1983). More
advanced systems will have to be developed that will meet these demands. In the
meantime emphasis has been placed on developing systems that will aid the human

operator perform his tasks in a more efficient and effective manner.

Al systems provide sophisticated problem solving techniques to assist
operators of complex systemsjidentify and evaluate problems and their potential
solutions. This is particularly useful in cases where the number of alternatives is

beyond the usual scope of operator experience.



Chapter 2. The Human Qperator In Process Control 35

Expert systems can also serve to preserve expert knowledge in an industrial
plant. Their knowledge-bases can be expanded and/or modified so that they will
encapsulate further obtained knowledge. Moore and Kramer (1985), observe that "an
expert system, once the knowledge is defined, could serve as a training vehicle for the
new operators. In many cases expertise is built-up over many years of operation, and
is lost when an employee leaves or retires. The knowledge base of an expert system
can be expected to become a corporate resource, available without disruption for
training, simulation and other purposes as well as being used for advice and control

for plant operations."

Consequently, research is currently under way to define and design man-

machine interfaces that based on expert systems will:

 provide lists of abnormal operating conditions;

« identify possible causes of failure and screen for the most likely ones;

« demonstrate the effects of occurring or anticipated faults and provide a code of standard
operational procedures;

« provide sensible monitoring of standard operational procedures by periodically checking the
plant’s operational status;

« chart operational trends and extract dominant operational features, which are provided to the
technician with explanations and suggestions about the future course;

 provide graphs of the process with zooming capabilities and multiple levels of abstraction
from very detailed to coarse outlines;

« provide graphs and tables of process performance per unit time (differential) over a period
of time (integral), as well as detailed process accounting using internal pricing for the

various streams.

2.5. Summary

In this chapter the human contribution to the safe and efficient operation of a
processing plant was examined, by focusing on: (i) the process control operator's
tasks, (ii) the common operator errors, and (iii) the various approaches employed

which aim to improve the operator's performance. This examination pointed out a
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number of factors that need to be considered and which have a direct implication in the
development and implementation of effective training programmes for operators. In
summary, the following comments can be made:

1. Operators employ a wide range of skills in order to perform their tasks successfully.

2. Operators employ 'internal’ models of the process in order to perform their tasks.

3. Human error is responsible for a great proportion of industrial accidents.

4. Effective training could lead to a minimisation of human errors.

5. As automation proceeds the role of the operator evolves increasingly towards a

supervisory one.
6. Even with complete plant automation an implicit need for a human operator remains.

7. As the role of the operator evolves with automation so does the sophistication and

complexity of the training requirements.

8. With the increasing use of support systems for process operators there is a growing need

for training to maintain the operators' abilities.

9. Training programmes for operators must address a variety of needs ranging from
background theory and ‘hands-on' training in plant operation, to decision making and

problem solving methodologies.

10. There is a need for diverse and sophisticated training delivery platforms that can

accommodate the range of training needs.

11. Training programmes need to be flexible and easily modifiable to accommodate the

changing role of the process operator.

The examination of the process operator's contribution to plant operation has
led to the identification of the need and the broad requirements for appropriate training
programmes. In the next chapter the general area of training and how it is applied in

the case of the process operator is examined in detail.



Chapter 3

TRAINING THE PROCESS OPERATOR

In this chapter the underlying issues which form the planning stages of
training design and which define the effectiveness of a training programme shall be
briefly examined, along with the various training methods that are currently in use for
the training of process operators. Then, a detailed survey of computer based training
will be presented which identifies the area's current state of the art and limitations, as
well as possible areas of improvement. These will then form the basis for the
development of the integrated system architecture and the development and
implementation{the training programmes that are described in chapters 4 and 5

respectively.

In general the methodology followed for training design involves the
following steps. First, it is important to understand the characteristics and capabilities
of the people to be trained. Then one has to identify the training needs, define the
training objectives, and perform a task analysis. Following this formal definition of
the domain and of the training process, the trainer needs to consider alternative

training options and then select the appropriate training method.
3.1. Trainee Characteristics

The identification of the range of knowledge, level of expertise, motivation
and learning style of the individual and/or the group of individuals to be &ajned is very
important. While it is necessary to specify the objectives of a training course in terms
of the capabilities that the trainees are expected to acquire by the end, it is equally

useful to specify their capabilities at the start. This allows the design of an effective
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training course which suits the training needs, does not include much redundant
material, and utilizes the most appropriate instructional strategy and delivery method

(Dean and Whitlock, 1988; Wetherill and Wallsgrove, 1986).

The range of prerequisite knowledge, skills and capabilities at each level of
competence is best indicated by reference to different groups (eg novice v. expert)

employed to perform the same tasks.
3.2. Training Needs Analysis

The main function of a training needs analysis is to identify deficient
performance, establish its cause and to propose an appropriate solution. There are
generally two procedures of training needs analysis (Dean and Whitlock, 1988). The
first procedure, reactive analysis, is employed to analyse problems of inadequate
performance on existing tasks. The second procedure, proactive analysis is faced
with an impending performance problem as a result of the introduction of new
systems or operational procedures in which case few, if any, of the existing staff
possess any relevant knowledge or skill . Proactive analysis is also applied for the

formulation of the training needs of novice trainees.

"Careful analysis of training needs is essential to ensure that the tasks are
described sufficiently precisely for specifying training and that the correct training
options are selected" (Shepherd, 1989). It is important that the training needs are
identified early in the design cycle so that problems that could be solved with non-
training options (such as (Shepherd, 1986): modifying displays and controls,
providing the operator with job-aids; and re-allocating functions between operators,
plant and equipment) are identified and dealt with. This will allow the proper

preparation for training design.
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3.3. Training Objectives

Training objectives define the knowledge, skills and attitudes that the trainee
will attain as a result of the instruction. These in turn are defined by the set of tasks
which comprise them. Thus, the training objective for a course or session is a
summary of the task analysis and the associated level of proficiency in carrying them

out. It defines the task in terms of the competence to be learned.

Two major types of objectives have been identified (Lysaught and Williams,
1963). The first type are immediate objectives. These are usually stated as something
concrete to be learned, or as some specific knowledge, understanding or skill to be
acquired. The second type are ultimate objectives, and relate more to the long-term

development of the learner and the systematic use of the subject matter .

As far as possible, all the objectives should be defined in operational,
observable, and measurable terms in order to facilitate the training design and its
subsequent evaluation. Itis often helpful to state clearly the objectives of any piece of
instruction (what the trainee is expected to learn in order to carry out the part of the
task in question) since it will allow the trainee to place emphasis upon key features and
recognize when the learning objective has been attained. This will also enable the
instructor to focus attention on the key issues to be taught and recognize when the
trainee is able to demonstrate competence (Lysaught and Williams, 1963; O'Shea and

Self, 1988; Dean and Whitlock, 1988; Shepherd, 1989).

For example in the case of process control operators one ultimate objective
may be to 'perform a plant start-up from cold'. This is a life-long objective (Dean
and Whitlock, 1988) as it will be continuously refined and improved according to
experience and new technological advances. On the other hand an immediate objective
that may form part of the stated ultimate objective could be 'set up the liquid

circulation'.
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3.4. Task Analysis

As stated in the previous section training objectives are defined by the set of
tasks which comprise them. Therefore, the identification of these tasks is an
important aspect of any training design. Task analysis aims to identify precisely what
the individual trainee needs to know. It is the "analysis of a learning task in terms of

an ordered set of required capabilities” (O'Shea and Self, 1988).

A task is a logically related set of actions required for the completion of a job.
Tasks and activities may be broadly classified (Holding, 1987) as either verbal or
motor, or as composite of both of these. The verbal category includes linguistic
activities and also cognitive processes such as judgement, rule learning, and problem-
solving. The motor, or perceptual-motor, category includes all of the other tasks in
which bodily action plays a part. Tasks may be simple or complex. There is also a
distinction between discrete tasks, such as setting a setpoint, and continuous tasks,
such as maintaining steady state. The discrete tasks may in turn be either single, or

else serial, as in the repeated procedures used in many industrial tasks.

In particular task analysis for instructional purposes needs to describe both the
expert's performance and also the performance characteristics of novices in an attempt
to discover or point key differences between them, thus suggesting ways of arranging
experiences that will help novices become experts. "Instructional task analysis should
elucidate the relations between activity during learning and competence that results
from learning. It should suggest ways of organizing knowledge to assist in
acquisition, recognizing that this organization may differ from organizations that are

most efficient for expert use of that knowledge” (Resnick, 1976).

A number of approaches have been developed for task analysis. Thorough

reviews can be found in Duncan (1974), Resnick (1976), and Gregg (1976).
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Shepherd (1985, 1986) describes and gives examples of an approach "particularly

suited to the analysis of process control jobs".

"Hierarchical task analysis commences by describing the job or task in terms
of an operation -an instruction to achieve a goal, such as 'run plant', 'operate
desalination plant' or 'operate compressor'. The analyst then re-describes the
operation in terms of a set of sub-ordinate operations and a plan which governs the
conditions under which each of the sub-ordinate operations are carried out. Any
operation is therefore equivalent to the set of its sub-ordinate operations as carried out
according to their plan. Each of the sub-ordinate operations can be re-described
further if the analyst requires, again in terms of sub-ordinate operations and a plan”

(Shepherd, 1986).
3.5. Training Methods

The nature of the task to be learned will determine the content of the training
programme as well as the appropriate training method. An abundance of instructional
methods have been employed to deliver training. It is therefore, important to identify
which method(s) is best for achieving the training objectives. Alternatives include
(Wetherill and Wallsgrove, 1986) lecture programs, slide programs, videotape or
movie presentations, home study, workshops, on-the-job training, simulation

training, computer based training or some combination of these.

There are no clear cut rules as to which method is best for any particular
situation. Often a combination of methods will prove to be mcre effective than any
individual one. The selection of the most appropriate method, or combination of
methods, for specific objectives is necessary if a structured and effective training
programme is to be achieved. Nevertheless, more often than not the final selection

will be determined by time and cost constraints.
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3.5.1. Lectures

The traditional approach to training process operators has generally been
training through lectures and on-the-job. Lectures are useful especially in presenting
theory and general issues where no individual attention is required. This could
involve "teaching basic knowledge about the plant, for example its structure and
function, and about elementary physics and chemistry, is often a useful way of
introducing the trainee to the plant and process. It can help in teaching the names of
parts of plant and equipment, justifying certain procedures and safety measures and it

can often be quite motivating if done well" (Shepherd, 1986).

The application of various training tools such as slides, video presentations
have enhanced the transfer of knowledge through lectures. Furthermore, lectures are
cost effective since one trainer can at the same time teach a number of students. In
addition to that, the trainer has a first hand understanding of the effectiveness of the
training session. Therefore, he can make necessary on the spot changes. For
example, he could provide the trainees with various examples in an attempt to clarify

and explain difficult concepts and thus ease the learning process.

However, lectures have their limitations. They are remote from the real world,
and not well suited to training people that have to perform practical tasks, as is the
case of process operators. Nevertheless, the initial theory could be presented through
lectures. However, since all trainees are expected to perform their job up to a certain
standard, limitations arising from the lack of personal attention and individual training

may lead to superficiality and misconceptions.
3.5.2. Self-Study

Self study is based on the assumption that the trainees are self motivated and
that they can follow courses at their own pace. Itis not aimed at trainees that are being

trained to perform certain practical tasks.
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An example of this approach to the problem of training operators is the Open
Learning Course for Process Operators (McCaughey and Geary, 1988), a long term
scheme that aims to give the process operator a better all around education. Itis a
method that has been receiving considerable attention lately and its main aim is to meet
specifically the needs of shift personnel. As Geary (1988) points out, open learning
"is a student oriented activity based on carefully-written and self-explanatory material
with tutorial back-up and reassurance, balanced workloads and sufficient incentives to

satisfy self motivated students."

The advantages of a successful self study program are that the trainee has more
or less total control on the training process as he can organize his time and proceed
with the course at his own pace. Furthermore, self study is cost-effective as it is
carried out on the students time and therefore it does not interfere with actual shift
work, Additionally, once the training material has been prepared by the trainer they

can be applied time and time again.

The main disadvantages of self-study are that it is entirely dependent upon
student motivation and that it is best suitable to theoretical training rather than training

for practical tasks and real environment operation.
3.5.3. Workshops

Workshops provide the opportunity for trainees to assemble and discuss the
subject matter and exchange views and experiences. It is an effective method since it
can pin-point issues that have not been clearly understood by the:trainees in lectures or
during home study. In the case of refresher courses for experienced operators,
workshops are a valuable means of discussing plant operation as has been observed in
real life. However, the workshop method assumes that some other form of training
has preceded and so is an additional method that enhances a "trained" operator's

understanding.
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3.5.4. On-the-Job Training

On-the-job training is an effective way of providing the trainee with a realistic
understanding and a good first hand feel for the tasks that he will have to perform. "It
also provides an opportunity to help integrate the new trainee into the working
environment" (Shepherd, 1989). During on-the-job training the trainee is usually

teamed up with an expert operator who acts as the instructor.

The expert operator points out things that are system and plant specific and
tries to provide the novice operator with the specialized knowledge that he (the expert)
has attained through operating the plant in the past. "This requires the instructor to
describe and demonstrate various parts of the task to the trainee, then observe and

correct the trainee as he attempts the task for himself" (Shepherd, 1986).

However, on-the-job training has its limitations. It is at best an inefficient
training procedure and can lead to the perpetuation of poor working strategies. The
fact that the trainer is an expert operator does not guarantee his ability or willingness to

teach or even communicate so as to transfer his knowledge to the novice operator.

Another important consideration arises from the highly advanced control
systems and 'efficient’ designs that exist in industry. It is very possible that a new
operator will not be exposed to an alarming situation during training and even if a
critical situation arises, it is unlikely that the novice will benefit from it. First, the
expert operator will be more concerned with dealing with thev_ problem rather than
teaching. Second, the probability that the next critical situation that arises will be the

same is very low. Therefore, this experience may not prove useful.

For the same reasons it is possible that a new operator will not experience
start-up or shut-down during training since, nowadays, there may be a time period of
a few years before a plant will have to be shut-down. As a result this form of training

needs to be supplemented by other methods.
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As a result on-the-job training is best at bridging the gap between theory and
practice in tailored environments, and the real world. However, it lacks in the areas of
efficient knowledge transfer and adequate preparation for general problem solving

methods.
3.5.5. Simulation Training

"Simulation training means using some kind of representation of the task to be
learned to provide a trainee with the opportunity to practice aspects of operating skill
safely within a training programme" (Shepherd, 1986). This involves the presentation
of a model of some process or system to the student in the hope that by studying its
performance the student will gain insights into whatever process or system is being
modelled (O'Shea and Self, 1988). Often simulation may serve to remove

complications which could obscure the more important principles to be understood.

In simulation training the student's role is usually more than that of a mere
spectator. While simulation can and is being used for demonstration purposes, it can
also cater for interactive training. Often the student is responsible for providing inputs
to the model, after deciding on some strategy of use, and thereby is able to experiment

with the modelled system.

Simulation is of direct importance to the training of process operators since it
is the only method that enables the training of operators for characteristics of process

dynamics, time dependencies, fault diagnosis, fault management etc.

An important consideration is the degree of simulation fidelity necessary to
achieve the training objectives. This is thus greatly dependent upon the task(s) to be
learned and the stage of learning, which in turn will specify the constraints that will

determine the medium for the simulation.
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For example Marshall et al. (1981) describe a low fidelity training simulation
which has been "extensively developed and applied in industry to deal with fault
diagnosis". Early on, faults are represented by line drawings of the display while at a
later training stage a technique of "back-projection of slides of control-panel mock-ups
showing different fault-conditions is used to provide a life-size representation of a

panel”.

Different approaches and techniques have been developed and implemented
that aimed to prove the appropriate environment for simulation training. Earlier
general purpose examples (Shepherd, 1986, 1989) include: (i) the manually operated
Carmody Universal Trainer, which required a trainer to move instruments individually
from his instructor's console, (ii) 'wet simulators' which are dedicated constructions
of pipes and valves, used to boil up water and pump it around a system, (iii)
electronics analogue devices, such as the Simtran II, which comprised  different

modules that could be fitted together in different configurations.

The technological advances in computing have resulted in the development and-
implementation of computer based training simulators, (examined in greater detail in
section 3.6.6.) as both part-task and full scope simulators which are custom built and

can offer a high degree of fidelity.
3.6. Computer Based Training

Computer based training (CBT) is a generic term that covers both computer
assisted instruction (CAI) and computer managed instructioﬁ (CMI). Computer
assisted instruction (also known as computer assisted training, CAT; and computer
assisted learning, CAL) refers to the use of the computer as an interactive training
medium through tutorials, simulations and drill and practice. Computer managed
instruction (also known as computer managed learning, CML; and computer managed

training, CMT) refers to the use of the computer to direct the student through a course
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which may, or may not, be computer based and also carry out an evaluation of the
effectiveness of the training based on the results of tests and measures of performance

taken during the course.

Computer based training has received considerable attention in recent years
due to decreasing computing costs, the increasing flexibility of computer systems, and
the increasing sophistication and flexibility of development platforms. CBT has many
benefits over traditional methods that make it a very valuable tool. This is evident
from the great range of training programs that have been developed both by type and
by field of application. This range extents from small computer based tutorials which
aim to teach basic principles to children, to full scope training simulators of process
and nuclear plants where human operators can receive hands-on experience in a

realistic environment.

The results of a survey by Dartt (1985) reveal the importance given by plant
management to effective operator training schemes. An overwhelming majority of the
managers pointed out that improved hands-on and practical operator training is much
more important than the traditional methods of training in a plant environment i.e.
lectures, presentations, and on-the-job training with an experienced operator. An
important aspect of process operator training is considered to be the development of an
appreciation of the way process systems respond to their changes. This can be
achieved with the use of training simulators. This view is further supported by an
earlier survey conducted by Chemical Week (1983) where the use of simulators as

training tools was found to be very appealing and desirable.
3.6.1. Costs of Computer Based Training

The routine use of CBT, while predicted, has been inhibited by the reluctance
of instructors to use it as a training method. This is mainly attributed to the associated
costs that are involved both in developing the CBT material and in integrating this

material with current instructional practice. In this section we pursue an analytical
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examination of the costs involved in the development and implementation of computer
based training. These costs can be described in two categories (Dean and Whitlock,

1988), Start-up costs and on-going costs.
3.6.1.1. Start-up costs
1. People

Before CBT can be implemented successfully it is necessary for the instructors
to acquire a great range of specialized skills. Assuming that all the necessary steps as
described in sections 3.1. to 3.4. have been performed the training design team will
now be faced with the formulation of the instructional material for CBT. This will
involve familiarisation with skills of programmed learning and authorship, screen
design, user-interface design and will also involve familiarisation with the authoring
environment (software and hardware) that will serve as the platform for the
development and implementation of the CBT course. Unless the training objectives
are fairly simple and the envisaged course is also straight forward then there may be a
need for a team of specialized developers. As an example we can consider two

extreme cases.

The first case is that of an instructor who wants to develop a simple history
simulation, such as DRAKE (Payne et al., 1980), to augment the educational value of
his overall course. DRAKE is a decision-making simulation in which students are
encouraged to role-play with a view to gaining an insight into a historical situation and
also establish empathy with the central character. The subject of the simulation is the
story of Drake's voyage around the world. It has been developed and implemented by
the teacher in BASIC (programming language) and while not extremely 30phisticated

it has proved sufficient.

The second case is that of the development of a high fidelity full scope

simulator for the training of an Olefins' plant process operators (Jones and Brook,
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1990). The complexity of the problem demanded the attention of two development
teams. The first team was headed by a Project Manager and comprised of Lead
Engineers who were responsible for the technical aspects of the process model, the
emulation of the Distributed Control System and the hardware and software aspects

of the training simulator.

The second team also headed by a Project manager comprised of training,
operations and process engineering specialists. In order to optimize the development
effort it was necessary to set up communications protocols between the Project
Managers and in addition a technical level of communication was established where

technical information was exchanged.

Clearly the two examples correspond to two extreme cases of simulation
training. However, both are justifiable. In the DRAKE simulation it was possible for
one person to undertake all the steps necessary for formulating the subject matter as
CBT material. It did not involve any extensive specialized knowledge. The teacher
employed his familiarity of BASIC and his first hand experience of teaching the
subject to implement a linear programmed instruction structure. Furthermore, the

interactive questions and answer session was again drawn from his own experience.

In the Olefins plant training simulator this was not possible. The complexity
of the problem was such that a whole range of knowledge and skills was needed.
This need for specialized skills forced the management of the Olefins plant to contract
an external service organization (the first team described above). Overall, the people

cost involved with such an effort is great and it is not easily justifiable.
2. Equipment

It is highly likely that the introduction of CBT will lead to additional equipment
costs, the least of which may be terminals or microcomputers in the training

department for course development. A higher cost factor may arise from the hardware
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platform from where the CBT course is to be run. The two cases above are also

indicative of the range in equipment costs.

The development of DRAKE was done on a personal computer while the
development of the Olefins simulator required a network of computers to be used by
each of the team members. Also the delivery platform was different. DRAKE was
implemented on a basic personal computer similar to that which was used for its
development, while the Olefins simulator required a DEC MicroVAX 3500 (TM)
which was to execute all the simulation software within a DEC VMS operating system
environment which was rated at 2.7 MIPS and which was provided with 16 Mbyte of
memory. Further costs included specialized Trainee Operator and Instructor

Consoles.

3.6.1.2. On-going costs

1. Course production

Many statistics have been produced for the time it takes, in man hours, to
produce one hour of a CBT course. Estimates (Eberts and Brocks, 1987) range from
over 2000 to just a few hours per hour of instruction. However, the figures (Fielden,
1979; McFarlane, 1983; Dean and Whitlock, 1988) generally vary around 200:1.
This time is dependent on several factors including the characteristics of the lesson to
be produced (for example: training objectives, course sophistication and duration,
brand new versus existing course that needs updating etc.), and the level of experience

of the instructor.

Furthermore, the development of specialized tools and software necessary for
the formulation of the course may greatly increase the development effort and thus the
course production costs. For example, when training simulators for the process

industries are considered, major cost factors can be identified in the initial
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development of models for plant and control systems, of robust numerical solution

techniques for simulation in real time, and of operational and training sequences.

In addition to the people costs attributed to course production (man hours to
one hour of instruction ratio), there are recurrent costs of the equipment used for
course development, depreciation, maintenance, paper, etc. and the costs of non-

computer based material which may be used in conjunction with the CBT material.
2. Course presentation

The costs for course presentation among others include the running costs of
the equipment that is used, supplementary material that is handed out to the students,
the time the trainer and others have to spend running the course and helping in tutorial
sessions, and creation of a suitable learning environment. The range once again varies

greatly.

For example in the DRAKE simulation, the associated course presentation
costs where very low. The running cost of the equipment was 'minimal’. The cost
for the accompanying student booklet which was handed out by the instructor was
insignificant. Finally, since the DRAKE was used as a add-on to a structured lesson it
did not require special trainer time allocation or the creation of a specially suited

learning environment.

AL the other ead of the spectrum are full scope high fidelity training
simulators used for the training of process operators. Here the costs involved in
course presentation can??ind usually are very high. The running costs of the
equipment is significant, there is a need for a full support team of trainers, need for
extensive supplementary material and also a need (Ancarani and Zanobetti, 1983) for
the provision of an exact replica of the control room which involves both the
emulation of the control system (man-machine interface) and the replication of the

work environment.
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3. Course updating

Courses may need to be revised because of errors, changes in the subject
matter or to improve the content. The associated costs are directly related to the
approach followed in the initial development of the training (instructional) material.
Other than the costs that may fall in any of the previous categories (people, equipment,
course production, and presentation), there are costs associated with the direct
modification of the training course. Often computer based training material become
deeply embedded in bespoke hardware and software implementations making
subsequent maintenance and changes difficult to implement leading to a rapid

obsolescence of the entire system.
3.6.2. Benefits of Computer Based Training

The benefits achieved from the use of CBT are often "soft" and difficult to
quantify in the usual accounting sense. However, in areas where CBT is appropriate,
the benefits are none the less real and often quite significant (Chemical Week, 1983;
Eberts and Brocks, 1987; Billing et al., 1986; Gran et al., 1988; Dean and Whitlock,
1988; Leitch and Horne, 1988; Elston and Potter, 1989). It is possible to describe
these benefits in two categories: (a) student benefits, and (b) training department

benefits.
3.6.2.1. Student Benefits
1. Consistent presentation of the training material

Computer based training courses can be formulated so that the instructional
strategies of the best instructors can be incorporated and replicated in a CAI lesson.
This leads to consistent high quality instruction on a large scale which is capable of
continuous refinement to incorporate new elements on the basis of research or

experience. (Eberts and Brocks, 1987; Leitch and Horne, 1988)
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This consistent instruction and presentation of the instructional material
contrasts with the more conventional training methods which depend greatly on the
teaching abilities, knowledge, and availability of expert instructors. The development
of a CBT course is normally a team effort, with the team being comprised both by
expert trainers and by subject experts. Thus, an optimal integration of the
instructional material with the most appropriate instructional strategies, needed to meet

the training objectives, could be achieved.

Finally, this consistency of instruction and instructional material leads to the
cost-effective "distribution of expertise to student groups, with a greater consistency
of the eventual proficiency across a student group than can be achieved by

conventional, time-constrained means" (Leitch and Homne, 1988).
2. Special short-term requirements can be met

In cases where either modifications to existing procedures, task descriptions,
and operational objectives have taken place; or the introduction of totally new factors
(such as the introduction of new equipment) affect a substantial proportion of the
company's employees there is a need for them to undergo a short amount of training
fairly rapidly. In such cases a short CBT module may be desirable, at least for those
who need to achieve a measurable minimum level of knowledge about the changes
which will enable them to stay in control until proper and thorough training is

provided.
3. Practical training can be made more effective

One of the biggest advantages of CBT is that it can allow extensive hands-on
training in realistic environments without the complications, risks and costs arising
from either workshop-based or on-the-job training (see sections 3.5.4. and 3.5.5.).
Furthermore, a lot of practical training has a very low student/teacher ratio - often one

to one. While the effectiveness of this training with conventional methods greatly
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depends on the people doing the training, with CBT it is possible to provide consistent

high quality training and retain this low student/trainer ratio.

Practical computer based training can be most effective when CAI courseware
can be embedded in a computer based operational system so that the learning
environment and testing situation is highly similar to the operating environment.
Embedded training provides the best of two situations: hands-on training and the
instructional techniques of CBT. In the process industries this is extensively
supported from the use of a range of training simulators where process operators are
trained to operate a plant under both normal and abnormal conditions. Of particular
importance is computer based training aimed at the development of diagnostic skills

through the presentation of simulated fault scenarios, alarms etc.
4. More effective use of student time

The self-paced nature of CBT and the use of screening tests that identify the
levels of knowledge and expertise of the student both prior to the course and after its
completion means that instruction can be provided effectively. Students with higher
levels can complete the course faster than those with less or those who are slow
learners, but eventually each should complete the course satisfactorily. This gives the
opportunity for the better students to become productive sooner, yet the less able will

not return to the job with gaps in their knowledge.

It has also been shown (Dean and Whitlock, 1988) in many cases, that the
time taken for meeting the training objectives by the majority of students completing
the CBT course, is significantly less than with conventional courses. "This is called
learning compression and it is becoming widely accepted as an important factor in

justifying CBT" (Dean and Whitlock, 1988).
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5. Training to a qualified level of achievement and proficiency

The main goal of all forms of training is to meet the training objectives.
However, it is not always possible and a number of reasons could be blamed for this.
Amongst these are time constraints imposed both from the time allocated for the actual
training course and also from the time afforded by the students' prior to taking up their
roles at their actual place of work. On the other hand "if a formal course is necessary,
the content may fill only part of a day and the temptation is to stretch it to a full day to
justify bringing people from far and wide" (Dean and Whitlock, 1988). Computer
based training allows for a qualified level of achievement and proficiency with
"performance and attainment the end-point rather than the expiry time available for

training" (Leitch and Horne, 1988).
6. Privacy

Computer based training allows students to succeed or fail in private. Thus,
the embarrassment of failure is lessened, students feel free to take more risks and.
explore different possibilities (Eberts and Brocks, 1987). Students are often inhibited
from asking questions either in class, in a tutorial or directly to a tutor. CBT allows
them to ask questions and 'teach themselves' without embarrassment or intimidation
(Billing et al., 1986). Furthermore, they can repeat and review sections of a CBT

course until they feel confident with the instructional material.
7. Immediate feedback

Positive reinforcement and feedback form an important part of training.
Furthermore, "it is most effective when it is directly and unambiguously linked to a
particular action so that the student can quickly see a mistake" (Eberts and Brocks,
1987). Immediate feedback is another advantage gained from the use of CBT where
the training process is highly interactive with "the student assuming the active role

which has been proved optimal for learning" (Billing and Yue, 1987).
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In a CBT course student questions, answers, and decisions are immediately
evaluated and the appropriate feedback is provided through the implementation of a
tutorial dialogue utilizing the most appropriate instructional strategy (Lysaught and

Williams, 1963; O'Shea and Self, 1988; Halff, 1988).
8. Idiosyncratic adaptation.

A good CBT system will not only proceed at the student’s pace, but it could
also provide material in a manner compatible with the student's learning characteristics
(e.g. abstract versus concrete, verbal versus graphic, concept versus example) (Eberts
and Brocks, 1987). Itis possible for a CBT lesson to adapt to the individual student's
need thus enhancing the overall effectiveness of the training process (Sleeman and

Brown, 1982; O'Shea and Self, 1988; Burns and Capps, 1988; VanlLehn, 1988).
9. High student motivation

With CBT the training process is dynamic since it depends upon the student's
attention and interaction. This interactive student participation and self-paced learning.
leads to high student motivation. It is motivating for the students as it gives the
opportunity for the better ones to become productive sooner, yet the less able do not

return to the job with gaps in their knowledge.

As a result of this motivation students  not only exploit the capabilities of the
system in a range of different ways but also use CBT systems during shifts or even

for personal development (self-study) in private time, i.e. the "o;;en learning” concept.
10. Training is available when the trainee is ready for it.

"Classroom-based training is seldom economic, and not usually very effective
for very small groups (two or three people)" (Dean and Whitlock, 1988). However, it
is often the case where one or two employees are ready for the next stage of their

training, and have to wait until more are ready before the course can run.
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Furthermore, training may be dependeatupon the availability of expert
instructors (Billing et al., 1986). A CBT course can be taken by the students as and
when they become ready, without any delay. Thus, the motivation is retained and
there is a continuity in the training process. Again trainees become productive more

rapidly.
11. Reduced travel and time expenses

A flexible CBT system could be used at various on-site locations either as it is
or with minor modifications. Instructional materials can be sent through
communications links, thus reducing the need for costly personnel travel. In cases
where offices are dispersed over a wider area, travel and accommodation costs may be

a major factor in justifying CBT.
12. The student is not away from his place of work

Computer based training can provide high quality training at remote sites.
Furthermore the students' testing can be ensured to be highly similar no matter what
the student's location. This could lead to a reduction of costs arising from having to
accommodate for students being sent to 'training centres' and, who are therefore, not
available for work over a period of time. For example in the process industries
operators can be trained at their plant and be readily available when emergencies or

demanding situations arise (Billing et al., 1986)
13. CBT can be available at any time of the day or night

Once the CBT material has been developed and implemented on a computer
system it is possible to make the material available around the clock. This could be of
particular use for workers on the night shifts. Night shifts, in some industries and

jobs, do not have the same amount of work as day shifts, therefore, there is a great
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deal of time which is unutilized. Furthermore, the computer equipment is likely to be

less heavily used overnight, thus providing resources for the CBT course.
14. Training can be carried out from home

In special situations CBT could be used for self-study at home. This home
based training can work with either a portable microcomputer, a terminal that can be
connected into the central computer providing the training, using the public telephone

system or by viewdata using a domestic television (Dean and Whitlock, 1988).
3.6.2.2. Training Department Benefits
1. Reduction in instructor involvement in a specific course

A CBT course should reduce the overall instructor involvement in the course.
The CBT parts of the course should minimize if not eliminate instructor preparation

time, as well as the time actually spent with the class.

CBT may also allow for a reduction in the number of instructional,
administrative, and training support staff, therefore leading to significant cost
reductions (Eberts and Brocks, 1987). CBT could still be cost effective in cases
where courses may require a local supervisor or instructor to support or enhance the
CBT material by monitoring exercises, giving feedback, discussing problems and so

forth (Dean and Whitlock, 1988).

Furthermore, just as student travel costs may be reduced by CBT, so may that
of the trainers if they are normally required to run courses in different parts of the

country or world.
2. Amendments can be speedily incorporated

It is generally more difficult and expensive to change printed material than to

make minor changes to the CBT courseware. The parts of a CBT course actually on
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the computer can be updated and in use again very rapidly, particularly with a centrally
provided mainframe facility (Eberts and Brocks, 1987; Dean and Whitlock, 1988). A
special case is that of full scope high fidelity training simulators where maintenance
and modifications to the existing material may be very expensive. It is pointed out
however, that it is a necessary burden since an alternative more suitable training

medium which would perform their function is not currently available.
3. Easier and more accurate monitoring of student performance

The ability of CBT to monitor and record statistics on the performance of
individual students including if necessary, the time spent on particular topics, can lead
to considerable savings in the time of trainers in supervising, marking and recording
the results of students' tests. This inherent monitoring capability of student
performance can lead to the dynamic adaptation of the course structure to meet student
needs, performance assessment by student and instructor and vital operational data to
aid the evaluation and refinement of the system's training effectiveness (Dean and

Whitlock, 1988; Leitch and Horne, 1988).

Finally, the collection of student responses and their respective paths through
the CBT course, together with their recorded comments on modules and the students'
performance statistics, give the trainers the ability to re-evaluate and improve the
course. This function could be centralized and thus, the outcomes could be used to

improve the effectiveness of the course at the same time at all the user locations.
3.6.3. Computer Managed Instruction

A Computer Management Instruction (CMI) system is one which is used for
the management and administration of the instructional process. "The aim of CMI
systems was to help teachers and trainers with the recording of behavioural process
data and analysing it to provide a diagnosis of the state of the learning process"

(Quintanilla, 1989). CMI uses the computer to direct the student through a course
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which may, or may not, be computer based and also appropriate the use of other
instructional material or systems (for example tutorial lessons, field exercises,
individual studies, instructional groups, meetings with the training staff) (Eberts and
Brocks, 1987, Dean and Whitlock, 1988, Quintanilla, 1989). In effect it performs
three functions (Padden et al., 1983): assessment, decision-making, and record-

keeping.

Assessment of student progress relative to specific instructional objectives on a
pre-learning and post-learning basis ensures that students are: a) directed towards
courses that cover knowledge or skills not previously mastered, and 2) that students
are not allowed to complete a course until performance criteria associated with its

instructional objectives have been achieved.

Decision-making refers to the capability of a CMI system to compare student
performance with 'threshold criteria' and to generate learning activity 'prescriptions'
(such as (Eberts and Brocks, 1987): individual practice, text assignments, group
activity, teacher consultation, laboratory sessions, a CAl session and alternative media
sessions) on the basis of a student's prior accomplishments and learning style. The
suggested path that the student will follow is dependent on the results of tests and

measures of performance taken during the course.

Record-keeping refers to the capacity of the CMI system to collect, record,
document and analyse all performance data both for students and for the instructional
system generally. The records can be used for a variety of purposes (Padden et al.,

1983; Eberts and Brocks, 1987; Dean and Whitlock, 1988), including:

1. The analysis of achievement of individuals and/or groups of learners

2. The analysis of test items for reliability so that it is possible to tell exactly what aspects of
a course need to be improved, changed or deleted

3. The evaluation of specific learning resources relative to their comparative cost-effectiveness

4. The measurement of return on instructional investment.
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It is generally acknowledged that effective and comprehensive CMI systems
greatly improve the efficiency and cost-effectiveness of the instructional organization.
Furthermore, it is accepted that CMI is a great improvement on alternative instructional
management systems, as the demands of an effective management system are extreme.
"Even relatively primitive manual instructional management systems can consume

abundant human resources" (Padden et al. 1983).

However, the drawbacks of CMI arise from its very benefits. CMI is
basically a management information system that requires a significant amount of data
storage and power. Presently the view is (Eberts and Brocks, 1987) "that a large
mainframe is a must”. However, as microprocessor technology expands, micros too

may have the capabilities to perform efficiently the described functions.
3.6.4. Computer Assisted Instruction

Computer Assisted Instruction (CAI) is the form of CBT which employs the
computer's ability to recognize and categorize data in order to teach students by means
of tutorial dialogues. This dialogue is generally controlled by the computer -which
presents instructional material, makes statements and asks questions- although the

student is occasionally offered options (Tawney, 1979b).

It is the norm for the computer to present theoretical subject matter - in text
form, graphics displays, animation, video etc. - and then to check the student's
understanding of the subject matter. This evaluation is done by comparing the
students response - for example a number, a multiple choice identifier, completing a
statement etc. - to conditions that have been predefined in the CBT structure.
Following this internal evaluation of the student's responses the computer then
provides the appropriate feedback (for example, errors may be pointed out with
possible explanations, while correct answers may be rewarded) and continues with the

next appropriate step in the instructional sequence.



Chapter 3. Training the Process Operator 62

Furthermore, CAI is often used in conjunction with other instructional
systems. For simulators, CAI can be used to guide the instruction. CAI can also be
used as a component of a CMI system. Finally, intelligent CAI (ICAI) is a class of
instructional programs that is made more intelligent through the use of artificial
intelligence (AI) techniques. ICAI can be used to control all aspects of the
pedagogical interactions with little or no assistance from an instructor (Eberts and

Brocks, 1987). This extension of CAI will be discussed in section 3.6.5.

In CALI the interaction of the student and the computer is highly and carefully
structured since the tutorial dialogue is concerned with the organization of knowledge.
As aresult the student's training is performed in a constrained manner. Therefore, the
designer needs to think in detail about what information is involved in a particular
topic area and the order in which it should be covered so that the student's formation

of links between items is optimized (Peterson, 1979).

The main criticism of CAI arises from its tutorial nature. A question often
asked is: 'Would it not be better if the tutorial was carried out by a human tutor and'
not by a computer?' Assuming that it would be financially feasible for each student to
have a one-to-one session with a tutor, then certainly some aspects of the tutorial
would be better if covered with a human tutor who can embellish the tutorial session
by drawing from a detailed knowledge of the subject and with examples based on his
experience and from common sense. Therefore, he can adapt the training and focus
directly on a particular student's needs more effectively. - However, there are
constraints that may limit the effectiveness of this approach (see sections 3.6.1. and

3.6.2.).

In contrast to a human tutor most CAI packages have a limited range of
responses. Furthermore, issues such as student's misconceptions and inherent
misunderstandings are difficult to identify and represent in a computer program, as

they require intelligent insight in both the students responses as well as the sources of
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such problems. Therefore, it is hard to tailor a CAI system to the particular needs of
any one student, while the tutor can offer a range of examples accordingly to what his
experience and common sense indicate as being the right path to follow to correct a

particular student's error.

Nevertheless, the nature of CAI allows for the possibility of effective one-to-
one training. The tutorial dialogue offered through CAI packages not only allows
individualisation but also forces the student to become dynamically involved in the
educational process. This results in students feeling a greater degree of participation.
Furthermore, "computerized tutorial dialogue has a different scale; compared to what a
human tutor provides, the computer provides micro-tutoring: steps are small and
individual questions frequently require low-level answers" (Tawney, 1979b). A tutor
would find it embarrassing and boring to conduct a dialogue at this level. On the other
hand a dialogue with a machine is bound to be less personal and intimidating.
Therefore, students are more likely to repeat 'difficult’ sections time and time again

until they achieve the necessary and/or expected level of competence.

This is also one of the reasons why CAl is often used as an additional tool in
the training process even in areas where the complete substitution of the human
contact is not desired or even envisaged. The amount of computer control over the
complete instructional process varies with the application. CAI can be used as an
ancillary part of an instructor's lesson, providing instruction on a small subset of the

total material (Eberts and Brocks, 1987).

Various approaches have been followed in the formulation of interactive CAI
sessions (for an extensive analysis see O'Shea and Self, 1988). However, the two
main approaches are linear programs and branching programs. These are examined in

some detail in sections 3.6.4.1. and 3.6.4.2. respectively.
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3.6.4.1. Linear Programs

The first methodology to be implemented in CAI was linear programming.
Linear programs derived from Skinners "principles of operant conditioning, the basic
law of which states that if the occurrence of an operant is followed by the presentation
of a reinforcing stimulus, the strength is increased" (O'Shea and Self, 1988). The
work of the behaviour psychologist indicated that the student must be taught
individually in small steps and be provided with immediate feedback on his response.
If he is successful, he must be rewarded ('Good!"). The important event in this
approach is considered to be the reinforcement following the occurrence of desired
behaviour. As a result for greater effectiveness the teaching material should be

organized so as to maximize the probability of correct responses.

In linear programs (Lysaught and Williams, 1963; Atkinson, 1976; Tawney,
1979a; Dean and Whitlock, 1988, O'Shea and Self, 1988; Quintanilla, 1989)
instructional material (frame) is presented to the student according to a pre-arranged
sequence which has been devised with the aim of taking the student one small step
towards the desired behaviour and or level of expertise and knowledge. The student
is then prompted by the system for a response which is directly evaluated.
Immediately after, the student is informed whether he is right or wrong (more often
than not without any additional or explanatory feedback). Once this step is completed
the program moves on to the next frame which has been predetermined by the author
of the teaching material and is independent of the correctness of the student's

response.

The main contribution of linear programming is its emphasis on the importance
of feedback and individualisation. However, in this approach feedback is considered
to be important only after correct responses and thus it is inflexible. Further,
disadvantages of this approach arise with "its inability to characterize individual

students' knowledge of specific skills, and its inability to relate students' skills to
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curriculum as anything more than a ratio of problems correct to problems attempted.
The program cannot make fine distinctions between a student's strengths and
weaknesses, and cannot present instructional material specifically appropriate to that

student beyond 'harder’ or 'easier’ lessons" (Atkinson, 1976).

As a result, the individualisation that the student receives with linear
programming, is that he may work through the material at his own pace. However,
"there is no way that he may receive material different from that received by any other

student" (O'Shea and Self, 1988).
3.6.4.2. Branching Programs

The lack of flexibility of linear programs in adapting to individual leamning
states led to the idea of branching programs (Atkinson, 1976; Tawney, 1979a; Dean
and Whitlock, 1988, O'Shea and Self, 1988; Quintanilla, 1989), which use incorrect
student responses to identify misconceptions and accordingly branch the program
sequence so as to try and overcome these errors; for example by presenting further

information.

Branching programs are based on Crowder's approach (O'Shea and Self,
1988) of 'intrinsic programming'. In this method the student controls his own
progress through a lesson, by the responses he makes to the questions or problems he
meets. These questions are set in multiple-choice form to enable him to select the
route or branch appropriate to his understanding of the material. However, "a
programme with multiple-choice questions is not an intrinsic programme unless each

separate answer choice in each question leads the student to material prepared for the

student who has made that particular choice” (Dean and Whitlock, 1988).

Comparing branching programs with linear programs we note that the frames
in branching programs tend to be larger units with the instructional material having a

wider scope. This is possible since the author is not constrained by the need of
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ensuring that the student responds correctly. In intrinsic programming the student is
usually asked to respond to a multiple-choice question where alternative answers may
be more or less acceptable, rather than totally correct on incorrect. Thereafter,
depending on the students answer the program reacts with a relevant comment and
either repeats the frame or moves on to the next in a predetermined sequence of frames

(O'Shea and Self, 1988).

In intrinsic programming feedback serves mainly to correct misunderstandings
on the student's part, and this leads to a higher degree of individualisation. As the
path through the instructional material is determined by student responses, most likely
different students will follow different paths. Furthermore, the extent and detail of the
training session will differ, with the less able students receiving a greater number of
explanatory corrections. As a result we now have an adaptive teaching program,
which determines the sequence of instructional actions according to an individual

student's performance history (Atkinson, 1976).

The main disadvantages of branching programs arise from their inherent
nature. First, the author of the system has to accommodate for every possible
response and also place it within the context of the CBT program both in terms of
instructional relevance but also in terms of the knowledge structure. It is important
that the student is not lost through branching and thus be driven away from the
immediate training objectives. Another consideration is the actual characteristics of the
branching options. These are usually chosen "according to stereotyped responses and
not in accordance with a model of the learner, reflecting individual difficulties and

learning styles” (Quintanilla, 1989).
3.6.4.3. Examples of CAI Systems

A great number of CAI systems have been developed through the years
covering subjects as diverse as elementary algebra and fault diagnosis for process

plants. A thorough presentation of the whole range of CAI systems that have been
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developed is beyond the scope of this thesis. Detailed descriptions of such systems
are available in various sources; for example: Payne et al., 1980; Tawney, 1979;
Eberts and Brocks, 1987; O'Shea and Self, 1988; Dean and Whitlock, 1988. Instead
we shall examine some representative examples of CAI systems that are aimed at

process operators and process engineering training.
1. The Problem Solving Tutor

The Problem Solving Tutor (PST) is one of three (the others being a Safe
Handling of Chemicals Tutor and a Scaffold Users Guide) generic, modular courses
developed by the CBT User Group of The Chemical Industries' Association, aimed at
"real training needs common to the Group's participating companies and others"

(Process Engineering, 1987).

The PST attempts to teach the user a mental discipline rather than a set of rules
about a physical aspect of plant operation. Its aim is to familiarize the student with a
generic approach to solving problems (the 'problem-solving algorithm" identifying all
causes, ranking them in order of ease of testing, and then proceeding to identify the’
fault by elimination). The PST starts with an introductory session which outlines the
algorithm. In this stage the user has to follow a set of well defined steps which may
be applied to solve 'any problem': monitor what is happening, assess the situation,

identify possible causes, and carry out checks.

Following the introductory stage the student is offered a choice of solving one
of two problems, neither of which is process plant related. Instead, they are designed
to exhibit the generality of the mental discipline and the proposed approach. The
choice of one of the problems initiates a structured presentation-question-answer

session which serves as the training medium.

In addition to the computing environment each user is also given his own

printed work book which accompanies the lesson. This gives background and
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explanatory information and a complete flow diagram of the problem-solving
algorithm. In order to get good results trainees need to refer to the book so both tools
are utilized effectively. When necessary, the program ensures that the student refers
to the book by inquiring for a specific keystroke which will allow it to proceed 'to the

next page'. This is only given in the printed text.

One of the two choices involves 'fixing a faulty kettle'. In this problem the
user is initially given the scenario and is asked to list all the possible reasons which
would explain why the kettle is not working. Once the student is ready he can
compare his list to a list of 13 reasons provided by the PST. Having deliberated on
the possible 'faults' the user is now asked to rank them with respect to plausibility.
This ranked list is then examined by the system through a correlation algorithm which
also suggests where the user might have gone wrong. The appropriate feedback

allows the student to eventually draw up a sensibly ordered list.

The final step in the PST tutorial session involves carrying out test(s) which
will help the student eliminate one or more of the possible causes. These tests are
performed interactively with the computer in a 'dialogue’ and the results of these tests
are presented on the screen (e.g. the wall switch is on). Upon successful completion
of the various tests the session ends with a brief conclusion as to why the hypothetical

kettle has failed.
2. Start-up Procedure for an Ammonia Plant Compressor.

The start-up procedure for an ammonia plant compressor (SPAPC) program
was developed and implemented by ICI Severnside Works (Billing et al., 1986) as
part of a wider plant to introduce on-site facilities for Open Learning. The
instructional mode employed in SPAPC is that of drill and practice. The student is
presented with a series of examples aimed at helping him develop proficiency in a
specific skill. Furthermore, SPAPC provides the 'necessary guiding feedback' to

facilitate learning of the particular skill.
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The compressor start-up procedure involves a sequence of nineteen
operations. The operators need to be fluent with this sequence so that they can
perform the start-up quickly if necessary. During the first training stage the program
takes the student through the nineteen steps with prompts. At a second stage, the
student is asked to interactively repeat the start-up procedure with as few prompts as
possible, and is given feedback on performance. The aim is to complete the start-up

without asking for more than five prompts.
3. Introduction to the Ammonia Plant

This has also been developed and implemented by ICI Severnside Works
(Billing et al., 1986). This is an extension of traditional book-based programmed
learning. The Introduction to the Ammonia Plant (IAP) mainly uses text and graphics
to present information to the student. Occasionally, animation is also used which

helps make the presentation more dynamic and effective.

The program describes the main units in the process and what happens to the
flow as it passes through the plant. It also provides suitable feedback, in some cases
including remedial information, and is able to adapt to the student's performance when
appropriate by using branching methods. In the course of the tutorial the student is
asked questions to test understanding and determine the necessary feedback, and a
multiple choice quiz is given at the end to ensure that the important points have been

grasped.
4. License Pursuit

Licence Pursuit was been developed by the Westinghouse Electric Corporation
(Nuclear Engineering, 1988) as a supplementary training tool which could be used for
self-study. Patterned after the game Trivial Pursuit™, Licence Pursuir allows up to
four students to compete with each other. While they are competing they are learning

aspects of thermal science and reactor physics.
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When they answer a question correctly, the answer is supplemented by
additional information; when they answer a question wrongly, the correct answer and
additional information are given. When the game ends, it is claimed that "the students
not only know more than when they began, but also know where they are weak and

must focus their future studies" (Nuclear Engineering, 1988).
5. Induction Training

Marshall (1988) introduces an Induction Training program that has been
developed by BP Chemicals Hull Works. The course was designed to provide the
trainees with thorough information on safety alarms and procedures before a
supervisor takes them physically around the plant to indicate the physical location of
real items. The system utilizes an Interactive Video Scheme in order to present
information realistically. The scheme is an integrated environment of video images,

computer graphics, explanatory text and related questions.

It first presents information via both images and text, and then asks questions.
Two types of questions are supported. The first type is regular multiple-choice
questions. The second type is a more flexible type were the operator has to type in
keywords. The system also provides appropriate feedback according to whether the
question was answered wrongly or correctly. Branching is also supported. If

erroneous answers persist the trainee is directed to sections that should be revised.
3.6.5. Intelligent Computer-Assisted Instruction

Intelligent Computer-Assisted Instruction (ICAI) refers to the use of artificial
intelligence (AI) techniques for the enhancement of computer bascd"training and
instructional systems. "AlI techniques using human intelligence as both a model and a
source of data, instruct students by interacting with the student naturally, answering
questions, and providing a data structure so that facts can be acquired and retrieved

efficiently” (Eberts and Brock, 1987)
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ICAI systems (also referred to as Intelligent Tutoring Systems, ITS) represent
an evolution of the more conventional CAI systems (Section 3.6.4.) with a view to
providing each individual student with a fully adaptive learning environment. The
goal (Sleeman and Brown, 1982; Eberts and Brocks, 1987; O'Shea and Self, 1988;
Quintanilla, 1989) of such a personal tutor (tutorial system) is to enable a student to
build on his existing knowledge and/or level of expertise, utilizing the individual's
learning abilities and learning style preferences and adapting to his motivational state,

needs and learning rate.

In contrast to more conventional adaptive CBT systems "ICAI programming is
generative; it can be run repeatedly by the same student although his learning situation
is different each time. Thus, ICAI is not completely dependent on programming that
attempts to account for every possible interaction future students may require” (Eberts

and Brocks, 1987).

ICAI is targeted toward complex learning domains that require flexible
instructional strategies and delivery methods. This is expressed through a set of
particular benefits provided or envisaged by the application of such systems. First,
the instruction delivered by the system can be very flexible. An intelligent system can
use its own 'intelligence’ to handle a situation that has not been anticipated by the
course developer. Second, training is tailored to the individual student at the particular
instance of his interaction; most ICAI programs try to understand the individual
student by deriving a model of what the student does and does not know. Third, the
student is allowed a more interactive experimental role in the learning process, with
emphasis placed on providing situations in which the student can query the computer
to try to discover the correct answers. "ICAI programs are designed to direct, not

lead" (Eberts and Brocks, 1987).

For the above benefits to be achieved an ICAI system needs three main

components which underline its functionality. Burns and Capps (1988) defined them
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as the "tests of intelligence". First, the subject matter, or domain must be represented
in the system in such a way, as to allow the expert tutor to draw inferences or solve
problems in the domain. Second, the system must be able to assess the student's level
of understanding and his progress through the learning process. Third, the "instructor
in the box" should be capable of implementing as required, a range of instructional
strategies in view of reducing the difference between expert and student performance.
These three components are, respectively: (a) The Expert Module, (b) The Student
Module, and (c) The Tutor Module.

Finally, for the ICAI to be effective there is also a need for a fourth component
which allows for student and human instructor interaction. This Communications
Module provides the instructional environment and the human-computer interface

through which the tutorial is administered, with the appropriate dialogue format.
3.6.5.1. The Expert Module

The expert module (also referred to as the domain model) contains the
domain knowledge of the subject to be taught and as such provides the backbone for
the development of ICAI systems. Therefore, any expert module has to include an
abundance of specific and detailed knowledge relating to the instructional matenal.
The sheer amount of knowledge required in complex domains ensures that developing
the expert module may be the most demanding chore in building an ITS (Anderson,
1988; Burns and Capps, 1988). This knowledge -as with other non-ICAI expert
systems! applications- is normally retrieved from people with years of relevant

experience in the particular domain. Two approaches are most common for modelling

1 For a description of Expert Systems techniques and building tools the reader is referred to Hayes-
Roth, Waterman and Lenat (1983); and Gevarter (1987) Harmon (1987). For expert systems
application and their relevance to process control the reader is referred to Moore and Kramer (1985);
and Zimolong, Nof, Eberts and Salvendy (1987) respectively. Finally, for an overview of expert
systems applications in Process Systems engineering the reader is referred to Stephanopoulos
(1987a) and Niida, Itoh, Umeda, Kobayashi, and Ichikawa (1986).
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the expert, each moving toward a more "cognitively faithful representation of the

content expertise" (Burns and Capps, 1988).

The first kind of model is called a black box model. This model involves the
representation of the domain knowledge without actually codifying the underlying
human intelligence. For example, a system can use mathematical equation-solving
techniques to obtain the result of the reasoning while humans will achieve the same
through symbolic processes. For example, SOPHIE (intended to teach students how
to troubleshoot faulty electronic circuits; Brown, Burton and Bell, 1975) used a
general-purpose electronic simulator called SPICE II to check the consistency of
student's hypotheses and answer some of his questions. Its mechanisms are never
revealed to the student since they are not part of what the student is expected to learn.
However, this dependency on the simulator made it impossible for SOPHIE to explain
its decisions in detail. Therefore, the simple input-output information available from

the black box system was considered inadequate for instruction.

One method of enhancing these models is to employ a methodology called
issue-based tutoring (Burton and Brown, 1982), where issues are identified as the
important aspects of the domain (that is, the skills and concepts the student is expected
to master). With issue-based tutoring, instructions are attached to specific issues
characteristic of the behaviour of the expert and the student within the learning
environment. In this way, when a student chooses (or fails to choose) a behaviour,
he or she may receive feedback about the particular behaviou;. For example, if the
expert modelled chooses to perform a certain action while the 'student does not, the
system will interrupt the session with an explanation of the usefulness of that

particular action.

The second model for representing domain expertise is the "glass box" or
articulate model. This model is referred to as "articulate” because each problem-

solving decision it makes can, in principle, be explained in terms that match (at some
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level of abstraction) those of a human problem solver. This model attempts to enable
the ICAI system to simulate the human problem-solving process. Therefore, since the
pursued solution path of the system is analogous to the human one, the system can
help the student by explaining and analysing single problem-solving steps. For the
system to be able "to simulate human problem-solving, it needs to have procedures for
knowledge acquisition, reasoning, planning and problem solving and to generate and
test hypotheses" (Quintanilla, 1989). The WUMPUS (Goldstein, 1982) and
GUIDON (Clancey, 1982) systems are based on articulate experts, as are many

production rule-based experts.

When representing knowledge in an ICAI system, the information must be
organized so that acquisition, retrieval and reasoning can be performed efficiently.
Three types of knowledge are represented in present ICAI systems: declarative,
procedural and heuristic knowledge; with the first two being more commonly used
(Eberts and Brocks, 1987; Woolf, 1988; Anderson, 1988; Burns and Capps, 1988).
These differ mainly "with regard to which aspects of the database are explicitly
represented and which aspects must be inferred by the organization of the data"

(Eberts and Brocks, 1987). Woolf (1988) describes these three types:

Declarative (or Conceptual) knowledge includes the data, concepts, and
relation between the concepts in the domain. This knowledge has traditionally been
the primary domain knowledge represented in tutoring systems. In many systems
concepts are represented by a frame or other data structure that encodes default values
within an explicit set of attributes for each concept. Such a data structure expresses
information about both the attributes of a concept and the relationship between

concepts.

Procedural knowledge includes the reasoning used by the system to solve
problems in the domain. This knowledge has traditionally been included only in

teaching systems that reason about procedural tasks, such as solving arithmetic
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problems or simulating the operation without a tutor for advising the student about his

interaction with the simulation.

Heuristic (or qualitative) knowledge includes actions taken by an expert to
make measurements or perform transformations in the domain. This knowledge has
rarely been included in tutoring systems, but must be included if tutors are to monitor
their students' problem-solving activities. Heuristic knowledge defines the operations
performed to solve problems in the field and is part of an expert's experiential
knowledge about how to obtain answers. It differs from procedural knowledge in that
it does not add content to the domain, nor doesiArepresent concepts in the domain,
rather, it describes how to solve problems and the actions taken by the expert in using

the conceptual and procedural knowledge.

In general, two broad categories are used in present ICAI systems.
Declarative representations are explicit about what is represented in the knowledge
base. How the knowledge is used is less clear. Procedural representations are
explicit about the step-by-step use of knowledge. However, it is difficult to determine
what is orﬁ)ot known from the knowledge that is represented. What is known must
be inferred from the behaviour of the system. It is also pointed out that information

organized one way can also be organized using the other method.

These procedural representation methods describe information such as the
constraints of the system, the state of the system, critical events that will change the
state, boundary conditions, and how the system will transition from one state to
another. Example methods? used for knowledge representations include: production
systems, semantic networks, finite state automata, procedural networks, and

augmented transition networks.

2 We abstain here from an extensive examination of each of the knowledge representation methods.
Even though it is an important issue to the development of ICAI systems it is beyond the scope
of this thesis. The reader is referred to the Al literature for further information (for example
Charniac and McDermott, 1985). For Al in the framework of Process engineering the reader is
referred to Stephanopoulos (1990).
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3.6.5.2. The Student Module3

The use of a student module is another feature that distinguishes ICAI from
CAI systems. Although, not used by all ICAI systems, the use of one enables a
system simultaneously to be powerful and flexible (Eberts and Brock, 1987; Burns
and Capps, 1988). The student module is used to represent and asses the user's
understanding or progress in understanding the domain model. It infers from the
student's behaviour what the student knows. Therefore, it can selectively present
information that the student does not know and correct the student's misconceptions.
Thus, "instruction can be more individualized than that available on traditional CAI
systems" (Eberts and Brock, 1987). In a student module the knowledge structure that
depicts the student's current state is the student model and the reasoning process to
develop it is called student diagnosis. Five general methods are currently used to

determine what a student knows.

The first two methods used, topic marking and the context model, are
relatively simple approaches. For the topic marking approach the system keeps a
record of the information with which the student has been presented and can therefore
avoid unnecessary repetitions. For the context model, the extent of the students
knowledge is interpreted in terms of the dialogue and questions that the student asks
the system. The possible feedback provided by the system is categorized and thus,
the level of the dialogue maps on predefined representations that are used to classify

the students progress in the learning process.

Two other methods, the bug and overlay approaches, compare the student's

knowledge with the knowledge of an expert. For the bug approach (student bug

3 "Student modelling is, in general, a difficult area and there appears to be little consensus of
approaches in this area” (Leitch and Horne, 1988). Therefore, we limit the presentation of this
component of ICAI to a brief summary of descriptions available in the literature. In particular the
sources for this were: Sleeman, 1982; Goldstein, 1982; Eberts and Brock, 1987; O'Shea and Self,
1988; Clancey, 1988; Payne, 1988; Gilmore and Self, 1988; VanLehn, 1988; and Quintanilla,
1989. :
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model), student knowledge is characterized in terms of the bugs and misconceptions
the student has about the subject compared with an expert's knowledge. Student
performance is compared with a variety of bugs until the best match is found and thus
determine which incorrect model is consistent with the student's behaviour. For the
overlay approach (overlay model), student knowledge is characterized in terms of a
subset and simple variations of the expert's knowledge. Once the student
demonstrates the correct facts or rules contained in the expert's knowledge, those facts

are considered as having been acquired by the student.

The fifth method is the generating modeling approach. Instead of
concentrating on particular facts that may be or have been acquired, the student's
knowledge is defined in terms of the plans used to solve a particular problem. The
computer instruction is then organized according to these perceived plans; factual
misconceptions are corrected and feedback is tailored to the particular student's

conceptions.
3.6.5.3. The Tutor Module

The tutor module controls how and in what order the domain concepts should
be introduced, and monitors the student's progress in solving domain problems
(Leitch and Horne, 1988; Quintanilla, 1989). The tutorial interactions of an ICAI
system must exhibit three characteristics (Burns and Capps, 1988): (a) a tutor has to
select and sequence the material to be presented, (b) a tutor must be able to respond to
students' questions about the subject matter, and (c) a tutor must be able to determine
when students need help in the course of practicing a skill and what sort of help is
needed. Two main categories of tutors (Halff, 1988) can be distinguished in ICAI: (a)

expository tutors, and (b) procedure tutors.

Expository tutors, are primarily concerned with declarative knowledge and
inferential skills. They employ dialogue, as their main instructional tool, to teach

students a body of factual knowledge and the skills needed to draw direct conclusions
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from that knowledge. Procedure tutors, teach skills and procedures that have
application outside of the tutorial situation. "While memory for facts is important for
learning such skills, tutors of this kind are much more concerned with the procedures
that operate on memory" (Halff,1988). As a result, procedure tutors function much
more like coaches. They present examples to exhibit problem-solving skills, and they

pose exercises for purposes of testing and practice.

The problems (Halff, 1988) associated with the selection and sequence of
instructional material indicate the differences between these two tutors. For
expository tutors, the problems are those of maintaining focus and consistency and of
progressing through the subject matter in an order that supports later retrieval of the
concepts being taught. In addition to these, procedure tutors also have the problem of
properly ordering the subskills of the target skill and selecting exercises and examples

to reflect that order.

Tutors may use one or more instructional strategies. Strategies may range
from simply following a sequence of actions which have been pre-specified by the
author of the teaching program, to executing "a complex decision procedure” which
attempts to take into account a student model and the course objectives (O'Shea and
Self, 1988). On the other hand a tutor may allow for learner control (that is, making
the learner responsible for making instructional decisions) in which case a tutorial

‘strategy may be non-existent. . ExampleSof this case are straightforward

simulations.

Existing ICAI systems utilise three basic approaches to instruction: the
Socratic method (Clancey, 1982; O'Shea and Self, 1988; Anderson, 1988; Leitch and
Horne, 1988), the discovery method (Burton and Brown, 1982; O'Shea and Self,
1988), and the coaching method (Brown, Burton and deKleer, 1982; Genesereth,
1982, Leitch and Horne, 1988). The Socratic method provides a sequence of

questions designed to guide the user through the learning process, whereas the
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discovery method centres on giving the student carefully chosen examples which
increase the likelihood of his discovering a particular rule. Lastly, the coaching
method allows the user to learn by experimentation (also known as 'reactive learning'

or Experienced Based Learning).

It is important to decide on the appropriate instructional strategy or appropriate
combination for the development of an effective instructional design. This choice will
be defined by the nature of the instructional material and the training objectives. Table
3.1.is a summary? of the various issues that may point out the final characteristics of
the tutor module and the way they relate to CAI and ICAI in general. These can be
broken down into the following variables: individual differences, knowledge of
results, amount of practice, augmented feedback, part-whole tasks, adaptive

instruction, conceptual representations, and motivation.
3.6.5.3. The Communication Module

While the student is not concerned with the internal workings of an ICAI
system he is concerned with how the tutor communicates with him. The’
communications module manages the overall human-computer interface to the ICAI
system. It is the part of the system that specifies or supports the activities that the
student does and the methods available to the student to do those activities (Burton,
1988). "It is tautological that the communication should be in a natural language,
where 'natural’ means that the language is well-suited for discussing whatever topic it
is. The student should not be distracted from the subject at hand by having to search
for ways to express himself" (O'Shea and Self, 1988). However, while this would
provide for the ideal learning environment, it has not yet been achieved.
Nevertheless, research in the area of 'natural language interfaces' (for example, Frost,

1987) provides scope for some optimism.

4 For a more thorough examination of these issues the reader is referred 1o Eberts and Brocks (1987).
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Table 3.1. Computer-based instruction issues

ISSUE

Individual Differences

Knowledge of results

Amount of Practice

Augmented Feedback

Part-Whole Instruction

Adaptive Instruction

Conceptual
Representations

DESCRIPTION

Individuals are inherently different. Therefore, The correct
learning strategy as dictated from the person's abilities has to be
chosen. It is important to evaluate individual differences and set
appropriate task difficulty levels.

Knowledge of results is defined as the feedback or reinforcement
that is given to students to tell them how well they performed
on the task. Feedback should be immediate and should be used
to target misconceptions.

This is based on the rationakthat more training results in better
operators. As a result one of the best determinants of the
amount of skill students obtain is the amount of practice they
have performing the task to be learned. Experts are usually
distinguished from novices in that they have had more practice
performing a particular task.

Augmented Feedback is defined as experimentally or system-
provided cues that enhance the intrinsic task-related feedback.
These cues emphasize an event so that it has a lasting effect.

Part-whole training instruction is concerned with the issue of
whether it is more beneficial to break a task down and train
component parts (part training) or whether it is more beneficial
to train the whole task all at once (whole training). The choice
is dictated by the nature of the subject taught. Part learning is
necessary when the amount of learning is large; while whole
learning is better if the sequence is long and complex.

Adaptive instruction is defined as a method of individualized
instruction in which task characteristics are automatically
changed from an easy or simple form to the difficult or complex
criterion version.

Determining how people conceptually represent information is
important for instruction because the material to be learned must
fit in with how a person eventually comes to conceptualize the
problem; the material must fit into the person's memory
structures.

Finally, guide-lines in designing the Human-Computef Interface (Dean and

Whitlock, 1988; Miller, 1988) along with the popular criteria in software ergonomics

are relevant to the communication module of ICAI systems. In summary, "the system

should be transparent, controllable by the user, reliable (have a high tolerance to

errors), acceptable, self-explanatory, especially in the beginning phase (easy to learn)
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and should have a knowledge- and context-dependent help system" (Quintanilla,

1989).
3.6.5.4. Examples of ICAI Systems

A number of ICAI systems have been developed. However, as Leitch and
Horne (1988) indicate, in contrast with more conventional CAI systems -which were
developed largely by educational researchers and industrial training developers to
solve practical problems- ICAI systems have been developed mainly by computer
scientists to explore the use of Al techniques in the process of learning and teaching in
the education domain. Therefore, the focus of development has been on technical
aspects such as knowledge representation and natural language interfaces, rather than

on the exploration of instructional strategies or domain characteristics.

The majority of such systems have not been developed past the point of
academic interest and as a result they have not 'left the lab’ to be integrated with a ‘'real
instructional process' (Johnson, 1988). Furthermore, the domains that were
exploited, while complex, were ones of a restricted scope that could 'easily’ be

represented.

Consequently, tutors aimed at industrial environments and in particular the
process operator have been scarce and at a lesser level of sophistication than that
achieved in ICAI systems concerned with other subject areas. The reason for this is
that the process industries pose large and complex problems that are not easily
represented. Consequently since the area of ICAI is still in its‘»"infancy other subject

areas are more accessible to research and development.

Nevertheless, in this section we shall focus our attention to ICAI systems that
have been developed with the view to be used by the process industries as training

tools.
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1. STEAMER

STEAMER (Hollan, 1984; Hollan, Hutchins, and Weitzman, 1984) is used by
the U.S. Navy to train engineers and operators about naval steam propulsion plants.
STEAMER provides graphical display and control of a simulation of a steam plant
(Burton, 1988). This simulation of a steam propulsion plant consists of a graphical

interface to a mathematical model of the plant.

Instruction in STEAMER (Walkers and Stevens, 1986) is geared towards
teaching the student conceptual knowledge so that the student can mentally simulate
the operation of the system. The intelligent tutor is used to help the student
conceptualize the operation of the system. The tutor answers questions, provides
hints, and gives explanations. It analyzes the student's misconceptions and guides the
student toward learning the underlying principles of propulsion engineering operations

(Eberts and Brock, 1987).

STEAMER allows the student to view the operation of a steam plant from
external, internal, or mechanistic points of view (Burton, 1988). The interface allows
the user to select from a library of views of the propulsion system and to interact with
a selected view to change the state of the underlying simulation model. Furthermore,
the use of graphic displays in STEAMER emphasizes different structural relations

among the steam plant components.

Several levels of detail of the propulsion plant can be depicted in different
views. The level of detail can vary from gauges and dials to schematic diagrams. For
example, one of the approximately 100 displays shows (Burton, 1988), using
animation, the flow of fluid through the plant. Another display shows dials that give
the pressure at various points in the plant. A third display shows a graph of pressure

as it changes through time or indicates the rate of change.
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The different displays are used to demonstrate different properties of the
plant's operation. The flow animation may be used to indicate cause and effect
relations between different parts of the plant, whereas processes that depend on the
rate of change in pressure are best demonstrated by the graph. The displays allow the
student to "view abstractions of the processes involved in steam plant operation in a
manner not possible in a real steam plant, and to observe in one place information that

may be spread out over an entire ship” (Burton, 1988).

Many of the different types of gauges and valves that are used in the steam
plant representation can be directly manipulated by the student (Miller, 1988); for
example valves can be closed by clicking the system's mouse on them rather than
issuing an explicit command like CLOSE VALVE-17X. Similarly, when gauges
display values associated with parts of the system under the student's control, such as
the temperature of a boiler, the student can reset the value by clicking the mouse on the
needle of the gauge, and moving the needle to the desired value. The corresponding
variable in the simulation model is then given that value and the model is updated to

reflect the modification.

The main characteristic of STEAMER is that it utilizes a simulation of the
spatial representation of the system (Eberts, 1985). "A central frame representation
contains a large body of essentially static information which includes a formal
description of the objects, principles and procedures that go to make up a stearr‘;m\iarrfit
particular state. Along with this store of knowledge, there are a variety of specialized
program modules which support the use of the knowledge in a variety of
applications... The second kind of representation in the system is that of the actual
system being modeled and the specific procedure being executed... Around the
central representation of concepts is organized a set of computational and inferential

modules which embody the system's ability to act in various application

environments. These include modules for representing graphic and textual views or
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descriptions, procedure monitoring and configuration checking components, and

simulations of the operation of the steam plant..." (Walker and Stevens, 1986).

A criticism of STEAMER arises from the fact that while it knows a great deal
about the mathematical properties of steam, it knows rather little about how to operate
a steam plant (Anderson, 1988). As a consequence, STEAMER provides only part of
the instruction necessary to operate such plants. Nonetheless, it is judged to provide

an important component of the instruction.
2. RECOVERY BOILER TUTOR

The Recovery Boiler Tutor (RBT; Woolf, 1988), is a tutor built for a kraft
recovery boiler, which is a type of boiler found in paper mills throughout the United
States. RBT provid;s multiple explanations and tutoring facilities tempered to the
individual user, a control room operator. The tutor is based on a mathematically
accurate formulation of the boiler and provides an interactive simulation complete with

helpv, hints, explanation and tutoring.

The RBT tutor was designed to be a partner and co-solver of problems with
the operator, who is encouraged to recognize the effect of his actions and to
experiment with multiple explanations of an emergency. The main hypothesis of the
developers was that trainees in an industrial environment must learn to evaluate their
own performance based on its effect on the industrial process. In this sense the

program allows for extensive learner control' and also learning by discovery.

A student can initiate any of 20 training situations, emergencies, or operating
conditions, or he can ask that an emergency be chosen for him. He can also
accidentally trigger an emergency as a result of his actions on the boiler. Once an
emergency has been initiated, the student is encouraged to adjust meters and perform
actions on the simulated boiler to solve the emergency. By comparing operator

actions with ones specified in the tutors knowledge base, the system can recognise
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optimal, less than optimal, and clearly irrelevant actions. This enables the tutor to
offer help, hints, explanations, and tutoring advice when needed or requested. As a
principle the operator is expected to observe the impact of his actions on the simulated

boiler and to react before the tutor advises him about potential problems.

The operator's interaction with the tutor is via a dialogue format executed
through a hierarchy of menus. For example, one menu allows an operator to select a
physical activity to be performed on the boiler, such as checking for a tube leak or
rodding the smelt spout. A second menu allows the operator to select a particular

computer screen, such as the alarm board or control panel board.

The operator is given a choice of a range of possible views of the boiler with
the ability to focus on several components. Assistance is also provided in the form of
visual clues (a darkened smelt bed), acoustic clues (ringing alarm buzzers), textual
help, explanations and dialogues. Furthermore, the operator can examine the state of
individual process parameters, change setpoints, and receive various meter readings,

physical and chemical reports, and dynamic trends of variables.

In addition to providing information about the explicit variables in the boiler,
RBT provides reasoning tools designed to aid a student in reasoning about implicit
processes in the boiler. One such tool is composite meters which record the state of
the boiler using synthetic measures for safety, emissions, efficiency, and reliability of
the boiler. These meter readings allow the student to make inferences about the effect

of his actions on the boiler using characteristics of the boiler.

Finally, each student action is recorded in an accumulated response value,
which reflects an operator's overall score and how successful or unsuccessful his
actions have been and whether actions were performed in sequence with other relevant

or irrelevant actions.
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3. COMPUTER OPERATOR ADVISING AND TRAINING SYSTEM

Leach (1988) described an ICAI system, the Computer Operator Advising‘and
Training System (COATS) developed by Texas Instruments for training process
operators. The actual domain in COATS is represented as a decision tree of pre-
programmed heuristics. COATS can adapt to the requirements of the trainee and

either provide an introductory course or a refresher course.

A pre-test given in the beginning of the course is used to identify the
operator's level of expertise. However, at this level the questions it poses relate to the
actual physical experience of the operator rather than on the actual knowledge and
level of expertise that the operator has. Therefore, it is based on the understanding

that the operator will provide honest answers to the question.

Furthermore, it was pointed out that the system has the capability to "more or
less understand” the level of expertise of the operator -perhaps through the
implementation of a student model- while delivering the instructional material. It is
therefore in a position to retract any initial false decisions that could have occurred if
for example there was a mismatch between the level of knowledge attributed to an
operator with a certain amount of physical experience and his actual level of

knowledge and skills.

The training is delivered through a dialogue via a question-answer scheme.
However, this communication does not allow for natural language communication.
Instead, it follows a multiple choice format under which the operator is provided
with a set of possible answers to choose from. However, there is a provision in the
system for providing feedback and explanations. This allows the student to inquire

why his answer was correct or false and possibly view additional information.
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3.6.6. Training Simulators

Training simulators represent the category of computer based training most
widely applied in the process industries. In a simulation the computer is acting out an
application of a theory in order that the student's understanding of the theory is
deepened. In this respect computer simulations can often be considered to be a

replacement of laboratory exercises (Tawney, 1979b).

Assuming that the process can be modeled effectively, the use of process
simulators for training offers a number of instructional facilities unique to the medium.
Most notably, simulators enable 'hands-on' realistic operation of the process giving
the operator a better feel for the whole systems. Second, process simulators provide
arisk free environment to train in normal, abnormal situations, fault management and
accident handling. Third, a simulator enables the trainer to expose the trainee to cases
that would be impossible in the real-world but may be considered useful in terms of

training.

In addition to that, the various exercises can be repeated time and time again
until the student has mastered the concepts and/or achieved the required level of
competence. To this extent computer simulations provide individualized training.
Last, an effective computer based training program that is based on a simulator could
lead the operators in following the same procedures for start-up, shut-down, and

similar approaches in maintaining the process status.

The justification for simulations used in training is bas;ad upon the notion of
learning by doing, forming concepts through experience. Smith (1979) proposes that:
"Computer simulations should principally play the role of reinforcing the student's
grasp of fundamentals, much in the same way as traditional laboratory experiments

serve this function." The benefits of using training simulators should thus be evident.
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3.6.6.1. Functional Definition?

Flexman and Stark (1987) in an extensive presentation of the whole issue of
training simulators attribute to them two primary functions. "First, to present
information like that associated with some real system for which training is required.
The simulator stores processes, and displays information reflecting the functional
characteristics of the system, the effects of relevant environmental events, and the
effects of control inputs made by the operator. Second, training simulators
incorporate special features that facilitate and enhance their ability to support practice
and learning for the express purpose of influencing operator performance in the real

system which is simulated."”

Training simulators have six primary characteristics that differentiate them

from other training devices and equipment:

1. Synthetic
Training simulators are synthetic in the sense that they are constructed only to provide

task information rather than supporting real operational action functions.

2. Data Storage and Processing
Simulators store data that represent the dynamics of the system being simulated and the
task-relevant portions of the environment in which the system (and the system operator)
must perform. When a control input is made, its effects are displayed only after the
computer identifies the parameters effected and computes the effects of that control input in

relation to other control and environmental conditions.

3. System Dynamics »
The response of a system to a control input or to some external influence is a function of
many factors whose precise influence is important to the student learning to understand,

control and employ the system in its assighment.

5 The development of this and the following section on the "Functions of Training Simulators'
(3.6.6.3.) are based on the presentation of the issues to be found in Flexman and Stark (1987).
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4. Controls and Displays
The simulator incorporates controls and displays that are as real as is possible, to support
learning at both the intellectual and psycho-motor levels. All elements of the interface
with the operator are represented, to the extent that they are expected to influence the

learning of assured perceptions and their use in system operation.

5. Whole Task Support
dhoon

Simulators are désigncd generally to support whole-task ratherj part-task training. This

permits the student to practice in the workload, stresses, and time pressures typical for the
job for which they are are being trained.

6. Instructional Control

In essence, the training simulator contains a mathematical model of the system for which
training is required and also incorporates an instructional model that provides the control
necessary for learning to take place in the most efficient manner. The instructional model
could be implemented either through direct intervention of the instructor or by a computer

program.
3.6.6.2. Architecture of Training Simulators

The architecture for training simulators most widely employed involves
primarily the use of two components: a dynamic simulator and a control system (or a
control system emulator). The dynamic simulator calculates the transient behaviour of
a plant over time, by solving the systems of differential and algebraic equations that
describe the simulated system/process. The control system component acts as the user
interface to the simulated process and permits the manipulation of process inputs and

possibly the configuration of control strategies.

From a general point of view, dynamic simulators employ four basic
components. These have been previously described (Helget et al., 1990) as: the user
interface, the software, the algorithms and the models. The given definitions are as

follows:



Chapter 3. Training the Process Operator

Models
These provide the basis for analysis and consist of physical relations usually derived from
conservation, thermodynamic and rate laws. The models contain the actual chemical

engineering knowledge. They must be appropriate, rigo. rous, and accurate.

Algorithms
These solve the model equations to produce the required results. Computational efficiency

and robustness are the key requirements for algorithms.

Software
Software includes everything necessary to build and use the actual simulator. System

architecture, data structures, the file system, and the programming language are considered

part of the software. The portability between different hardware platforms is very important.

User Interface

Through the user-interface, engineers communicate with the simulator. From daily practice,
they are accustomed to thinking in terms of process flowsheets, so the user interface should
reflect their practice and their process-equipment-oriented approach. Ideally, engineers should
not directly encounter the software and the algorithms; they should work directly with the

engineering models and process flowsheet.

The inhibited use of training simulators can be explained by the difficulties

which arise in the development and implementation of the above components. The

arising cost factors have been discussed in previous sections of the thesis. As a result

the production of such systems has traditionally "been a specialist business, and

special model building tools have been developed and used by its practitioners”

(Perkins and Barton, 1987).

Nevertheless, increased interest in dynamics has led to considerable research

and currently the first generation of dynamic simulation tools are available some of

which commercially. The main motivation for model building and simulation tools is

the reduction of the development and implementation costs. Table 3.2. lists some of

these dynamic simulation packages along with references for more information.
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Table 3.2. General Purpose Dynamic Simulators

NAMES REFERENCES
DIVA Kroner et al. (1990)
GEPURS Shinohara (1987)
QUASILIN Hutchison et al. (1986)
SPEEDUP Pantelides (1986)

However, these tools are not yet in widespread use, despite the many benefits
that they offer and their many possible applications (Perris, 1990). This limited use

appears to result from:

Lack of engineer-oriented general purpose models and user interface.
Difficulties in dynamic modeling; lack of modeling tools, skills and experience.
Difficulties in initializing and solving the model.

Unacceptably high computational effort required for industry scale problems.

wm b W N

Difficulties in handling problems which combine discrete and continuous events.

All these problems increase disproportionately with problem size, thereby
limiting the usefulness of dynamic simulation in practice. As a result there is an upper
limit to the size of a single manageable simulation chunk. Nevertheless, a trend
towards integration of simulation software has encouraged the use of general purpose

flowsheeting systems for real-time simulation.

This should have the effect of decreasing significantly the effort and costs
associated with the development and implementation of dynamic simulation problems.
Thus the possibility arises for defining a training simulator architecture that may be
achieved in this way (Herman et al., 1985; Macchietto et al., 1987; Kassianides and
Macchietto, 1990; Kroner et al., 1990;. This is further examined in the rest of the

thesis.
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3.6.6.3. Functions of Training Simulators

Simulators have unique training-relevant capabilities that permit them to
perform additional functions which make them superior settings for training, practice
and learning. The simulator performs some functions about as well as they would be
performed in the actual environment. It performs some much better than they would
be performed in the real-world system, and it performs some that are impossible in the
real world, but which facilitate learning. Some of the unique instructional functions of

simulators follow.

1. Briefing and Demonstration
Depending on the facilities available briefings can be provided in a number of different
ways in the simulator. They can be provided either by an instructor following a
standardized format imposed by the simulator, or by triggering one of a variety of
peripheral devices that provide automatic briefing. Simulators also facilitate
demonstrations. These again can either be automated or provided by the instructor. The
major advantage of demonstrations is that they show the student how a task is performed.
Furthermore, in the case of automated demonstration, the student can follow the task

completion procedure time and time again without deviation.

2. Pracrice
The simulator supports practice by providing the controls and the information used by the
operator in performing his assigned tasks. Its value as a practice setting is due to its
ability to represent precisely the conditions needed to practice each task and each task
element separately if advantageous. With this unique ability of presenting exactly the

training setting needed it facilitates learning at each stage of the student's development.

3. Performance Analysis
Performance on the job is measured, usually, by the speed, accuracy, and the resulting
output(s) of a student's response(s). Furthermore, performance infers the rate and quality of
learning. Therefore, by closely monitoring the performance of the student through
information stored during the simulation we can gain insight in the effectiveness of the

leamning process.
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4. Learning Enhancement
Learning can be enhanced in a number of ways if the simulators inherent capabilities are
properly organized and employed. It can standardize practice settings; Systemize student
exposure to tasks, subtasks, and task elements, and to conditions relating to the
development and exercise of operator skills; it can be operated in fast or slow time; it can
be stopped to permit an on-the-spot review of performance; and it can be used to replay the
essential features of the student's performance for critique and for problem diagnosis and

evaluation.
3.6.6.4. Types and Use of Training Simulators

Two types of operator training simulators can be distinguished: (i) the basic
principle (BP) type, also called compact simulator, and (ii) the full scope (FS)

simulator.

The BP simulators (often generic) are designed to present the integrated plant
dynamics without all the details of a real plant. The instrumentation, considerably
reduced compared to that in a control room, is well-arranged to allow for easy
understanding. These simulators are generally used (examples can be found in:
Gnosspelius, 1983; Begg and Weldon, 1983; Stanley, 1983) as part of the plant
specific training, to enhance the understanding of the plant control principles and

reactor dynarnics, both in normal conditions and during a number of malfunctions.

The FS simulators provide the possibility to train operators in normal or
accident situations under realistic circumstances. Each simulator is a close replica of a
specific process unit, with a similar control room, and mathermatical models of the
plant's components -based on physical laws- programmed in computers well suited
for real time applications. Practically all the instruments of the reference plant control
room are represented (examples can be found in: Ancarani and Zanobetti, 1983;
Gnosspelius, 1983; Lakey and Gibbs, 1983; McFarlane, 1983; Hamilton et al., 1983;
Myerscough and Hignett, 1983, Walsh, 1983; Waterfield and Wyse, 1983; Lhoir,
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1984; Tompsett, 1987; Leitch and Horne, 1988; Gran et al., 1988; Jones and Brook,
1990).

These simulators are designed to fulfil the basic requirement of realism: every
event displayed in the simulator's control instrumentation shall be explicable on the
basis of facts known about the simulated plant. Specific plant simulation was adopted
in order to make possible the use of data and documents from the real plant as

reference material for training.

The degree of realism necessary is a function of how simulation is to be used
as a training aid. This depends greatly on the structure of the training programme.
Two extreme categories of training simulators can thus be identified, depending on the
degree of realism or fidelity required for training and assessment purposes: (i) high-
fidelity simulators, and (ii) low-fidelity simulators. Baker and Marshall (1989)
suggest three main dimensions of fidelity:

1. Physical fidelity. This relates to the realistic representation of the working

environment. For example the realism of the simulated control room in terms of size,

layout, arrangement of instruments, etc.

2. Operational fidelity. This concerns the representation of the actual process dynamics,
cause and effect relationships etc., in view of process operation under a variety of

conditions.

3. Psychological fidelity. This involves the extent of duplication of the psychological
features of real operation. For example, task complexity, perceptual skills, decision-

making and stress.

Different training objectives will require the use of different levels of each of
the fidelity types. "For example, in the early stages of learning about operation, the
physical fidelity of the training environment may not be of paramount importance, nor
would it be advisable to include complex or stressful tasks. However, in the more

advanced stages of training, and especially for assessment purposes, we can assume
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that a greater level of fidelity in all three dimensions will provoke more realism in the

observed performance of trainee operators” (Baker and Marshall, 1989).

One should note that the degree of fidelity is not necessarily representative of
the type of simulator. In other words, high-fidelity does not necessarily mean a full

scope simulator (Bainbridge, 1990).

The structure most widely used in the process industries for incorporating
simulators in the training programme is exhibited in figure 3.1. It is seen here that the
operator is first presented with the theoretical background necessary for the
understanding of the system. Then follows plant specific training in which BP
simulators can be used. After this part of the training is completed then the operator
can go on to the FS simulator training which deals with the operation of the whole
system. Each of these steps have their own distinct structure which aims to achieve

the training objectives. Figure 3.2. displays a typical structure of FS simulator

training.
Job in
(o} Ne;vtor Plant Basic FS Control
per - sl Room
gg(e::rzlucnac: | »| Specific p»| Simulator | »
g Training Training

Figure 3.1. Structure of Training Program

The examples given above while representative are by no means the only
possible or even effective ones. For instance, it is unlikely that a rigo rous
engineering quality simulator is needed for such training as console familiarisation or

the basic skills of a control room operator.



Chapter 3. Training the Process Operator 96

Plant Functions Normal Malfunctions
- demonstrations —#» Plant and
- exercises Operation Accidents

Figure 3.2. Basic Full Scale Simulator Course Structure

A common theme that is identified when the application of training simulators
in the process industries is examined is that they are more widespread in the Nuclear
Industry. This can be explained in view of the disastrous effects that may result due
to a nuclear accident. For this reason the nuclear industry has tried to minimize the
negative human effect by means of better training. This combined effort was
undertaken primarily as a result of the Three Mile Island accident which was caused

by an operator error and led to the re-evaluation of training practices.

The effort for the development of effective training packages was also greatly
assisted by the fact that the issues facing nuclear power plants’ operation are not as
diverse as the issues faced in the chemical industries. This fact enables designers of
training systems to enhance training concepts and improve the training facilities in
view of a 'constant set of constraints'. Thus, the experience of the Nuclear Facilities
in developing training systems represents a source of valuable information for a

training system designer.
3.6.6.5. Representative Training Simulators

In this section some of the systems that exemplify the use of simulators for

training® are presented. The examination of training simulators above has been based

6 Two of the most advanced BP training simulators that have been implemented in an industrial
environment are STEAMER and RBT. They provide some innovation over more conventional
training simulators. However, due to their special characteristics arising from the use of ICAI
techniques they were examined in section 3.5.6.5.4. of this thesis.
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on existing systems, and as such it serves as a presentation of the various

characteristics and functions of the state of the industry.
1. PCTRAN

Li-Chi CIiff Po (1988) describes a BP training simulator aimed at the Nuclear
Industries, PCTRAN (Personal Computer Transient Analyser). PCTRAN has been
developed as a supplementary training tool for the training of operators and engineers.
Its main function is to allow for emphasis to be placed on the learning objectives.
Therefore, PCTRAN has been used both for preliminary training of junior people
prior to their formal full scale simulators and for re-qualification of experienced

personnel concentrating on specific events.

Available for the IBM PC PCTRAN takes "full advantage of the PC' s
interactive capability and colour graphics display.” Generic software for both PWRS
and BWRS are available with models representing core kinetics, coolant flows,
feedwater and steam control, emergency core cooling systems and containment
structure. Plant specific parameters are constructed as a data set and are used as input'

to the code.

The execution is menu-driven. The user is directed to select an initiating event
ranging from an operational transient such as a valve or pump malfunction to accidents
involving pipe breaks. "During execution a high-resolution colour mimic is displayed
on the computer monitor. Selected plant parameters are digitally updated and the
water level, relief valve status, pump rotors and control rod movements are analog

displayed".
2. A Training Simulator for a Low Pressure Distillation Column.

This BP simulator was developed by HENKEL for the inhouse training of
process operators (Luder et al., 1990). The focus here is not on the operation of a

practical process with a specific control structure under special conditions, which
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would be the case in the safety training or in the training of start-up and shut-down
strategies for experienced personnel. Instead it aims to demonstrate to the operators
the fundamentals of process operation including: (i) use of the displays of a distributed
control system (DCS) to observe the process, (ii) practice the operation of control
valves, (iii) learn to collect, select and interpret relevant information, and (iv) develop
a problem-solving strategy that only needs to be verified by observation and does not

depend on short time validation measurements unavailable due to large time constants.

The training simulator consists of a dynamic process model which is linked to
the actual DCS which serves as the interface for observations and control actions. The
main display is a flowsheet of the column including the measurements of flows,
levels, temperatures, pressure, and the concentrations of the key components is
displayed at the DCS. It also includes information not available in the real plant but

which are thought to enhance the learning process.

The control configuration is not the most desirable for operation but it is
regarded as a good selection for education. It requires a lot of operator action and the
temperature controllers force the trainee to use his process knowledge concerning the
pressure-concentration-temperature coherence. The main function of the simulator is
that it allows the instructor to select predefined scenarios of training sessions, and

choose among various disturbances and changes of operation.
3. A Training Simulator for Studies in Process Control

Various training programmes for introducing undéfgraduates studying
Chemical Engineering to process control have been developed and implemented using
IBM's RTPMS (renamed from ACS) system. Descriptions of this can be found in
Kershenbaum and Macchietto (1984), Koppel and Sullivan (1986) and Postlethwaite
(1987). The use of the simulator follows a formal course on process control. The
objectives of the simulation based project include the design of control strategies and

the implementation of the control theory in practice, in a realistic real-time



Chapter 3. Training the Process Operator 99

environment. The students practice tuning control loops, study time constants as well

as interactively operating a 'plant’.

RTPMS provides the platform for both the development and execution of this
process model. Furthermore RTPMS is used as the operator/engineer interface to the
process. The students are presented with a furnace simulation and are given the
operational constraints. They then have to design and implement an effective control
strategy that satisfies the operational requirements and is 'robust' in the presence of
disturbances. "After investigations of the dynamic response to manipulations and
disturbances, the students go on to look at the simple, separate, feedback loops to
control the product outlet temperature and the stack oxygen concentration. The last
unit looks at the effect on control of operating loops simultaneously and points out the
difficulties in controlling multiple-input multiple-output processes" (Postlethwaite,

1987).

The course very effectively gives the students a better feel of the theory while
at the same time it exposes them to some of the tasks that are associated with the role
of the process operator in an actual plant. Koppel and Sullivan indicate that the
"students when operating the simulated process from the ACS display experience
virtually the same events that would confront operators of the real process, with the

exception of drastic events such as equipment failure?."
4. Oseberg Platform Training Simulator

The Oseberg full-scope high fidelity training simulator (;‘Gran etal., 1988) has
been built and commisioned in 1987 with the primary objective of training process
operators and supervisors for operating the plant under normal and abnormal
conditions. The simulator (approximate cost of U.S. $ 6 million) is "one of the most

comprehensive process simulators built to date” (Gran et al., 1988).

7 Equipment failures can be simulated in RTPMS but they are not included in this course. For an
example of this see Kassianides and Macchietto (1990).
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The simulator includes a full replica of the platform's central control room
(CCR) including a thorough emulation of the operating system with all the mimic and
safety panels in the CCR of the platform reproduced in the simulator. The CCR
panels consist of the process mimic panel, ESD matrix panel and the fire and gas
matrix panel. Finally the simulator is backed by a comprehensive instructor system

with dedicated functions for the running and control of training sessions.

More than one hundred main plant items were modelled in the Oseberg
simulator. For example, crude inlet heaters, three phase separators, coolers,
scrubbers, flash drums etc. In addition to the main items hundreds of transmitters,
switches, alarms, controllers and valves are modelled. Other than equipment
modelling, the simulator treats in detail the compressor sequencing logic system, as

well as, the emergency shut-down and the process shut-down logic systems.
5. Training Simulator for an Olefins Plant

A replica, high-fidelity training simulator (introduced in section 3.6.1.) was
developed by Simcon U.K., a division of Combustion Engineering for Shell
Nederland Chemie's Lower Olefins plant at Moerdijk (Jones and Brook, 1990). The
training objectives that were addressed by the training simulator were: (i) operator
familiarisation of a newly installed distributed control system (DCS), (ii) operator
training on DCS and de-bottlenecked plant interactions, (iii) training of new
replacement operators, (iv) refresher training courses for all operators on a continuing

basis.

For this purpose the simulator provided an accurate real time representation of
the process dynamics. While the main components were simulated some secondary
equipment were also included in the simulation models, that were identified as

important for training. Furthermore, the need for the same type of interface through
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which the operators would monitor and control the re-vamped plant was provided by

an accurate emulation of the actual control system.

While trainee operators are monitoring and controlling the operation of the
simulated process model, instructors act as field operators to perform actions at the
request of the trainee operator which cannot be completed in the control room. For
example, opening and closing block valves, starting pumps and reporting readings

from field instruments to verify the accuracy of control room instrumentation.

Instructors can also introduce disturbances, failures and malfunctions during
training sessions which affect the operation of the process model. For example,
"drift" failures were allowed for every controller transmitter, air failure options were

included for every control valve, pumps and compressors can fail etc.
3.7. Discussion

In this chapter the area of training as it applies to the process operator was
examined in some detail. It was pointed out that the effectiveness of a training
programme depends greatly on a series of pre-training steps that have a direct
implication on the training design and the choice of the most appropriate training
method and training delivery platform. These pre-training steps have been defined as:
(i) the identification of the trainee characteristics, (ii) the definition of the training
needs, and (iii) the formulation of the training objectives through an extensive task

analysis.

Various training methods that are currently employed for the training of
process operators were then examined, indicating their respective advantages and
disadvantages. As a result training situations were identified that stand to benefit from
the application of appropriate CBT. Particular benefits are expected in the training of
novice operators in plant operation and in maintaining operators' abilities to handle

interactive real time functions.
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Also in this chapter a detailed survey of CBT was presented which examined
its cost-effectiveness and then looked in detail at the various CBT categories and how
they relate to the process industries' training requirements. The findings of this

survey indicate the following:

1. CBT where applicable offers considerable advantages over other training methods.

2. A great range of CBT courseware has been implemented, ranging from simple basic
principle tutors to sophisticated high fidelity full scope training simulators.

3. Cumrently CBT is generally used to supplement the principal instructional process.
4. There is a need for an expert instructor to guide trainees and support the training process.

5. The routine use of CBT has been inhibited by the costs involved in the initial

development of CBT material.

6. Subsequent maintenance and modifications of CBT courseware are often difficult and
costly to implement as they are implemented in custom-made hardware and software

systems. This leads to the rapid obsolescence of the entire training system.

Furthermore the survey indicated a number of broad requirements as defined
by the process industries training needs which provide the framework and define the

constraints for the development of CBT systems. These systems should be:

1. Stand-alone so that they could be used on the factory floor

2. Flexible and easily modifiable to account for and accommodate the changing nature

of the operators' tasks and changes in the training objectives.
3. Capable of providing on-line criticism and support to enhance hands-on training.

4. Developed and maintained at reduced overall costs

In particular, a number of broad functionalities were identified as essential for
flexible, easy to use and easy to upgrade CBT systems. With respect to CAI (or
ICAI) systems, these are:

1. The ability to develop comprehensive well defined domain models that are accessible for

subsequent modification.
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2. The ability to employ both qualitative and quantitative knowledge representations of the

domain.

3. The ability to express the domain knowledge through various delivery methods including
text, diagrams, interactive displays, etc.

4. The ability to employ different training strategies at different times and for different

training objectives.

5. The ability to select and save parts or all of the training session for either the on-line or

subsequent evaluation of the student's performance.

6. The ability to use the above material in different ways to create stand-alone adaptive
CBT systems that will cater for the needs of individual students.

7. The ability to manipulate the domain model and the instructional strategies to create

systems that meet a range of training objectives.

8. The ability to expand the domain model, to implement new instructional strategies, and

to implement new student models on the basis of experience and research.

With respect to simulation based training systems, the functionalities required are:

1. The ability to model a plant in a high level engineering language. To minimize
development effort, it should be easy to develop new models, to reuse models already
developed for design, control, or other purposes; to build complex models by assembling

simple ones; to use a model library.

2. The ability to solve steady state, dynamic simulation and optimization problems with
the same model, and for different and arbitrary initial conditions; to save and reuse

intermediate solutions; to flexibly change specifications for the same model;

3. The ability to set up and run simulations from an external driver, including a control
system; to run simulations syncronously with an externally defined time (including

faster and slower than real time).

4. The ability to define, save, schedule and initiate procedural events and sequences through
a high level language, independently and externally from the underlying simulation; to
build complex procedures by assembling simple ones; to use a procedure library; to drive
a simulation from the procedure definitions; to drive a control system from the procedure

definitions.

5. The ability to interact with and use all facilities of a modern real time control system
with support for multiple users and external links; to define its configuration from the

outside; to access and use real time data.
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6. The ability to define, store, and initiate, in a coordinated way, activities involving all the
previous functions, according to predefined logical structures; to use the same material in

different order; 1o mix procedural and logical data and programs.

7. The ability to communicate with trainees and trainers through suitably rich interfaces,

including multiple screens, graphics, interactive dialogues, etc.

Finally, it has been identified that the integration of CAI (or ICAI) with
training simulation in one training programme could offer great advantages.
Furthermore, it is thought that the present state of technology could enable the
development of systems that meet the majority of the forementioned functionalities. In
the next chapter a system architecture that meets the training requirements for process

operators and offers these functionalities is examined.



Chapter 4

AN INTEGRATED ARCHITECTURE FOR
COMPUTER BASED TRAINING SYSTEMS

In chapter 3 a survey indicated various essential functionalities of flexible and
cost-effective CBT systems. The system architecture should enable the development
of CBT courseware for both basic principles and 'hands-on' plant operation whilst
minimizing the development effort and the subsequent involvement of instructors.

This could lead to substantial cost reductions while increasing training effectiveness.

In order for the system architecture to offer the required functionalities it must
include a variety of diverse but highly sophisticated subsystems for simulation, real-
time control, CAI authoring, etc. It was thought unlikely that any one organisation
could provide all those components, and the skill base to support and develop them, at
a cost sufficiently low to make the results widely available. Accordingly, we explored
the feasibility of using, as far as possible, existing specially suited general purpose
components as building blocks. In this chapter the overall system architecture and its
current prototype implementation is described, in terms of the constituent components
and their functions, and the links between the different modules. Then various CBT

configurations that have been achieved within this architecture are presented.
4.1. The System Architecture

The proposed integrated system architecture is presented in Figure 4.1. It
utilises high level general purpose modules: an engineering orientated process
simulator, an industrial real-time plant management and control system, a supervisory

system for scheduling and management of discrete operations and an intelligent

105
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module (implemented in an expert system development environment) which
coordinates the others and serves as the platform for the development and delivery of

the CAI courseware.

>( User Interface )4

1 v

Intelligent
Module

il

Simulation j- Control — Operations

Module > System - Management
Module Module

Figure 4.1. Structure of the Integrated System Architecture

The modular approach allows for the implementation of 'a generic
environment' that can easily be adapted to different problem domains. Once the
communication between the various modules is established then the effort involved in
the adaptation of this generic environment towards a specific training programme is
minimized. This is achieved through the exploitation of the functionalities offered by

each of the building blocks.

For example, the trainer can develop the required simulation models in an
environment tailored for such development, implement the control strategies in an
appropriate medium, etc. Arguably this will require the courseware developer to be
familiar with the workings of each building block. However, once that is achieved,
modifications to the current problem domain, as well as development of new training
programmes, maybe for different problem domains, should demand considerably less

effort.
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The system architecture is not dependent upon the use of specific commercial
software as subsystems. However its sophistication is directly related to the
functionalities offered by each of the building blocks. A set of constraints which
determine whether individual blocks are suitable for use as modules in the integrated

system have been identified and are examined more closely in the following sections.
4.1.1. The Control System Module

The control system module is of direct relevance to computer based training
simulators. In chapter 3 it was indicated that in order to support learning at both the
intellectual and the psycho-motor levels, a training simulator needs to incorporate
controls and displays that are as real as possible. A variety of 'control systems'
(ranging from real industrial systems to control system emulators of varying
complexity) could be used for training purposes. The suitability of any one in
particular will depend on the end use environment, the training objectives, the fidelity
requirements and also upon cost considerations. The control system module needs to
meet four functional requirements (listed in table 4.1.) in order to be eligible for use as

a building block within the proposed system architecture.

Table 4.1. Functional Requirements of the Control System Module

It should allow the development and implementation of realistic user interfaces.
It should allow the interactive real-time execution of control actions.

It should allow the interactive (re)configuration of control strategies.

bl B

It should be able to communicate with external modules.

In the case of simulation training for plant operation the control syStem module
will provide the point of interaction between the student and the simulated process
plant. Therefore, the module should allow the development and implementation of
appropriate user-interfaces, that include at least the same (or similar) features as those

of the control system that the trainee will use to operate the real plant. This involves
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both the presentation of process data at realistic time intervals through representative
interactive displays, graphics, etc. and also the emulation of the psycho-motor

characteristics of the man-machine interaction.

The second functional requirement results from the fact that the trainee will
control the simulated plant through these interfaces. Therefore, the control system
module should allow the interactive real time execution of all possible (or the most
important) control actions that the trainee and the trainer could perform with the real

control system (for example, setting-up control loops, changing setpoints, etc.).

Additionally, manual actions (such as operating pumps, opening and closing
manual valves, etc.) not available from the real control system configuration could be
described in order to provide a comprehensive training platform. Furthermore, the
control system module should provide for tutor intervention (direct or indirect) so that
the trainer may initiate training scenarios such as control system faults, changes in the

operational conditions, etc.

The third functional requirement adds to the flexibility as well as augments the
possible training applications of the system architecture. The control system module
should permit the configuration of alternative control strategies. This constraint
guaranties the feasibility of maintaining and modifying the 'instructional control
system' so that it corresponds to the current state of the real one. It should be possible
to change control configurations using the available plant components, as well as

implement new control loops.

When used by the trainer this functionality offers great flexibility for the
definition of the training environment. Furthermore, this functionality also permits the
development of training programmes aimed at teaching aspects of process control. In
such cases, trainees could be allowed access to this facility to implement and test their

own or suggested control strategies in a realistic environment.



Chapter 4. An Integrated Architecture for CBT Systems 109

Finally, the control system module should support communications with
external modules. In the proposed system architecture the control system module is a
key link in the transfer of data and the channelling of procedural actions between the
other modules. A link which allows the sharing of process data with the simulator is

necessary for the implementation of a training simulator.

Through this link the control system will drive the simulation as if it were an
actual plant. The decoupling of the control and simulation modules enables one to
easily manipulate the relative speed of the simulation and the control actions, thus
augmenting the simulator training with ‘'slow-motion' or ‘'fast-forward'
functionalities. Furthermore, it could allow the 'user' to initiate, freeze, pause, or

restart a simulation problem.

On the other hand the links with the operations management and the intelligent
modules enable these external programs to direct the operation of the control system -
and through it, of the simulation- by passing to it data, parameters, values to trigger
other actions, etc. As a result the resulting CBT program can have stand alone
capabilities since training scenarios can be instigated automatically. These

functionalities will be examined in more detail in the following sections.

In the prototype implementation of the proposed system architecture the
control system module utilises an industrial system which meets all four functional
requirements described above and also offers additional functionalities (IBM's
RTPMS, Bradbury and Brook, 1983; Process Engineering, 1985). RTPMS is used
in our department to operate three pilot plants and a variety of simulations. It provides
standard real-time monitoring and control functions, along with alarmirig, archiving,
event logging, and reporting capabilities. It has a powerful real-time database, a full
operator interface and it supports multiple user access through configurable interfaces.
In addition, RTPMS permits the interactive creation of simple and multi-loop control

strategies, as well as the development of sequence control.
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RTPMS can control access to different functions and data according to user
type (operator, engineer), terminal location and authorisation. It can also initiate
various external programs (when triggered by events, changes in continuous
variables, time, etc.) and exchange data with them, as well as be directed by them to
perform various functions. The communication between these and RTPMS is
performed through suitable database server programs (Macchietto et al., 1987).
Furthermore, RTPMS offers limited simulation facilities which can be used to
simulate and control = a process within itself. Table 4.2. outlines RTPMS's

functionalities.

Table 4.2. Characteristics and Functionalities of RTPMS

Real-time monitoring.

Control capabilities.

Permits the creation of simple and advanced control strategies.
Permits the development of sequence control

Alarming and reporting capabilities.

Own real-time database.

A full operator interface

Multiple user access.

A T A o B

Archiving and event logging facilities.

|
e

Standard simulation facilities

—
b

Controls access to functions according to user authorization

Supports a two way communication with external modules

Pmadh
L

The use of RTPMS in the training system offers four main advantages. First,
it makes it possible to present the trainees with interfaces identical to those they will
have to use when operating the actual plant. Second, there is no need t6 emulate the
control system itself since the real thing can be used. Third, the open architecture of
RTPMS allows it to play a central role in the communications structure of the overall

system architecture. Finally, RTPMS's functionalities increase the flexibility and the
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generic nature of the system architecture as a platform for the development of CBT

systems.
4.1.2. The Simulation Module

This module provides the foundation for computer based simulator training.
While the control system module is generally responsible for the interaction of the
student with the training simulator, the simulation module provides for the

development and execution of plant models.

The use of general purpose process simulators which are specially suited for
the development and execution of the simulation models to overcome current
limitations in training simulators was discussed in section 3.6.6.2. Simply, once the
simulation models have been developed they could be linked to the control system
module to achieve flexible training simulators. A process simulator that could be
employed as the simulation module in the integrated system architecture needs to meet

several functional requirements (listed in table 4.3.).

Table 4.3. Functional Requirements of the Simulation Module

1. Itshould have a generalized high level (engineering) definition language for ease of

model development and subsequent modification.

2. Itshould allow the development of models that have a degree of fidelity which
corresponds to the training needs.

3. It should be capable of solving steady state, and dynamic simulation problems with the
same model and for different and arbitrary initial conditions.

4. It should be able to communicate and share information with peripheral modules.

5. It should be capable of running simulations synchronously with an externally defined

time (including faster and slower than real time).

6. It should be possible to initialize, begin and control the execution of the simulation

model from an external source.

7. It should be possible to freeze, restart and re-run a simulation.
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The availability of a generalized high level (engineering) language should
greatly reduce the effort involved in the development of new models and their
subsequent modifications. Furthermore, this should provide consistency in the
definition of models and enable the formulation of an extensive model library
(including both complex and simple models). Thereafter, the various existing library
models could be used to easily build new ones of higher complexity, and so on.
Finally, models which are or were developed using the simulator's language for
design, control, or other purposes could easily be modified and adapted for use in

training situations.

It has been repeatedly stated that the degree of fidelity necessary in a training
simulator depends greatly on the training objectives. In view of the implementation of
a 'generic' system architecture which could be used to address a range of instructional
objectives, the simulation module should allow the description and be capable of

handling both discrete and continuous events.

One of the greatest cost factors in the development of training simulators has
been the implementation of robust numerical routines that are able to solve the
simulation models. This demand increases significantly if the plant models are large
and include a combination of both discrete and continuous events leading to large
mathematical systems of algebraic and differential equations. The simulator should be
capable of handling such models. Furthermore, it should have the ability to solve
steady state, and dynamic simulation problems with the same model and for different

and arbitrary initial conditions.

This would allow the use of the simulation module to addreSs a range of
training objectives ranging from the presentation of direct cause and effect
relationships to the introduction of time considerations in plant operation. Finally, the
simulation module should offer the capability of saving and using intermediate

solutions, as well as offering the flexibility to change specifications for the same
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model. This functionality further increases the applicability of the simulation models

to different training scenarios.

For a simulator to be suitable for use as the simulation module in the proposed
system architecture it needs to be capable of communicating and sharing information
with peripheral modules. Firstly, a link with the control system module is essential
for the configuration of even the simplest training simulator. The need for this link
should be evident and has also been discussed in previous sections of the thesis. The
main constraint imposed upon this link is that the simulator should be capable of
running simulations synchronously with an externally defined time (including faster
and slower than real time) in this case the time defined by the control system module
so that the dynamic effects of control actions upon the plant operation are realistically

represented.

Furthermore, the ability to select, initialize, begin and control the execution of
a simulation problem from an external source, increases the suitability of the simulator
for use as the simulation module. Once the models have been developed and tested
then they need not be directly presented to either the trainer or the student. The
execution of the simulation models should take place in the background.. Executable
versions of the simulation models could be used to formulate a 'simulation problems
library'. Individual simulation models may then be defined as parts of an overall
domain model at different levels of a CBT programme. As such, the trainer, the
student, or a predefined automated training programme could select any of the

predefined problems for study.

Once the selection of a problem is made, then it should be possible to initialize
and run the respective simulation automatically, thus removing any requirements on
the part of the student for being familiar with the use of the simulator. Furthermore,
the ability to control the execution of the simulation from external sources allows the

training developer to define various simulation procedures. These procedures could
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then be invoked either directly by the trainer and/or the student through specially
suited interfaces or be utilized automatically from within an automated training

programme.

Finally the ability to freeze, restart and re-run the execution of simulation
models allows for emphasis to be placed on important events and sequences. By
freezing the simulation the student can take time to study the characteristics of an event
as described by the state variables at that particular instance, as well as seek help in the
form of either explanations or advice. This help could then be made available by
either a human tutor supervising the instructional process or automatically from a

facility offered by a CBT environment.

Additionally in the case of a stand-alone system used for self-study, the
student may pause the simulation to take a break or perform some other non-training
function. If for example an operator is using a training system in the control room his
attention may be required for actual plant operation. In that event he may freeze the
simulation, perform the non-training operational task required and then return to the
training system and resume with the training session. Alternatively the trainer may
wish to freeze the simulation in order to describe a particular event, offer additional

information, or even test a student's understanding of what is happening.

The ability to restart the simulation provides for continuity of the instructional
process. For the effective use of the freezing functionality described above it is
necessary that the student is able to resume with the training session. At a different
level the student may wish to restart a simulation problem at a particular point in order
to repeat the training process. If for example the objective of an exercise is to devise a
sequence of procedures which achieve certain operational objectives, the student may

interactively examine various alternatives until he makes his final choice.

Finally, the ability to re-run a simulation problem with all the actions that the

operator has taken during an interactive session, allows the instructor, as well as the
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student to critically examine a student's performance and the effectiveness of his

decisions in view of the final results.

In the implementation of the proposed system architecture the simulation
module makes use of the SpeedUp simulator (Pantelides, 1988) which meets the
previously described functionalities. In particular SpeedUp offers a high level
simulation language and model development environment, and robust numerical
techniques for the solution of the underlying algebraic and differential equations.

Table 4.4. outlines the functionalities offered by SpeedUp.

Table 4.4. Characteristics and Functionalities of the SpeedUp Simulator

High level simulation language.

Model development environment.

Robust numerical techniques.

Communication with external modules.

Easy development of real-time simulation models.
External initialization at different dynamic states.

Support freeze, restart and re-run.

IR - NV R NN

Can run in slow motion or fast forward.

A simulation model is first developed off line using SpeedUp as a stand alone
program, and it is then interfaced to the control system module so that the simulation
may be run in real time. SpeedUp's External Data Interface (EDI) and RTPMS's
database server make the communication possible. The relation between the

simulation module and the control system module is schematicaliy given in figure 4.2.

The interface permits the SpeedUp simulation to receive signals such as valve
positions from RTPMS, and allows the simulation to return calculated values such as
flowrates, temperatures and compositions back to RTPMS at regular time intervals
(every 8 seconds). While possible we normally do not include control loops in a

SpeedUp plant model, instead we use the standard RTPMS facilities to configure



Chapter 4. An Integrated Architecture for CBT Systems 116

control strategies and perform control actions enabling exact replicas to be built of the

actual or expected plant control environment.

Furthermore, the interface allows the operator or the trainer to freeze, restart,
or rerun a simulation through commands from the control system itself. An additional
facility available is the ability to slow down the simulation or make it run faster by

manipulating the apparent simulation time relative to clock time.
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Figure 4.2. Relation between the control system and the simulation modules

A plant model is created by defining models of individual processing items,

such as valves, tanks, heat exchangers, etc., and by adding purpose built models to
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those in the library. It is then possible to easily define simulations of the plant or of
plant subsystems involving various combinations of these building blocks and solve

steady-state, dynamic simulations and optimization problems.

Faults such as loss of containment through leakage, blockages, measurement
shifts e.t.c. can also be incorporated into the simulation models. For this a plant
model is coupled with error models which are also manipulated through the control
system module. Error models can be used to affect sets of state variables or individual
ones. Required switches and/or parameters in the error models can be provided by the
trainer on-line or be automatically set/reset at a pre-specified time and/or conditions.
Figure 4.3. shows how these error models are related to the main configuration

exhibited in figure 4.2., for a specific example.
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A A |  Variables

Plant Model

Figure 4.3. Incorporation of Error Models in the Simulation Module
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A simple measurement error model and its effect are described in table 4.5.
Let x represent a measured flowrate. If m = 0 and ¢ = 0 then the value returned by
the simulation to RTPMS is X = 0. In the actual plant this could correspond to total
measurement loss which could be explained by a non-functional measuring device, or
to a complete loss of flow through leaking. If m=0butc# 0 then X =cand a
constant measurement is reported to the control system. This could indicate a faulty
instrument or it could correspond to a control valve that has become stuck in one

particular position.

Table 4.5. An example of a simple error model

X =m*x + ¢

Where:
X is the value sent to RTPMS
x is the value evaluated by SpeedUp
m is a constant transmitted from RTPMS
¢ is a constant transmitted form RTPMS

Effects of constants on values sent to RTPMS:
m = ¢ = ( total measurement loss

m = 0, ¢ # 0 arbitrary constant value

m = 1, ¢ # 0 constant measurement offset

m # 1, ¢ = 0 proportional measurement offset and or leak
m # 1, ¢ # 0 constant plus proportional offset

In the situation where m = 1 and ¢ # 0 a constant measurement offset would
be observed. This could correspond to a wrongly calibrated instrument, a constant
leak, etc. If m# 1 and ¢ = 0 then the value exhibited by RTPMS would indicate a
proportional measurement offset possibly caused by a faulty #instrurnent, leakage,
blockage, etc. Finally if m # 1 and ¢ # 0 then the effect on X would be a
combination of constant and proportional offsets possibly explained by a combination

of faults.

Furthermore, the effects caused by this simple error model can be grouped in

two categories. The first category includes the effects upon isolated and/or decoupled
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variables. In this case the error model affects the particular state variable but does not

have an effect on any other part of the simulated process.

The second category includes the effects upon variables that are used in a
control loop or elsewhere in the simulation. In this case the offset caused by the error
model affects different parts of the simulated process. Thus, the resulting effects are
not isolated. If for example the measured flowrate is coupled to a flow controller then
it is possible that the control loop will be destabilized. This could then have various

effects downstream, maybe leading to operational instability.

Various error models may be defined and utilized in a training scenario, for
example as a demonstration of the effects of a particular fault on plant operation or in
an interactive session where the operator is guided by the instructional process to

identify the fault.

In summary, it is possible to easily develop real time simulation models which
can be initialized at different dynamic states, support freeze, restart and re-run, can be
run in 'slow motion' or 'fast forward', and whose level of detail can be such as to
reflect the effects of power switches, manual and computer operated valves, the
setting-up of control loops, etc. A range of faults may be simulated, for example the
loss of containment through leakage, blockages and equipment malfunction, and
simulation of measurement and control system errors. Of course the fidelity of a
simulation depends on the suitability and accuracy of the models used, but here it is
possible to very rapidly develop and change a model in the SpeedUp environment and

then to link it again to the training system.
4.1.3. The Operations Management Module

The integration of the simulation and the control system modules provide a
platform for the development of training simulators with advanced functionalities.

However, the resulting training systems achieved through this configuration lack in
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terms of stand alone capabilities. While it is possible to describe some operational and
training sequences in the simulation module as parts of a plant model itself, the
effectiveness of this approach is limited for two reasons. First, these sequences will
have to be embedded in the model, thus constraining its general applicability as a
generic building block. Second, the definition of such sequences in this environment

would require significant development effort.

These limitations are overcome by using an operations management module
which is specially suited for the development and implementation of operational
procedures. The use of such a module greatly enhances both the stand alone
capabilities of the training systems and the general applicability of the development

platform for simulation based training.

The operations management module should permit the definition of complex
operational procedures in terms of a set of predefined control primitives independently
and externally from the underlying simulation, then translate these procedures into
control commands to be automatically scheduled and executed under the system's
supervision. In view of integrating such a module within the proposed system

architecture six functional requirements have been identified (listed in table 4.6.).

Table 4.6. Functional Requirements of the Operations Management Module

1. Itshould have a high level definition language for ease of definition and subsequent

modification of operational procedures.
2. Itshould be capable of translating these procedures into control commands.
3. Itshould be able to schedule and execute the resulting control commands.
4. It should be able to communicate with external modules.

5. It should allow the selection of sets of procedural events and their initialization from

external sources.

6. It should allow on-line interactive operation.
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As in the case of the simulation module the availability of a high level language
should greatly reduce the effort involved in the initial definition and the subsequent
modification of procedural events and sequences. The generality in the definition of
these procedures should permit the development of a procedure library. Thereafter,

complex procedures could be built by assembling simple ones.

The operations management module will have to be able to translate these
procedures into commands that can be used by external modules. In the proposed
system this module is linked to the control system module. Therefore, it should be
capable of translating these procedures into control commands that can be executed at

the control system level.

Furthermore, the operations management module should be able to schedule
and execute these control commands. This enables complete sequences of events to
be scheduled at prespecified time intervals or at a pre-specified time. This allows the
complete definition of operational demonstrations, the introduction of faults and

disturbances at a prespecified instance in time, etc.

The requirement for communication with external modules should be evident.
The actual execution of the procedural events will be performed by an external
module. In the proposed architecture this is the control system module. Therefore,
the operations management module should be able to drive the control system from the
translated procedure definitions. Additionally, it should also be able to drive the
simulation via the control system by the utilization of aﬁpropriate procedure

definitions.

The ability to select sets of procedural events and to exploit the functionalities
of the operations module from an external source adds a new dimension to the stand-
alone capabilities of the integrated system. This is particularly relevant to

demonstrations of operational sequences (for example start-up and shut-down
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procedures). A description of how this capability is utilized in the proposed

architecture is given in the following section.

Finally, it should be possible to on-line and interactively control the functions
of the operations module. This allows for the trainer to initiate sequences or schedule
events to happen on-line or at a future time. Alternatively, the student can interactively

initiate a sequence of events and then observe its overall effects.

In the prototype implementation of the system architecture we used the
SUPERBATCH supervisory operations management system (Cott, 1989; Cott and
Macchietto, 1989). It permits the definition of a set of primitives, which include
equipment resources, utilities, and operational primitives (phases or tasks that can be
carried out). These may well differ from (but must be consistent with) the basic
models used for simulation or control purposes, and superimpose different views of
the same underlying plant/control configuration. These new primitives may be used to
define operational procedures in terms of the known resources and to produce an

operations schedule.

The system can translate these schedules automatically into control commands
and direct their execution under its own supervision by the control system module.
Schedules are updated on line in response to plant (in this case, plant simulation)
events, user requests to schedule new procedures, etc. The communication between
SUPERBATCH and RTPMS is performed through the database server previously
mentioned. Table 4.7. outlines the characteristics and functionalities of

SUPERBATCH.

Different SUPERBATCH models may be defined for the same plant/control
configuration, allowing a plant to be viewed and operated at different levels. In a
detailed operations model, the available resources may be valves, motors, etc. and the
available procedures may be to open and close valves, put a control loop on automatic

at a user specified setpoint, etc. A much more aggregate model might describe the
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same plant as a reactor, a distillation column and a heat exchanger, and the available

procedures as load reactor, start reactor, etc.

Table 4.7. Characteristics and Functionalities of SUPERBATCH

High level plant/procedure definition language.

Model development environment.

Automatic translation of procedures into control commands.
Automatic scheduling and execution of control commands.
Communication with external modules

External selection and initiation of models.

Nowvhwb -

On-line interactive intervention

From a training perspective the operations management module can be used by
the trainer to define training sequences and scenarios. Consideration of general
training objectives indicated a number of ways to use this sequence management
capability. First, the system can be used for demonstration purposes. For example,
the trainer can prespecify an entire procedure or sequence of procedures for successful
start-up or shut-down of the plant. This predefined procedure(s) can then be invoked
as a demonstration of a correct, or safe operation. As part of the predefined sequence,

explanation may also be presented to the trainee at selected points.

Second, the scheduling facilities of SUPERBATCH can be used to define and
generate a variety of training procedures. These may include normal operation where,
for example, a trainee is expected to take the plant at a certain point, and emergency
training scenarios. Abnormal operational conditions may be defined by automatically
introducing disturbances and/or faults (for example, by shutting a manual valve) as
part of the sequences. In this situation the trainee operating the real-time simulation
would have to identify that there has been a deviation from normal operation, locate
the source of the error and take corrective action. Part of a procedure set up by the

trainer may include the collection of certain statistics for evaluation purposes. The



Chapter 4. An Integrated Architecture for CBT Systems 124

main advantage here is repeatability of the training scenarios in the sense that exactly

the same training sequence is used for all trainees and at different times.

Finally, a trainee may define, execute and verify his/her own operating
procedures in terms of control primitives available to him/her. The extent and detail to
which events can be formally defined depends upon the level of detail of the
simulation model and the generality of the selected control primitives. For any

particular training activity these may be controlled by the trainer.

For example, control primitives and procedures made available to a trainee
may implement very simple tasks, such as opening and closing valves, turning motors
on or off, etc. Alternatively, the trainee may be asked to operate the plant using higher
level primitives such as "perform start-up”, etc. For example the SUPERBATCH
model developed for the evaporator pilot plant application (defined in detail in later
chapters) includes primitives and procedures for:

1. Initiating, pausing and aborting the simulation.

2. Carrying out all manual operations (the operation of power switches, manual valves,

pumps, and an agitator).

3. Performing all control actions (closing a cascade, putting a control loop on automatic

and setting the setpoint).

4. Individually adjusting drifts and offsets in all measurements and displayed values.

Any or selected subsets of the above procedures may then be interactively scheduled

and executed in any desired sequence.

The above features enable the training system to be used in stand alone mode
since all training procedures, for example demonstrations and introduction of faults
can be automated. This permits the system to be used without the trainer being

present and for self-study.
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4.1.4. The Intelligent Module

The integration of the control system, the simulation and the operations
management modules (from now on referred to as the simulation based training
system, SBTS) allows for the configuration of flexible and cost-effective training
simulators of advanced functionalities which may have various degrees of stand alone
capabilities. In chapter 3 it was pointed out that the integration of computer-assisted
instruction (or ICAI) with simulation techniques in a single training environment could
offer great advantages. For example, CAI techniques could be used to provide on-line
criticism and support hands-on training. This could greatly add to the stand-alone

capabilities of a training programme.

It may be possible to define a stand-alone training programme which utilizes
CAI techniques for introducing instructional material on theory, basic principles, etc.
and then take advantage of the capability of configuring training simulations, to define
simulation problems that demonstrate the theory and/or provide a platform for the
application of theory to practice. Furthermore, the control of the instructional process
could be entirely automated by: the definition of structured training sequences
augmented with explanations, guidance, advice, etc.; the implementation of different
instructional strategies; the definition of student models; etc. Thus it may be possible
to develop adaptive training systems that will attend to the training needs of individual

students.

As indicated in chapter 3 there have been various atternﬁts to achieve training
systems with these specifications. However, their success has been greatly
constrained by the limited capabilities of these systems with respect tc; simulation.
Nevertheless, a great range of commercial authoring systems that allow the definition
of CAI courseware are available. Dean and Whitlock (1988) describe the ones most
widely used. On the other hand authoring environments that support the development

of ICAI systems are not yet available. Instead ICAI systems have been developed for
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specific problem domains and have their characteristics and functionalities deeply

embedded in specific software implementations.

These limitations suggested the general architecture of the overall system
presented here. It was thought that the integration of an intelligent module with the
SBTS could overcome these limitations and allow the dévelopment of flexible and
cost-effective training systems that combine the functionalities of CAI, ICAI and
training simulation. As a result the intelligent module would have to be capable of
performing two roles. The first role is to represent and define the delivery mode of
the instructional material. The second role is to coordinate the use of the other

modules within a particular training programme.
4.1.4.1. The Intelligent Module Development Environment

Different implementations of the intelligent module are possible depending
upon the training needs. Nevertheless, its implementation through the use of expert
system techniques is the most advantageous. This approach allows the
implementation of flexible data structures that can be easily formulated, updated,
modified, and eventually manipulated to develop a range of CBT courseware that
address different training objectives. In this way it is possible to define domain,
instructor and student models, as well as non-training related functional parts (such as
a fault monitoring facility) and use them to create specific training programmes (one

such application is described in later chapters).

The use of one of a variety of commercially avaﬁable expert system
development environments greatly reduces the effort involved in the development of
the intelligent module. A number of functional requirements have been identified
which have a direct implication upon the sophistication of the training systems that

may be generated. These are outlined in table 4.8.
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Table 4.8. Functional Requirements of the Intelligent Module Development

Environment

10.

11.

12.

The availability of a high level definition language for ease of development and

subsequent modification of expert systems.
The ability to handle mathematical functions.

The ability to develop comprehensive well defined domain models that are accessible

for subsequent modification.

The ability to employ both qualitative and quantitative knowledge representations of

the domain.

The ability to express the domain knowledge through various delivery methods
including text, diagrams, interactive displays, etc.

The ability to employ different training strategies at different times and for different
training objectives.
The ability to select and save parts or all of the training session for either the on-line or

subsequent evaluation of the student's performance.

The ability to use the above material in different ways to create stand-alone adaptive
CBT systems that will cater for the needs of individual students.

The ability to manipulate the domain model and the instructional strategies to create

systems that meet a range of training objectives.

The ability to expand the domain model, to implement new instructional strategies,

and to implement new student models on the basis of experience and research.

The ability to communicate with external modules, share information and coordinate

their activities.

The ability to develop and incorporate additional functional parts which may require

extensive logic based representations and processing.

LEVELS was used (Information Builders Inc., 1987) in the prototype system

implementation. LEVELS is an advanced development environment and delivery

vehicle for expert systems and uses both backward chaining goal driven inference and

forward chaining. In a backward chaining application LEVELS will pursue a specific

hypothesis or goal, searching for the antecedents (pre-conditions) that would support

that goal. In a forward chaining application it attempts to match contextual data, or
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information specific to a particular situation, to a pattern or template described by the

rules of the knowledge base.

When building expert systems one specifies a goal or a hierarchy of goals
which are then proven or disproven by a network of interdependent rules. LEVELS
makes use of a simple yet versatile knowledge representation language called
Production Rule Language (PRL) for the development of knowledge bases. In PRL
knowledge is represented as IF...AND...OR...THEN...ELSE rules, which contain
the factual information comprising the domain of the expert system. PRL also allows
the user to specify procedural rules, the execution of which are not dependent on the

satisfaction of antecedents (IF conditions).

Numeric data can be manipulated using boolean, arithmetic, or higher
mathematic operations. Furthermore, a numeric confidence level can be assigned to
each conclusion and antecedent. Knowledge bases have a variable threshold or
minimum confidence acceptability level that can be adjusted as the knowledge base
executes. Knowledge bases created by LEVELS are run in compiled form, and thus

execute quickly and efficiently.

LEVELS knowledge bases may activate other LEVELS knowledge bases and
communicate with them via a file of global facts or parameters that are shared among
all knowledge bases activated for a particular application. In this way linked
knowledge bases may communicate with one another dynamically and update global
facts with the execution of each knowledge base. Finally, LEVELS5 can receive inputs
from external sources as well as activate external programs directly from a knowledge

base.
4.1.4.2. The Intelligent Module, Functional Definition

Within the intelligent module the domain model contains instructional material

which doﬁ]ot require dynamic simulation. In the application discussed later this
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ranges from qualitative information (in a combination of text and diagrams) and
simplified steady state simulations (describing cause and effect relationships at plant
component level) to more complicated steady state simulations which focus on the

interactions between plant subsystems.

Sophisticated student models could be implemented within our environment
which will adapt the instructional process to the needs and progress of individual
trainees. The development of an intelligent student model, however, was outside the
scope of the present work. Nevertheless, the structures of simple student models have

been implemented.

The tutor model controls how and in what order the domain concepts are
introduced and monitors the user's progress in solving domain problems. In the
application mentioned above different instructor models were used which employed
one or a combination of three instructional strategies. The employed strategies are :
the Socratic method, the coaching method, and a structured model under which the

student is formally presented with domain concepts in a structured sequential manner.

While it is possible to implement simple steady state simulations in the
intelligent module itself (in LEVELDS), it is necessary to use external modules for more
complex steady state and dynamic simulations and for real time hands-on training.
The use of the intelligent module as a controlling device permits the incorporation of
real time dynamic simulations at appropriate points in an overall training programme
domain model. Thus, the intelligent module needs to act bafh as a User Interface
Management System and as a coordinator of the functional operation of each of the

other modules.

It can instruct each of the other modules on what is appropriate at a specific
point of the training process. Through the communication link with the control
system module the intelligent module can receive data that describe the status of the

plant, it can indicate which control configuration to set up and suitable initial
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parameters values, it can send desired setpoint values, set up control loops, open
and/or close manual valves, it can pause or abort the simulation through the control
system, it can instigate faults, and it can indicate which procedures to be executed by
the operations management module. Also, it can invoke various simulation models,
suitable initial conditions, and procedural primitives. Generally all the actions
possible at the control system module level can be initiated and controlled from this

higher level.

To the simulation module the intelligent module indicates which simulation
model should be activated and the initialization point to be used (for example, a start-
up from an empty plant, an operation from a specific steady state, etc.). To the
operations management module it indicates which management model should be used
(for example, one including a detailed "view" of the available plant resources, two
operators, and a particular set of available procedures with which the plant must be

operated).

A functional part that has been included in the intelligent module application,
described in later chapters, is a simple fault monitoring facility which will process data
received from the control system module in view of identifying faults and inferring the
future performance of the plant's operation. This sub-module is able to recognise
which fault out of a predefined set of possible faults has occurred. The
implementation of this facility allows the development of CBT courseware for training

in fault identification.

This sub-module takes as inputs the current value of important process
variables and the status of selected plant components (for example, the service status
of a control valve). These variables are then treated in simple fault identification
algorithms which identify the plant subsystem whes a problem has occurred and the
nature of the problem. Once the problem has been identified a LEVELS knowledge

base is initiated that includes a training session to help the student identify the problem
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and understand its effects on plant operation. This is possible, since the possible
problems that may be invoked by a training programme are know a prior\ and

therefore the appropriate training sessions can be developed.

In summary, using the LEVELS environment it is possible to develop and
implement intelligent modules with comprehensive domain models that represent
conceptual knowledge, procedural knowledge and heuristic knowledge. The
environment also permits the definition of different student models and instructional
strategies. Furthermore, the intelligent module can act as the controlling device to
integrate the simulation, the control system, and the operations management modules

in one training programme.

Finally a simplified fault diagnosis sub-module permits process monitoring
and the identification of selected faults out of a predefined set. Last, it is worthwhile
to note that all the techniques used are of general applicability. Table 4.9. outlines the

characteristics and functionalities of the intelligent module.

Table 4.9. Characteristics and Functionalities of the Intelligent Module

An extensive domain model.

Implicit student models.

Feasibility of introduction of an intelligent student model.
A range of instructional strategies in an instructor model.
Controlling device for the integrated system.

Reporting facility can store information describing a student's session.

A S o

Fault diagnosis sub-module.
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4.2. Training System Configurations

In the previous sections the characteristics and the functionalities of the various
modules that make up the proposed integrated architecture for computer based training
systems were examined. These functionalities can be exploited in a variety of ways
within a training programme. In this section several possible training system
configurations are examined and it is shown that advanced functionalities can be

achieved while minimizing the development effort.
4.2.1. A Standard Training Simulator

Once the communication link between the simulation and the control system

modules is established a 'standard training simulator' (see fig. 4.4.) is achieved.

Operator Interface

Control System
Module
[RTPMS]

I v

Simulation Modulé
[SpeedUp]

Simulation Problems
Library

Figure 4.4. A Standard Training Simulator Configuration
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This configuration permits hands-on training in real-time plant operation and
provides for the student to gain a feel of the process. Furthermore, it permits the
development and implementation of both basic principle and full scope training

simulators.

The extent of training scenarios possible depends on the relative detail
embedded in the simulation model. If all manual operations, error models, etc. are
incorporated in the simulation model along with the dynamic models of major plant
components then it is possible to perform interactive plant start-up and shut-down,
and also to train in operating the plant under normal and abnormal operating

conditions.

With this configuration the user interacts with the simulation through the
standard control system interface. However, the effective use of this configuration
demands the presence of an expert instructor who will guide the student through a
training programme. Additionally, the instructor has to provide all the necessary
support and feedback. Furthermore, a trainer will typically set up configurations,
inject disturbances, instigate other scenarios, etc. in a manual way, as required by the
training objectives. The trainer interaction with the simulation system is performed

from a separate trainer console.
4.2.2. A Simulation Based Training System

At a higher level of complexity the operations management module can be
linked to the above configuration and lead to a simulation based system (Kassianides
and Macchietto, 1990) which achieves quite advanced functionalities and offers more
possibilities than the standard training simulator described above. The way these
modules are interconnected is presented in figure 4.5. The simulation, control
system, and operations management modules form the backbone of the system, with

the control system module being the main one.
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Trainer Master Procedure
TRAINER Interface | Design
On-line Define Simulation and
Intervention Training Scenarios
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R —~| [SUPERBATCH]
' 1 - Define Sequence of Actions:
| Control Actions | Start-Up, Shut-Down, etc.
Define Control sequences
Operator
OPERATOR Interface

Figure 4.5. The Structure of the Simulation Based Training System

The control system also provides the user interface through appropriate
consoles for on-line operator and trainer interaction. Alternatively, both the trainer
and the user can predefine and save off-line operating procedures and sequences (for
example, a sequence that will lead to plant start-up) in the way described in section
4.1.3. From the trainer console the trainer can initiate these predefined procedures
and training sequences and schedule them to occur at pre-specified times.
Alternatively, he can interactively schedule an event or make status changes to the
system. The operator can also be assigned the capability of Vassemblin g, on-line,
predefined procedures to produce complex schedules as required by the training

session.

In the prototype pilot plant application (described in later chapters) the main
features of the plant have been incorporated in a dynamic simulation model. The

control interfaces used for training are an exact replica of those used to control the
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actual plant and all actions available to an operator on the actual plant have been
described as control primitives in the operations management module. This extensive
and detailed representation of the domain allows the simulation based training system

to be used in a variety of ways.

First, the trainer's view is taken. The system has been used as a
demonstration tool to show normal plant operation. In this demonstration mode the
functionalities of the operations management module are used to "play out", in real
time, the predefined training sequences which demonstrate correct operation, the
effects of disturbances, error recovery procedures, etc. For the purpose of
demonstration proper start-up and shut-down sequences have also been defined which
when executed automatically indicate to the trainees effective ways to start-up or shut-
down the plant. These demonstrations can be repeated as necessary until the operators

feel comfortable with the processes and actions involved.

In an interactive mode the trainer is able to either introduce a disturbance on-
line, or schedule such a disturbance (in the form of prespecified training scenarios) to
occur at some prespecified time. A number of scenarios including fault sequences
have been developed of varying degree of difficulty. Once a disturbance has been
introduced the trainees are expected to notice a deviation from normal plant operation,

identify the nature and source of the problem and take the necessary corrective actions.

The students can also use the interactive mode in different ways. First, they
can formally define their own start-up and/or shut-down procedures and then initiate
them and observe and critically evaluate their choice. Second, they can interactively
choose one of the prespecified training scenarios and practice normal plant operation,

fault diagnosis and fault handling.

The simulation based training system offers two main advantages over the
standard training simulator configuration. First, the system can be used stand-alone.

Actions, training scenarios, and training sessions can be easily described and stored
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by the trainer without great effort and at any time. Then the student can access these

sessions and complete the training process on his own.

Second, the system allows for the individualization of the training process
whether it is being used as stand-alone or with the support of an instructor. Each
operator can use the system on his own and practice repeatedly a training sequence.
He can develop and test operational sequences until he successfully meets any
operational objectives for a specific training session. Furthermore, he can follow
demonstrations and practice the interactive operation of the plant until he achieves a

desired level of competence.
4.2.3. An ICAI Tutorial

The intelligent module described in section 4.1.4. can be used independently
from the simulation based system as a platform for the development and delivery of
CAI or ICAL In the pilot plant application an ICAI tutorial was implemented which
aims to provide the student with a qualitative understanding of the process and the
plant through the presentation of theoretical material and through the presentation of
steady state cause and effect relationships that define the plant operation. Its objective
is to re-enact the interaction with expert instructors that takes place prior to the

students being exposed to the simulation based training system or the actual plant.

The general structure of the Tutorial as implemented is shown in figure 4.6.
The Tutorial is comprised of three training sessions: (a) an introductory, (b) an
intermediate, and (c) an advanced training session. The objecti;le of the introductory
session is to introduce a novice student to fundamental principles. It introduces the
trainee to the process and the various plant components and their characteristics.
Then, the intermediate session builds on this knowledge to introduce the concept of
plant subsystems and the functional and cause and effect relationships of components
interacting within each subsystem. Finally, the advanced training session examines

subsystem interactions until ultimately the whole plant is examined.
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Figure 4.6. The General Structure of the Tutorial

The instructional material is presented in the form of both signal flow and
simple mimic diagrams in conjunction with verbal descriptions. Furthermore, steady
state simulations of individual plant components are available where thought to be
appropriate. Steady state simulations of each of the plant subsystems is also

provided, as well as steady state simulations describing the subsystem interactions.

Two different instructional strategies have been implemented in the Turtorial.
First, a constrained instructional strategy has been implemented for process operator
training. This forces the trainee to follow a predefined sequence through the training

session material. The rationakbehind this approach is the 'guarantee’ that the student
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will be presented with all the necessary information and that important sections will

not be overlooked.

Second, an exploration instructional strategy has been implemented for
engineer training. While a suggested training sequence is presented to the student, he
is allowed the flexibility to select what to study within each training session. In this

way h