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Abstract – Spatially extended versions of the cyclic-dominance Rock–Paper–Scissors model have
traveling wave (in one dimension) and spiral (in two dimensions) behavior. The far field of the
spirals behave like traveling waves, which themselves have profiles reminiscent of heteroclinic
cycles. We compute numerically a nonlinear dispersion relation between the wavelength and
wavespeed of the traveling waves, and, together with insight from heteroclinic bifurcation theory
and further numerical results from 2D simulations, we are able to make predictions about the
overall structure and stability of spiral waves in 2D cyclic dominance models.

Introduction. – Scissors cut Paper, Paper wraps1

Rock, Rock blunts Scissors: the simple game of Rock–2

Paper–Scissors provides an appealing model for cyclic3

dominance between competing populations or strategies4

in evolutionary game theory and biology. The model has5

been invoked to explain the repeated growth and decay6

of three competing strains of microbial organisms [1] and7

of three colour morphs of side-blotched lizards [2]. In a8

well-mixed population, the dynamics of the model is dom-9

inated by the presence of a heteroclinic cycle connecting10

the three equilibria where only one of the three species11

survives [3]. In continuum models, non-zero initial popu-12

lations can never lead to extinction. However, in stochas-13

tic models, which include demographic fluctuations arising14

from the finite population size, fluctuations will lead even-15

tually to one species becoming extinct (say Rock). When16

this happens, Scissors no longer has any restraint on its17

population and so will quickly wipe out Paper – so fluc-18

tuations lead to one of the three competitors eventually19

dominating [4],20

When spatial distribution and mobility of species is21

taken in to account, waves of Rock can invade regions22

of Scissors, only to be invaded by Paper in turn; in a23

homogeous space, these waves can be organised into spi-24

rals, with roughly equal populations of the three species25

at the core of each spiral, and each species dominating26

in turn in the spiral arms [5]. Cyclic behaviour is also27

seen if spatial heterogeneity (patchiness) is also taken into28

account [6]. As such, cyclic competition with spatial struc-29

ture has been invoked as a mechanism for explaining the 30

persistence of biodiversity in nature [5,7,8], and the Rock– 31

Paper–Scissors model with spatial structure is now an im- 32

portant reference model for non-hierarchical competitive 33

relationships [1, 8]. 34

The basic processes of growth and cyclic dominance be- 35

tween three species can be modelled as [9]: 36

A+φ
1−→ A+A, A+B

σ−→ φ+B, A+B
ζ−→ B+B, (1)

where A and B are two of the three species and φ rep- 37

resents space for growth, with growth rate 1. Species B 38

dominates A either by removing it (at rate σ ≥ 0) or by 39

replacing it (at rate ζ ≥ 0). Processes for the other pairs 40

of species are found by symmetry. Individuals are placed 41

on a spatial lattice and allowed to move to adjacent lattice 42

sites. Mean field equations can be derived [9, 10]: 43

ȧ = a(1 − ρ − (σ + ζ)b + ζc) + ∇2a,

ḃ = b(1 − ρ − (σ + ζ)c + ζa) + ∇2b, (2)

ċ = c(1 − ρ − (σ + ζ)a + ζb) + ∇2c,

where (a, b, c) are non-negative functions of space (x, y) 44

and time t, representing the density of each of the three 45

species, and ρ = a + b + c. The coefficient of the diffusion 46

terms is set to 1 by scaling x and y, and nonlinear diffusion 47

effects [11] are suppressed. 48

Without diffusion, (2) has been well studied [3]. It 49

has five non-negative equilibria: the origin (0, 0, 0), 50

p-1



C. M. Postlethwaite et al.

260 280 300 320 340 360
0

0.2

0.4

0.6

0.8

0 5 10 15 20
0

0.2

0.4

0.6

0.8

0 50 100 150 200
−80

−60

−40

−20

0

0 50 100 150 200

−80

−60

−40

−20

0

(a) (c)

(d)

(b) (e)

xx

a
,b

,c

a
,b

,c
lo

g
a
,b

,c
lo

g
a
,b

,c
λ
−

c

λ
+
c

λ
++
e

λ
−

c

λ
+
e

Fig. 1: Numerical solutions of equations (2), with parameters
σ = 3.2, ζ = 0.8 except in (d,e); a, b and c are shown in red,
green and blue respectively. Panels (a) and (b) show results
from integration in 2D, with domain size 500 × 500; the spiral
waves have estimated clockwise rotation frequency Ω = 0.440
and far-field wavespeed γ = 1.576 and wavelength Λ = 22.5.
Panel (b) shows the profile along the white line in (a). Panels
(c)–(e) show results from integrations in 1D. In (c), the box
size is Λ = 22.5 (c.f. the waves in (b)). Panel (d) is for a
larger box (Λ = 200), and ζ = 0.2; in log coordinates a kink
(change in slope) is evident in the upward phase of each curve.
The estimated wavespeed is γ = 1.059. Panel (e) has ζ = 2,
and a profile without a kink. The estimated wavespeed is γ =
2.834. The dashed lines in (d) and (e) show slopes as indicated,
labelled with eigenvalues from Table 1.

coexistence 1

3+σ
(1, 1, 1), and three on the coordinate51

axes, (1, 0, 0), (0, 1, 0) and (0, 0, 1). The origin is un-52

stable; the coexistence point has eigenvalues −1 and53

1

2

(

σ ± i
√

3(σ + 2ζ)
)

/(3 + σ), and the on-axis equilibria54

have eigenvalues −1, ζ and −(σ + ζ). When σ > 0,55

the coexistence point is unstable and trajectories are at-56

tracted to a heteroclinic cycle between the on-axis equi-57

libria, approaching each in turn, staying close for progres-58

sively longer times but never stopping [3, 12,13].59

Numerical simulations of (2) in sufficiently large two-60

dimensional (2D) domains with periodic boundary con-61

ditions show a variety of behaviors as parameters are62

changed [9, 14]. Stable spiral patterns are readily found63

(Fig. 1a), in which regions dominated by A (red) are64

invaded by B (green), only to be invaded by C (blue).65

Comparing a cut through the core (Fig. 1b) with a66

one-dimensional (1D) solution with the same wavelength67

(Fig. 1c) demonstrates how the behavior far from the core68

is essentially a 1D traveling wave (TW). Stable 1D TWs69

can be found with arbitrarily long wavelength (Fig. 1d,e),70

where (apart from being periodic) the behavior closely re-71

sembles a heteroclinic cycle, with traveling fronts between72

regions where one variable is close to 1 and the others are73

close to 0.74

The question we ask is: can ideas from nonlinear dy-75

namics and heteroclinic cycles be used to analyze the 76

properties (wavelength, wavespeed and stability) of the 1D 77

TWs and 2D spirals? Our approach is to consider the 1D 78

TWs as periodic orbits in a moving frame of reference, and 79

use continuation techniques to calculate a nonlinear rela- 80

tionship between the wavelength and wavespeed. We find 81

parameter ranges in which these 1D TWs exist (between a 82

Hopf bifurcation and three different types of heteroclinic 83

bifurcation) and obtain partial information about their 84

stability. The locations of the heteroclinic bifurcation are 85

computed numerically, but in two of the three cases they 86

coincide with straight-forward relations between eigenval- 87

ues. We investigate 2D solutions of the partial differential 88

equations (PDEs) (2) over a range of parameter values, 89

and show numerically that the rotation frequency of the 90

spiral is related to the imaginary part of the eigenvalues of 91

the coexistence fixed point. Combining this information 92

is enough to determine the overall properties of the spiral. 93

Analysis of traveling waves. – We first consider 94

equations (2) in 1D, and move to a right-traveling frame 95

moving with wavespeed γ > 0. We define ξ = x+γt, then 96

∂
∂x

→ ∂
∂ξ

and ∂
∂t

→ γ ∂
∂ξ

+ ∂
∂t

. Traveling wave solutions in 97

the moving frame have ∂
∂t

= 0, and so TW solutions of (2) 98

correspond to periodic solutions of the following set of six 99

first-order ODEs: 100

aξ = u, uξ = γu − a(1 − ρ − (σ + ζ)b + ζc),

bξ = v, vξ = γv − b(1 − ρ − (σ + ζ)c + ζa), (3)

cξ = w, wξ= γw − c(1 − ρ − (σ + ζ)a + ζb).

The period (in ξ) of the periodic solution corresponds to 101

the wavelength Λ of the TW, and in numerical simulations 102

of the PDEs in 1D with periodic boundary conditions, the 103

size of the computational box. 104

Let x = (a, u, b, v, c, w). The coexistence and on-axis 105

equilibria of the ODEs (3) are x = 1

3+σ
(1, 0, 1, 0, 1, 0), 106

(1, 0, 0, 0, 0, 0), (0, 0, 1, 0, 0, 0) and (0, 0, 0, 0, 1, 0). We label 107

these equilibria ξh, ξa, ξb and ξc respectively. The eigen- 108

values of the equilibrium ξa are given in table 1. By sym- 109

metry, ξb and ξc have the same eigenvalues. It can easily 110

be seen that the four-dimensional subspace {c = w = 0} 111

is invariant under the flow of (3). Restricted to this sub- 112

space, ξa has a three-dimensional unstable manifold, and 113

ξb has a two-dimensional stable manifold, which generi- 114

cally intersect, and there is thus a robust heteroclinic con- 115

nection between ξa and ξb. By symmetry, we have a robust 116

heteroclinic cycle between ξa, ξb and ξc. 117

Following conventions used in the analysis of hetero- 118

clinic cycles (see e.g. [13]) we label the eigenvalues as ra- 119

dial, contracting and expanding (see again table 1). For 120

ξa, the radial eigenvectors lie in the subspace {b = v = 121

c = w = 0}, the contracting eigenvectors in the subspace 122

{b = v = 0} and the expanding eigenvectors in the sub- 123

space {c = w = 0}. Note that this labelling does not 124

exactly correspond with the definitions given in [13] and 125
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Table 1: Eigenvalues of the on-axis equilibria of (3). The ra-
dial and contracting eigenvalues are always real, and satisfy
λ−

r < 0 < λ+
r and λ−

c < 0 < λ+
c . If γ2 > 4ζ, the expanding

eigenvalues are also real, and λ++
e > λ+

e > 0. If γ2 < 4ζ, the
expanding eigenvalues λR

e ± iλI

e are complex, and λR

e > 0.

Label Eigenvalues

Radial λ±
r = 1

2

(

γ ±
√

γ2 + 4
)

Contracting λ±
c = 1

2

(

γ ±
√

γ2 + 4(σ + ζ)
)

Expanding (γ2 − 4ζ > 0) λ
++
+

e = 1

2

(

γ ±
√

γ2 − 4ζ
)

Expanding (γ2 − 4ζ < 0) λR
e ± iλI

e = 1

2

(

γ ± i
√

4ζ − γ2

)

other similar papers, mostly because of the presence of a126

positive contracting eigenvalue, which means that the un-127

stable manifold of the equilibrium is not contained in the128

‘expanding’ subspace. However, we find the labelling use-129

ful because the eigenvalues play similar roles as to those130

seen in the literature, even though they do not exactly fit131

the definitions.132

In numerical solutions of the PDEs (2) in large 1D pe-133

riodic domains of size Λ, these infinite-period heteroclinic134

cycles are excluded and we find instead periodic solutions135

that lie close to the heteroclinic cycle. These solutions136

spend a lot of “time” (a large interval in the ξ variable)137

close to the equilibria, where the components grow (or de-138

cay) exponentially with rates equal to the relevant eigen-139

values (see Fig. 1d,e). In large domains the TW pro-140

files are thus determined by their wavelength Λ and these141

eigenvalues. We find large-Λ TWs with three different pro-142

files; two of which are shown in Fig. 1(d,e). The kinked143

profile in (d) takes the form:144

log a(ξ) =















0 0 ≤ ξ ≤ Λ

3

λ−
c

(

ξ − Λ

3

)

Λ

3
< ξ ≤ Λ

3
+ l

λ−
c l + λ+

c

(

ξ − Λ

3
− l

)

Λ

3
+ l < ξ ≤ 2Λ

3

log a
(

2Λ

3

)

+ λ++
e

(

ξ − 2Λ

3

)

2Λ

3
< ξ ≤ Λ

and b and c are cyclic permutations, so b(ξ) = a(ξ+ Λ

3
) and145

c(ξ) = b(ξ+ Λ

3
). The amount of “decay” in the contracting146

phase must match the amount of growth in the expanding147

phase, and these are both of equal length. In this case,148

this means there is a switch from decay to growth during149

the contracting phase at ξ = Λ

3
+ l, where l = Λ

3

λ+
c

+λ++
e

λ+
c −λ−

c

150

(and 0 < l < Λ

3
), and a change in the upwards slope (a151

kink) at ξ = 2Λ

3
. The solution is continuous, periodic and152

log a(Λ) = 0. We have ignored the “time” taken for jumps153

between the equilibria (which round the sharp corners of154

the profile) as these are short compared to Λ, so long as155

Λ is sufficiently large. Generically, when the expanding156

eigenvalues are real, we expect solutions leaving a neigh-157

bourhood of an equilibrium to do so tangent to the leading158
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Fig. 2: The wavelength (period in ξ) Λ, as γ is varied, of pe-
riodic orbits in the ODEs (3), computed using AUTO, with
σ = 3.2 and values of ζ as indicated. Each curve of periodic
orbits arises in a Hopf bifurcation on the left (black dot), and
ends in a heteroclinic (long-period) bifurcation on the right.
Effectively these curves are nonlinear dispersion relations for
TWs in the PDEs. Symbols indicate the results of 1D TW and
2D spiral solutions of the PDEs (2), as described in the text.

expanding eigenvector: i.e. with an expansion rate equal 159

to λ+
e . The profile observed in Fig. 1(d) is non-generic, and 160

corresponds to an orbit flip, discussed further later. The 161

profile in Fig. 1(e) has no kink, and the rate of expansion 162

is λ+
e rather than λ++

e . The third profile observed is sim- 163

ilar to that in Fig. 1(d) except the expanding eigenvalues 164

are very slightly complex. 165

Although the heteroclinic cycle exists robustly in the 166

ODEs, periodic solutions cannot be found by forward in- 167

tegration since they are not stable with respect to evo- 168

lution in the ξ variable. Instead, we identify a Hopf bi- 169

furcation at the equilibrium ξh, and use the continuation 170

software AUTO [15] to follow periodic orbits, treating the 171

wavespeed γ as a parameter, allowing the wavelength Λ 172

to be adjusted automatically. 173

The Jacobian matrix at ξh has pure imaginary eigenval- 174

ues ±iωH when γ = γH(σ, ζ), where 175

γH(σ, ζ) ≡
√

3(σ + 2ζ)
√

2σ(σ + 3)
, and ω2

H =
σ

2(σ + 3)
, (4)

at which point a Hopf bifurcation creates periodic orbits 176

of period ΛH = 2π
ωH

. Fig. 2 shows, for σ = 3.2 and a 177

range of values of ζ, the wavelength (period in ξ) Λ as γ is 178

varied. The range of γ for which periodic solutions can be 179

found depends on σ and ζ; each branch starts at γH and 180

terminates with infinite Λ in a heteroclinic bifurcation. 181

In Fig. 3 we show a bifurcation diagram of the ODEs (3) 182

(computed by AUTO) in (γ, ζ) space. The red and blue 183

curves correspond to simple equalities of the eigenvalues, 184

as indicated in the figure, and divide the parameter space 185

into four labelled regions, defined in table 2. Periodic 186

solutions bifurcate to the right of the Hopf bifurcation, 187

given by (4), into region 3 (except for very small ζ) and 188
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σ
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2
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red curve (4ζ = γ2) are tangent at (γ, ζ) = (
√

2σ, σ/2) and
divide the parameter space into four regions, labeled by blue
numbers, and defined in table 2. The green curve is the locus
of a heteroclinic orbit flip. The dark grey dashed line is a curve
of Hopf bifurcations. Periodic orbits bifurcate to the right of
this line and disappear in a curve of heteroclinic bifurcations
(black). A curve of saddle-node bifurcations of periodic orbits
(light grey) exists for smaller ζ. The upper insets show 2D
simulations at the indicated parameter values. The lower in-
set is a zoom near the saddle-node (SN) and orbit flip (green)
bifurcations.

disappear in the heteroclinic bifurcation curve (black) on189

the right. In 1D PDE simulations, this corresponds to190

observing small wavelength travelling waves just after the191

Hopf bifurcation (in region 3) which grow in wavelength192

as γ increases and disappear at the black curve. Note193

that the dynamics for the PDEs (2) and the ODEs (3)194

only coincide when the travelling wave solutions exist, i.e.195

betwen the Hopf curve (dashed line) and the heteroclinic196

curve (black curve).197

We observe from the numerical results that the hetero-198

clinic bifurcation in Fig. 3 shows three different behaviors,199

overlying the green, red and blue curves in different pa-200

rameter regimes, corresponding to the three large-Λ TW201

profiles discussed earlier. Note that heteroclinic bifurca-202

tions cannot occur in the interiors of regions 2 or 3. In203

region 2, a large-Λ TW profile would require l > Λ

3
, which204

cannot occur. In region 3, the expanding eigenvalues are205

complex. In the large Λ limit, complex eigenvalues are ex-206

cluded: the invariance of the subspace {a = u = 0} means207

that a cannot change sign along trajectories.208

When ζ > σ
2

= 1.6, the heteroclinic bifurcation occurs209

on the blue curve, along which the negative contracting210

and leading expanding eigenvalues are equal in magni-211

tude, and the TW has an unkinked profile (Fig. 1(e)).212

This is a heteroclinic resonance bifurcation [16]. For213

0.4 < ζ < σ
2

= 1.6, the heteroclinic bifurcation occurs 214

on the red curve, along which the expanding eigenvalues 215

switch from complex to real (a variant of a Belyakov– 216

Devaney bifurcation [17]), and the TW has a kinked pro- 217

file. For 0 < ζ < 0.4, the periodic orbit undergoes a 218

saddle-node bifurcation before the heteroclinic bifurca- 219

tion; the fold can be seen in the curve for ζ = 0.2 in 220

Fig. 2. Here, the heteroclinic bifurcation coincides with 221

an orbit flip bifurcation [18], indicated in green in Fig. 3. 222

The TW has a kinked profile, as in Fig. 1(d). The loca- 223

tion of the orbit flip is computed by solving a boundary 224

value problem in the four-dimensional invariant subspace 225

{c = w = 0} that requires that the heteroclinic solutions 226

is tangent to the λ++
e eigenvector. 227

Returning to the PDEs (2), we computed solutions over 228

a range of values of σ, ζ and domain size. We imposed 229

periodic boundary conditions, and used fast Fourier trans- 230

forms and second-order exponential time differencing [19]. 231

In 2D, we mainly used 1000 × 1000 domains, with 1536 232

Fourier modes in each direction. We estimated speeds of 233

TWs (in 1D) and rotation frequencies and far-field wave- 234

lengths and wavespeeds of spirals (in 2D). 235

In 1D, with σ = 3.2 and ζ < σ
2

= 1.6, we are able to find 236

stable TWs for all box sizes larger than ΛH . For ζ > σ
2
, we 237

find that TWs are stable in smaller boxes, and unstable in 238

larger boxes, with a decreasing range of stable boxes sizes 239

as ζ is increased. For ζ = 3, we are unable to find any 240

stable TWs. The crosses (resp. open circles) in Fig. 2 show 241

the observed wavespeeds of stable (resp. unstable) TWs 242

for a range of ζ and box sizes. In this context, by “stable” 243

we are referring to how the TWs evolves in time with 244

a fixed wavelength. A full treatment of stabiliity would 245

include convective and absolute instability of the TWs. 246

In 2D, spiral waves (or more complex solutions) are usu- 247

ally found if the domain is large enough. We use initial 248

conditions that are one half a and a quarter each b and c, 249

as in [11]. When we find spirals, we locate the core (where 250

a = b = c) and compute the far-field wavelength by tak- 251

ing a cut through the core (Fig. 1(a,b)). The angular 252

frequency Ω is obtained from a timeseries (the temporal 253

period is 2π/Ω), and the wavespeed is γ = ΛΩ/2π. For 254

σ = 3.2 and a selection of ζ, we have included in Fig. 3 255

three examples, along with their (γ, ζ) values, and in Fig. 2 256

(as open squares) the (γ,Λ) values estimated from spiral 257

solutions. The fact that the open square symbols lie on 258

the continuation curves from AUTO confirms that the far 259

field of the spirals obeys the same nonlinear dispersion 260

relation as 1D solutions. 261

We now have two relations between three quantities, the 262

rotation frequency Ω of the 2D spiral, and the wavespeed γ 263

and wavelength Λ of the 1D TWs in the far field. When 264

locating the core we observed that the common value of 265

the three variables is almost 1

3+σ
, the value from the coex- 266

istence equilibrium. We therefore compared the rotation 267

frequency Ω to the imaginary part of the complex eigen- 268

value at the coexistence equilibrium, plotting (in Fig. 4) 269
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Table 2: Definitions of the regions of parameter space shown in Fig. 3 and eigenvalue properties therein.
Region Definition Eigenvalue properties

1 ζ <
√

σ
2
γ − σ

2
λ

++
+

e ∈ R, λ+
e < |λ−

c | < λ++
e

2 ζ > σ
2
,
√

σ
2
γ − σ

2
< ζ < γ2

4
λ

++
+

e ∈ R, |λ−
c | < λ+

e < λ++
e

3 ζ > γ2

4
λ

++
+

e ∈ C

4 ζ < σ
2
,
√

σ
2
γ − σ

2
< ζ < γ2

4
λ

++
+

e ∈ R, λ+
e < λ++

e < |λ−
c |
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Fig. 4: The scaled spiral frequency 2Ω(σ + 3)/
√

3 plotted
against σ+2ζ, for results from 2D simulations over a range of σ
and ζ. The dotted line has a slope of 2

3
. The inset shows a zoom

of the origin. Different symbols correspond to different values
of σ: (0.1, 0.5, 1, 2, 3.2, 5, 10, 20) = (+,©,×, �, ♦,△, ⋆,▽).

2√
3
Ω(σ + 3) against σ + 2ζ. The data almost collapses270

on to a straight line of slope (approximately) 2

3
, over the271

range of σ and ζ that we investigated. If Ω were equal to272

the imaginary part of the complex eigenvalue, the slope273

would be 1. For each value of σ, indicated by the sym-274

bols in Fig. 4, the value “2

3
” depends weakly on ζ, with275

increasing departure from this value for larger σ.276

This data collapse is sufficient to give a complete predic-277

tion for the properties of a spiral: the angular frequency Ω278

is set by the core and is approximately 2

3

√
3

2
(σ+2ζ)/(3+σ).279

The other two quantities γ and Λ are set by γ = ΛΩ/2π280

and the nonlinear dispersion relation in Fig. 2.281

It remains to consider the far-field stability of the spi-282

rals. As can be seen in the insets in figure 3, the size of the283

spirals in the 2D simulations appears to decrease as ζ is in-284

creased. With σ = 3.2, we find 1000×1000 domain-filling285

2D spirals (as in Fig. 1a) over the range 0.2 ≤ ζ ≤ 1.2.286

For values of ζ outside this range, the far field of the spiral287

breaks up, and for ζ = 0.2 and ζ ≥ 1.1, this is also seen288

in a larger domains. This pattern is repeated with other289

values of σ: in the range 0.1 ≤ σ ≤ 20, we find stable290

domain-filling spirals in a finite range of ζ; for small σ291

and ζ, the wavelengths of the spirals are so big that only292

a few turns fit in to the domain. The spiral wavelengths293

are typically about 2ΛH , which suggests from (4) that for294

small σ the wavelength scales as σ− 1
2 . The same scaling295

can be deduced from the results (based on a completely296

different approach) of [10]297

Discussion. – Models related to (2) with one species 298

(b = c = 0, the Fisher–KPP equation) and with two 299

species (c = 0, the Lotka–Volterra system) are used to 300

describe moving fronts between regions of different genes 301

or species. Although in these models the equilibria having 302

real eigenvalues imposes a constraint on the wavespeed, 303

the speed that is observed is set by details of the initial 304

population profiles. In the case of the Fisher–KPP equa- 305

tion, there is a lower bound of 2 on the front propagation 306

speed [20]. Our success in describing the dynamics of spi- 307

rals in the three-species case, without reference to details 308

of the initial conditions, relies on the interesting struc- 309

tures being periodic TW, rather than fronts, and on these 310

TW arising in a Hopf bifurcation, which is absent in the 311

Fisher–KPP equantion and the Lotka–Volterra system. 312

Our approach complements that taken by [7], where 313

spirals are described in terms of a Complex Ginzburg– 314

Landau equation (CGLE). Strictly, this description re- 315

quires a Hopf bifurcation from the coexistence equilib- 316

rium in (2). There is a (degenerate) Hopf bifurcation at 317

σ = 0. Its degeneracy can be broken by including the 318

effect of mutation [21], and an asymptotic description of 319

small-amplitude (weakly nonlinear) spirals close to the co- 320

existence equilibrium can be inferred by reducing (2) (with 321

mutation) to the CGLE [10,11]. In contrast, our approach 322

treats the TW as fully nonlinear, close to a heteroclinic cy- 323

cle. The stability predictions cannot be compared directly, 324

and true 2D spirals are in between these two extremes, but 325

both approaches yield a σ− 1
2 scaling (for small σ) of the 326

wavelength of the TWs. 327

In spite of the prevalence of spirals in this model, spi- 328

rals have yet to be observed in nature or in experiments 329

involving non-hierarchical competitive relationships be- 330

tween species. It may be that the model is too sim- 331

ple and neglects important effects [22, 23], it may be 332

that the system is operating in a regime where spirals 333

are entirely fragmented (and indeed the parameters are 334

hard to estimate [24]), or it may be that the spirals that 335

should be present are in fact larger than the domain under 336

consideration or smaller than the spacing between sam- 337

pling locations [25]. Notwithstanding these caveats, the 338

Rock–Paper–Scissors model remains an appealing refer- 339

ence model for cyclic competition. 340
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