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We introduce a model for thin films of multicomponent fluids that includes lateral and vertical
phase separation, preferential component attraction at both surfaces, and surface roughening.
We apply our model to thin films of binary polymer blends, and use simulations of different
surface-blend interaction regimes to investigate pattern formation. We demonstrate that surface
roughening couples to phase separation. For films undergoing lateral phase separation via a transient
wetting layer, this results in distinct stages of roughening as the film evolves between different phase

equilibria.
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Semiconducting polymer devices, such as photovoltaic
films, can gain performance enhancements from phase
separated morphologies. Since polymer films are prone to
surface roughening, understanding how phase separation
couples to dewetting is particularly important. This inter-
play was highlighted by Walheim et al. for spin-cast
polymer films [1] and has been repeatedly observed,
e.g., phase separation in symmetrically surface-segregating
films [2-5], lateral phase separation via a transient wetting
layer [6,7], and phase separation proceeding from the
surface as the solvent evaporates [8]. Pattern formation
in polymer blend thin films, in which surface roughening
shadows the phase separated morphology, is incredibly
common [9,10]. Theoretical results suggest that, generally,
the coupling of phase separation and height variation makes
films less stable [11] and can trigger instabilities [12,13].

A variety of models for multicomponent deformable
fluid films have been investigated. The “Clarke model”
(name introduced here) utilized nonequilibrium thermody-
namics based upon a free energy functional, demonstrating
that phase separation generally couples to dewetting [12].
A model based on the Navier-Stokes Cahn-Hilliard
equations in the lubrication approximation showed that
concentration gradients can create a roughened pattern
that mirrors the underlying phase separation [14]. However,
the film composition has no vertical dependence in these
models, so a meaningful preferential surface attraction of
blend components cannot be included. Two-layer models
exist, including models with immiscible fluid layers
[15,16] and layers with a diffuse boundary for films with
no preferential surface attraction [17]. However, a general
vertical composition dependence, which could allow ver-
tical phase separation to occur during a simulation, is
typically not included [9], though such a case has been
studied with regards to stability but not simulated [18].
An exception is a model of surface roughening of polymer
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blend films, although this model is not based upon a
dewetting film [19].

This Letter presents a model formulation of a binary
blend thin film which, by way of including a general
vertical dependence of composition, can be utilized for a
full time simulation of coupled dewetting and phase
separation, including (i) both lateral and vertical phase
separation, (ii) preferential attraction of the blend by both
surfaces, and (iii) film height evolution. We show that our
model can reproduce pattern formations observed in phase
separating polymer films, and we explain how the stages
of surface roughening correspond to stages of phase
separation, which are determined by how the film evolves
into, and between, different phase equilibria.

The central part of the Clarke model is a free energy
functional depending on material volume fraction ¢(y) and
film height h(y). given by Flp(y).h(y)] = [ /(. h) +
hg(¢)dy where f(¢, h) is the surface energy, g(¢) is the
bulk free energy, and y is the lateral direction parallel to the
film substrate [12]. We first introduce a vertical dependence
z, which for convenience we a priori discretize, replacing
the coordinate z with index i:

Flp(iy). h(y)] = / F)+ Y- Az, (1)

so that h(y) = DAz(y); i.e., the height at point y is divided
into D grid cells of equal height [Az(y) does not depend
on i]. We can write F = F? + F" 4 Fo-h
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where we have separated the surface energy into
F(p. 1) = f2($) + f'(h) + f4(¢p. ), where f"(h) and
f?(¢) depend only on & and ¢, respectively, and (¢, h)
contains any cross terms. Figure 1 is a schematic of our
model, explaining the average volume fraction ¢(y) =
D7'S"P (i, ) at point y and the volume fraction ¢ (i, y)
in individual grid cells.

Our dynamic model proceeds via two steps: a height
evolution step and a diffusion step. For the height evolu-
tion, which involves lateral movement of material, we use
the following coupled equations [12]:

Oh(y) o,
ot _vy'(ﬂv ”C>’ “)
8&()’%()’) th} *
T_ vy‘(gv luc>’ (5)

and for diffusion with a nonuniform grid we use

Op(i,y)Az(y)

5 = MV-[Az(y)Vuga (i, y)], (6)

where M is the mobility. We have defined

D
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Note the presence of functional derivatives. Our model
satisfies the thermodynamic stability criterion required for
an initially homogeneous film [11,12]. Model implemen-
tation is discussed in the Supplemental Material [20].
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FIG. 1 (color online). 2D schematic of our model, representing
a fluid layer with a deformable upper surface. Here, the vertical
direction is divided into D =4 grid cells with height
Az(y') = h(y')/D, such that the cell height at y’ is constant.
Each cell has volume fraction ¢(i, y’), where index i runs from

1 to D. The average volume fraction ¢(y) is an average over i at
point y.

To illustrate the model, we apply it to a symmetric binary
polymer blend (components A and B) between selectively
attracting walls. The bulk free energy is given by g(¢) =
fru(@) + (@) (Vg)* where fry(#) = (1/N)[¢In(¢)+
(1—¢)In(1 = )] + 7$(1 - §) and ($) = a>/(1 — ),
where a is the underlying Flory-Huggins lattice spacing, N
is the degree of polymerization, and y is the Flory-Huggins
interaction parameter [23]. The ¢-dependant surface energy
is given by f%(¢) = fp(¢)dip + f1(¢)5; where fg=
hse + (1/2)gs¢* and hg and gg are phenomenological
parameters [24,25]. S = 1, D and ;4 is the Kronecker delta
function, so the surface energies only act in the cells
adjacent to the film surfaces. For the height-dependent
surface energy we use f"(h) = o[V, h(y)]* + €/h®, which
implies we have chosen the Hammaker constant to be
zero. f"(¢, h) = 0 for simplicity. In Egs. (7)~(9) we must
write ¢)Az/Az in place of ¢ when calculating functional
derivatives [26].

We use the following parameters: N = 100, ¢ = 0.5
(unless specified), a =1, n = 1000, M =1, ¢ = 0.010,
o = 0.01 (unless specified). We perform 3D simulations
with lateral dimensions x and y. We scale space by 7/ =
lx —xs|'/?z/a (similarly for x and y) and time by
= NM|y — ys|*t/a*, where yg is the value of y on the
spinodal (for scaling, see Ref. [27]). We use a square
simulation grid with Ax’ = Ay’ = 0.173, and use D = 16
grid cells to discretize the vertical direction. We used
x = 0.050 (although both a and y are both absorbed into
the scaling). We mostly specialize to a symmetric polymer
blend ¢(y) = 0.5 (except in Fig. 6) to focus on surface
energy regimes (quoted in unscaled values): for the “anti-
symmetric” film h; = —0.05, g, =0.18, hp = —0.13,
gp = 0.18 of Figs. 2-3 (B-attracting substrate, A-attracting
surface); for the asymmetric film of Figs. 4-5 h; = —0.05,

FIG. 2 (color online). Bilayer (top) at 7 = 100 and laterally
segregated state (bottom) at 7 = 1263 for an antisymmetric film
of average height /' = 1.73.
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FIG. 3 (color online). Surface view for film shown in Fig. 2
(top: volume fraction, color bar of Fig. 2; bottom: film height,
color bar shown). Left: breakup of the bilayer (z = 500); center:
appearance of lateral phases (r = 830); right: further roughening
as lateral phases coarsen (z = 1263). The surface morphology is
bicontinuous, with the B-rich phase protruding higher than the
A-rich phase.

g1 = 0.18, hp = gp =0 (B-attracting substrate, neutral
surface); and for “symmetric” films 7, = hp, = —0.05, g, =
gp = 0.18 of Fig. 6 (B-attracting substrate and surface).
Random thermal currents J7 from a Gaussian distribution
of width 0.01 were applied in the diffusion step [providing
an additional term +V-(AzJT) to Eq. (6) [20,28]].

We use our model to investigate the evolution of an
initially homogeneous film. Our results show that stages of
roughening can be attributed to stages of phase separation
(a quantitative discussion of how free energy, film rough-
ness, and lateral phase separation evolve with time is given
in the Supplemental Material [20]). Figures 2 and 4 show
an antisymmetric and an asymmetric film, respectively, at
different stages in evolution. In both cases, the film initially
undergoes vertical stratification due to the preferential
surface attraction, forming a bilayer. This bilayer then
breaks up via the mechanism given in Ref. [27], which
describes how the order parameter at the film surfaces
divides as the film becomes laterally segregated (bilayer
instability is also studied in [17] and [18]). Figures 3 and 5
are 2D plots showing the surface volume fraction (top,
color matches 3D plots) and the film height (bottom, color
bar shown) for the films in Figs. 2 and 4, respectively.
Time increases from left to right, showing the breakup of
the bilayer (left), the emergence of lateral phases (center),
and the laterally segregated film (right) at the same time as
the corresponding 3D plots.

When the film is in the bilayer state (Figs. 2 and 4 top)
there is no significant roughening of the film surface. As the
bilayer begins to break up (Figs. 3 and 5 left), showing
significant phase separation at the top surface, the surface
roughens quite significantly. This may correspond to the
increased roughness of the surface prior to lateral phase
separation of the bilayer, as reported in Ref. [6]. It seems
that the onset of phase separation in the lateral direction
induces this roughening. As the lateral phases emerge due

20" -0
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FIG. 4 (color online). Bilayer (top) at = = 160 and laterally
segregated state (bottom) at 7 = 1200 for an asymmetric film of
average height i/ = 1.73. The B-rich phase breaks the surface
even though the film is vertically stratified.

to the breakup of the bilayer (Figs. 3 and 5 center),
dewetting couples strongly to the lateral phase separation,
causing the surface roughening to shadow the phase
separating morphology. Figure 5 (left) shows earlier signs
of this coupling where the B-rich material has broken the
surface.

The laterally segregated morphology that results depends
on the surface regime. Figure 3 shows that the antisym-
metric film laterally phase separates into a bicontinuous
morphology of both the A-rich and B-rich phases. Our
simulations show that the B-rich phase protrudes from the
A-attracting film surface. From a purely thermodynamic
perspective that considers the lateral phases in 1D, it is not

FIG. 5 (color online). Surface view for film shown in Fig. 4
(top: volume fraction, color bar of Fig. 4; bottom: film height,
color bar shown). Left: beginning of breakup of the bilayer,
(r = 400); center: more lateral phases break the surface, destroy-
ing the bilayer (z = 840); right: further roughening as lateral
phases coarsen (z = 1200). The A-rich phase is continuous,
encapsulating islands of the B-rich phase.

218301-3



PRL 113, 218301 (2014) PHYSICAL

REVIEW LETTERS

week ending
21 NOVEMBER 2014

oS A

FIG. 6 (color online). Surface view of the laterally segregated
states of three symmetric films, with different ¢, which initially
form a trilayer (top: volume fraction, as in Figs. 2 and 4; bottom:
film height, color bar shown). Note that scaling depends on yyg,
which varies with ¢. Left: (6 =0.03, ¢ =02, I =2.74)
droplets of A-rich phase encapsulated by B-rich phase
(r = 700); center: (¢ = 0.01, ¢ = 0.3, ' = 3.24) droplets join
up on increasing A-component (z = 980); right: (o = 0.01,
¢ =05, W' =2.60) A-rich phase forms a protruding matrix
encapsulating the B-rich phase (z = 1200).

clear why either phase would be higher than the other [29].
However, the kinetics of the breakup of the bilayer appears
to promote the B-rich phase, which previously formed the
bottom layer of the bilayer. The laterally segregated state of
the asymmetric film shown in Fig. 5 is a continuous A-rich
phase which encapsulates islands of the B-rich phase; the
B-attracting substrate causes an excess of the A-component
in the rest of the film.

For the asymmetric film of Fig. 4, an important point can
be made about the bilayer (top): the film is definitely
vertically stratified, even though the surface of the film
would suggest lateral segregation (the snapshot has been
chosen to show this). The lateral phase separation is
proceeding from the top surface in this case [27,30].
The variations that can be seen in the bilayer correspond
to where the lateral phases are in the laterally segregated
film. In Ref. [31], the authors observed that a bicontinuous
morphology is maintained throughout the spin-casting
process, and conclude that this means no bilayer initially
formed. Their conclusions therefore contradict earlier
results on bilayer formation [6]. Our results bring these
two contradicting interpretations together, showing that
phase separation observed at the surface does not indicate
that there is no vertical stratification.

We also performed simulations of symmetric films, in
which vertical stratification produces a trilayer (an A-rich
layer between two B-rich layers). We have only shown, in
Fig. 6, the surface profiles of the final laterally segregated
state, for various blend ratios (values of ¢). For the
symmetric blend ¢ = 0.5, the final roughened morphology
highly resembles that found in experiments, when the
encapsulating phase protrudes from the film [3,5]. When
the nonwetting A component is the minority component,
the protruding A-rich lateral phase becomes encapsulated

in the B-rich phase. For ¢ = 0.2, droplets of the minority
phase form, which could form pancakelike droplets if other
hydrodynamic flow mechanisms like those in Refs. [2,4]
were present.

We have presented results from a new model for thin
films of multicomponent fluids applied to binary polymer
blend thin films. Our results show that roughening couples
to phase separation, resulting in stages of surface rough-
ening corresponding to distinct stages of phase separation.
Our results can be interpreted in terms of phase equilibria
[27,30]: the transient wetting layer that initially forms is
a metastable state, the laterally segregated state containing
the equilibria of global equilibrium. It seems to be
energetically favorable for dewetting to occur at the
interfaces between the laterally coexisting phases, so there
is little route to lower the free energy of the film by
roughening of the transient wetting layer, and roughening
begins with the onset of lateral phase separation as a means
to lower the free energy of the film as lateral inhomoge-
neities grow (see Supplemental Material for a quantitative
discussion [20]).
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