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ABSTRACT
We present high-resolution simulations of an isolated dwarf spheroidal (dSph) galaxy between
redshifts z ∼ 10 and z ∼ 4, the epoch when several Milky Way dSph satellites experienced
extended star formation, in order to understand in detail the physical processes which affect
a low-mass halo’s ability to retain gas. It is well established that supernova feedback is very
effective at expelling gas from a 3 × 107 M� halo, the mass of a typical redshift 10 progenitor
of a redshift 0 halo with mass ∼109 M�. We investigate the conditions under which such
a halo is able to retain sufficient high-density gas to support extended star formation. In
particular, we explore the effects of: an increased relative concentration of the gas compared to
the dark matter; a higher concentration dark matter halo; significantly lower supernova rates;
enhanced metal cooling due to enrichment from earlier supernovae. We show that disc-like
gas distributions retain more gas than spherical ones, primarily due to the shorter gas cooling
times in the disc. However, a significant reduction in the number of supernovae compared to
that expected for a standard initial mass function is still needed to allow the retention of high-
density gas. We conclude that the progenitors of the observed dSphs would only have retained
the gas required to sustain star formation if their mass, concentration and gas morphology
were already unusual for those of a dSph-mass halo progenitor by a redshift of 10.

Key words: supernovae: individual: – galaxies: dwarf – galaxies: evolution – galaxies: forma-
tion – galaxies: ISM.

1 IN T RO D U C T I O N

Our current galaxy formation paradigm, hierarchical structure for-
mation in the context of a � cold dark matter (�CDM) cosmology,
has had many notable successes on Mpc scales (e.g. Davis et al.
1985; Hernquist et al. 1996; Riess et al. 1998; Spergel et al. 2007;
Planck Collaboration XI 2016; Planck Collaboration XIII 2016).
The low-luminosity tail of the galaxy luminosity function remains
problematic, however, with both the numbers and properties of
observed stellar systems occupying dark matter haloes with masses
below 109 M� apparently in tension with the predictions of cosmo-
logical simulations (e.g. Klypin et al. 1999; Strigari, Frenk & White
2010; Boylan-Kolchin, Bullock & Kaplinghat 2011, 2012). Given
our incomplete understanding of the interplay between baryons and
dark matter in the context of galaxy formation, many authors have
suggested that baryon physics may be able to account for all the
apparent discrepancies between �CDM and observations (Navarro,
Eke & Frenk 1996a; Pontzen & Governato 2012).

It is widely expected that there should be a lower limit on the
masses of dark matter haloes that host observable galaxies, of
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any luminosity, at z = 0 (e.g. Somerville 2002; Read, Pontzen &
Viel 2006b; Read, Agertz & Collins 2016; Sawala et al. 2016a). To
date, the resolution limits of numerical studies of low-mass galaxy
formation in a cosmological context have meant that few mean-
ingful results have been obtained for objects with stellar masses
below 106 M�, effectively leaving out the majority of the dwarf
satellites of the Milky Way (MW; see Governato et al. 2012;
Zolotov et al. 2012; Fillingham et al. 2015; Oñorbe et al. 2015;
Sawala et al. 2015, for the highest resolutions studies to date).
The lowest luminosity classical dwarf spheroidals (dSphs) such as
Ursa Minor and Draco have stellar masses of a few × 105 M�
(McConnachie 2012), while the ultrafaint dwarfs (UFDs) are still
less luminous (Zucker et al. 2006a,b; Belokurov et al. 2007; Tollerud
et al. 2008). These pose particular challenges for numerical simu-
lations as a complete physical picture necessitates following both
internal and external processes on time-scales which span at least
five orders of magnitude. For example, the evolution of individual
supernova (SN) remnant occurs on time-scales of 104 yr while ram
pressure stripping of gas due to the dSph’s orbit around the MW
modulates its evolution on time-scales of 108–109 yr.

Abundance matching methods attempt to link the dwarfs we
presently observe around the MW with appropriate subhaloes pro-
duced in dark matter only (DMO) simulations based on their
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properties (see e.g. Strigari et al. 2010; Boylan-Kolchin et al. 2011;
Sawala et al. 2013). However this poses two problems. There is
an overabundance of low-mass subhaloes (‘The Missing Satellites’
problem; Klypin et al. 1999; Moore et al. 1999; Bullock 2010)
and an overabundance of larger subhaloes with Vmax ≥ 25 km s−1

(the ‘Too-Big-To-Fail’ problem; Boylan-Kolchin et al. 2011, 2012).
With more UFDs being continually discovered thanks to surveys
like the Dark Energy Survey (see e.g. Bechtol et al. 2015; Drlica-
Wagner et al. 2015; Koposov et al. 2015), the number of MW
satellites may soon be broadly consistent with the predictions of
DMO simulations. However, resolving the ‘Too-Big-To-Fail’ and
‘Missing Satellites’ problems requires knowledge of both the dark
halo masses of these newly identified objects and of the detailed
physics of galaxy formation in low-mass haloes. Such insight can
only be obtained through simulations capable of resolving the feed-
back from individual star formation events. Comparing observable
satellites to those produced in simulations is likely a much more
complicated issue which depends heavily on other factors such
as environment, re-ionization and the stellar initial mass function
(IMF) at very high redshifts (z ∼ 15; Power et al. 2016), all of which
are poorly resolved in cosmological simulations and completely ne-
glected in DMO simulations.

A third issue with comparison to DMO simulations is the fact that
the observed rotation curves of many gas-rich dwarf (low surface
brightness) galaxies show evidence of cored dark matter density
profiles (e.g. de Blok et al. 2001; Kuzio de Naray et al. 2006;
Oh et al. 2008; Hague & Wilkinson 2013), rather than the cuspy
profiles expected from DMO simulations (Navarro, Frenk & White
1996b, 1997). The situation for dSphs is less clear as stars are the
only kinematic tracers of the potential in the absence of gas. The
literature contains claims of both cores (e.g. Battaglia et al. 2008;
Oh et al. 2011; Walker & Peñarrubia 2011; Agnello & Evans 2012;
Amorisco & Evans 2012) and cusps (e.g. Strigari, Frenk & White
2010, 2014; Richardson & Fairbairn 2014) as well as suggestions
that there is no clear evidence for either from the current available
data (e.g. Breddels & Helmi 2013, 2014; Jardel & Gebhardt 2013).
Several authors have shown that in larger satellites (Mvir ≥ 109 M�)
with bursty star formation histories (SFHs), baryonic effects can
transform cusps into large ∼1 kpc cores (Gnedin & Zhao 2002;
Read & Gilmore 2005; Governato et al. 2010; Pontzen & Governato
2012; Zolotov et al. 2012).

Notwithstanding the issue of cusps versus cores, it is well es-
tablished that feedback from massive stars interacting with the in-
terstellar medium (ISM) has a significant effect on the evolution
of dSphs due their low masses and shallow gravitational poten-
tial wells (Larson 1974; Dekel & Silk 1986; Read et al. 2006b;
Governato et al. 2010). Kiloparsec-scale ‘superbubbles’ and fila-
ments have been observed in star-forming dwarfs (e.g. Marlowe
et al. 1995; Martin 1996; Hunter & Gallagher 1997; Heckman
et al. 2001; Ott, Walter & Brinks 2005) with expansion speeds
of 30–60 km s−1. Evidence for these outflows can also be found
in the high abundance of metals in the intergalactic medium (IGM)
(e.g. Cowie et al. 1995; Songaila & Cowie 1996; Schaye et al. 2003)
and the low abundance of metals contained in dSphs compared to
that expected to be synthesized in SN. For example, observational
studies by Kirby et al. (2011a) and Kirby, Martin & Finlator (2011b)
found that eight MW dSphs had lost 96 per cent to 99 per cent of
the metals produced by their stars.

The role of SNe feedback on dwarf galaxy evolution has been
investigated by several authors. Sawala et al. (2010) produce dwarfs
similar to those observed in the Local Group by simulating isolated
haloes with SN feedback and UV heating only. In order to produce

dSph analogues, they find that an injection of energy is required
to eventually shut off star formation and remove all gas by z = 0.
An additional external mechanism such as UV radiation can shut
off star formation much earlier, reproducing those dSphs with only
a single burst of star formation. Similarly, Revaz et al. (2009) and
Revaz & Jablonka (2012) simulate isolated dwarfs and find they still
contain a significant amount of gas after ∼14 Gyr for halo masses
in the range 108–109 M�.

In this paper, we highlight an issue that has not yet been sat-
isfactorily discussed in the literature – namely that galaxies like
the Ursa Minor dSph, which formed the majority of its stars more
than 10 Gyr ago, were actively star forming for an extended period
(∼ 3 Gyr; Ural et al. 2015) before their haloes grew to masses above
108 M�. Thus, the resolution limits of current cosmological simu-
lations mean that they are unable to resolve the physical process in
a dSph like Ursa Minor during the epoch when it formed the bulk
of its stellar population.

The chemistry of the stellar populations requires enrichment of
the star-forming gas over time: gas retention is thus a key require-
ment for a successful model of early dSph evolution. Many previ-
ous numerical studies have found that haloes below ∼5 × 107 M�
form few or no stars either due to internal effects (e.g. SN feed-
back: Read et al. 2016) or external effects (e.g. re-ionization Bul-
lock, Kravtsov & Weinberg 2000; Somerville 2002; Okamoto &
Frenk 2009; Sawala et al. 2016a). However, these simulations lack
the resolution to determine whether the failure of the lowest mass
haloes to form stars is a numerical artefact or a physical effect.
Further, simulations of the long-term evolution of a dSph must
necessarily include important details such as halo mergers and gas
accretion. In our simulations, we focus our attention on the faintest
of the classical dSphs around the MW. We choose to model dSph
progenitors with properties based on those of the Ursa Minor and
Draco dSphs, which both host a predominantly old stellar popula-
tion, with almost all stars having an age greater than 10 Gyr (Carrera
et al. 2002; Ural et al. 2015). These dwarfs seem to have experienced
only a single, extended burst of star formation.

The structure of this paper is as follows: in Section 2, we describe
the initial conditions for our simulations and our treatment of SN
feedback. Section 3 presents the results of our runs and in Section 4
we discuss the implications of these results for our understanding
of galaxy formation. Section 5 summarizes our conclusions. In
Appendix A, we present stability tests that confirm the long-term
stability of our initial conditions in the absence of SN feedback. In
Appendix B, we present the results of the convergence tests that we
performed to confirm that our main conclusions are not sensitive
to our choice of numerical resolution. Finally, in Appendix C, we
explicitly compare the initial growth phase of our SN feedback
bubbles to the Sedov–Taylor solution to confirm that we are indeed
able to capture the main features of individual SN events.

2 D ESCRI PTI ON O F SI MULATI ONS

All our simulations are performed using a modified version of the N-
body plus hydrodynamics code GADGET-2 (Springel 2005), with ther-
mal stellar feedback (described in Section 2), radiative cooling and
adaptive time steps. We use the SPHS1 formalism (Read, Hayfield &
Agertz 2010; Read & Hayfield 2012) to properly resolve mixing of
the multiphase gas, which develops as a result of the energy injec-
tion from SNe, and a second-order Wendland kernel to allow for

1 Smoothed Particle hydrodynamics with a high-order dissipation switch.
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Table 1. Summary of the simulations presented in this paper. Each case was simulated using both a spherical and flattened gas distribution. The columns
represent the name of the run which we refer to in the text (1), number of SN events (2), Energy per SN event in erg (3), scale radius of the gas distribution
for the spherical case (rs) and the disc case (rd) in kpc (4), disc exponential scaleheight in kpc at rd, (R = 90 to R = 110 pc) (5), baryon fraction (6), halo
concentration (7), and metallicity (8).

Run No. of SN Energy per SN Gas rs,d (kpc) Scaleheight (kpc) fb Halo c Metallicity ([Fe/H])

Fiducial 100 1050 0.10 0.013 0.16 10 Primordial
200SN 200 1050 0.10 0.013 0.16 10 Primordial
500SN 500 1050 0.10 0.013 0.16 10 Primordial
rg = 50 pc 100 1050 0.10 0.011 0.16 10 Primordial
rg = 200 pc 100 1050 0.10 0.019 0.16 10 Primordial
fb = 0.08 100 1050 0.10 0.017 0.08 10 Primordial
fb = 0.04 100 1050 0.10 0.019 0.04 10 Primordial
C = 4 100 1050 0.10 0.016 0.16 4 Primordial
C = 30 100 1050 0.10 0.010 0.16 30 Primordial
[Fe/H] = −2 100 1050 0.10 0.013 0.16 10 −2
[Fe/H] = −1.5 100 1050 0.10 0.013 0.16 10 −1.5

the larger neighbour number required with SPHS while avoiding
the pairing instability (Wendland 1995; Dehnen & Aly 2012). In
our simulations, we use 100 neighbours for the smoothed particle
hydrodynamics (SPH) calculations. Both the gas smoothing and
softening lengths are adaptive, with a minimum value of 0.4 pc in
the densest regions, and the dark matter particle softening length has
a constant value of 2 pc. In the majority of our simulations, we use
10 M� gas particles and 100 M� dark matter particles. However,
we also explore the effect of raising or lowering the resolution of the
simulations relative to these values to confirm that our conclusions
are unchanged by going to higher resolution.

2.1 Initial conditions

Table 1 summarizes the initial conditions (ICs) for our suite of
simulations. Since our goal is to explore the impact of SN feedback
produced by the first burst of star formation in a dSph progenitor,
we require that our initial conditions reflect the likely properties of
dSph haloes at that epoch. Observations of the Ursa Minor dSph
(see e.g. Ural et al. 2015) show that it formed the bulk of its stellar
population over a period of approximately 2–3 Gyr, starting at
around z ∼ 10 when the age of the Universe was ∼0.5 Gyr. A
number of authors have found that the present-day properties of
Ursa Minor are consistent with its occupying a 109 M� halo (e.g.
Mateo 1998; Wolf et al. 2010). In order to estimate the z ∼ 10
progenitor mass for a halo with a dark matter mass of 109 M� halo
at z = 0, we considered the mass assembly history of dark matter
haloes. We used the Parkinson, Cole & Helly (2008) algorithm
to generate several thousand realizations of Monte Carlo merger
trees of low-mass haloes, fixing their virial mass at z = 0, and
determining the distribution of masses of their main progenitors at
z = 10 (and 6). We find a mass of ∼3 × 107 M� at z ∼ 10, which
agrees with estimations from other studies (e.g. Fakhouri, Ma &
Boylan-Kolchin 2010; Sawala et al. 2010).

As we treat our dSph as an isolated system, external effects that
will increase its size and mass are not included. The merger history
of such a halo therefore sets an upper limit to the duration over
which our simulation is meaningful. It is reasonable to assume that
this halo mass would remain roughly constant for around 1 Gyr
(starting at z = 10 and ending at z = 4), increasing by at most a
factor 3–4 (Power et al. 2016). As the halo grows, mass will mostly
be accreted at large radii (Zhao et al. 2003) and so the impact on the
central regions where the stars and gas are located, will be minimal.

In this study, we implicitly assume that a 3 × 107 M� halo at
z ∼ 10 would have had sufficient time to accrete ∼5 × 106 M� of
gas and that this gas would have been able to cool to the densities
in our initial conditions. The uncertain gas acquisition rates make
it difficult to verify this assumption. However, given that gas in this
halo has a virial temperature of a few × 103 K at z ∼ 10, the cooling
time for low-metallicity gas would be �106 yr (see equations 8.93
and 8.93 of Mo, van den Bosch & White 2010). For comparison,
the age of the Universe at z ∼ 10 is ∼0.5 Gyr. Thus, in the absence
of external heating, there is certainly sufficient time for the dSph
to have begun forming stars provided it had already accreted gas.
Cosmological simulations are only beginning to approach the reso-
lutions required to study the gas accretion histories of haloes below
108 M� (see e.g. Latif & Volonteri 2015; Sawala et al. 2016b), so a
fully consistent treatment of this aspect of the problem is outside the
scope of this paper. We note, however, that Read et al. (2016) found
that even a 107 M� halo was able to form stars in their simulations,
indicating that gas cooling is unlikely to be a challenge for such
haloes.

Our fiducial model is based on the observed properties of the
Draco and Ursa Minor dSphs. Both galaxies formed ∼3 × 105 M�
of stars over �3 Gyr (Carrera et al. 2002; Dolphin et al. 2005).
Assuming a cosmic baryon fraction of 0.16, our dSph halo contains
an initial gas mass of 4.8 × 106 M�. If the entire stellar popula-
tion of the dSph formed from this gas, this would correspond to a
star formation efficiency of ∼6.5 per cent – clearly this assumes
that later accretion events increase the dark matter mass without
adding to the gas content of the halo. For a Salpeter stellar IMF
(Salpeter 1955), the formation of a stellar mass of 3 × 105 M�
would generate ∼2000 SN events (where we have assumed a mass
range of 8–20 M� for the SN progenitors, giving ∼2 × 104 M� in
SN progenitors with a mean mass of 12 M�). As our simulations
cover a period of 1 Gyr, we would expect approximately 103 SNe to
occur over the course of the simulation. Even if each SN deposited
only 10 per cent of its total energy output (i.e. 1050 erg) into the gas,
this would exceed the total binding energy of the gas in any of our
simulations by at least a factor of 2 (the maximum binding energy
of the gas in our simulations is ∼5 × 1052 erg). However, our initial
experiments showed that comparing the gas binding energy to the
energy input from the SNe significantly underestimated the gas loss
from a low-mass halo as we found that the gas became unbound
before the energy injected reached that of the binding energy. We
reduce the number of SN events to explore the amount of energy
that can be injected into the ISM before the gas becomes too hot and
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extended to continue to build up the rest of the stellar population
over the next 1–2 Gyr following on from our simulations. Our fidu-
cial model includes only 100 SNe, although we also carry out some
runs with 200 or 500 SNe for those initial configurations which we
find to be more resilient. We return to this issue in Section 4.

2.1.1 Dark matter halo

In all our simulations, the dark matter halo follows a Hernquist
profile (Hernquist 1990)

ρ(r) = M200

2π

ah

r(r + ah)3
, (1)

where ah is a scale radius defined by the concentration parameter
from an NFW profile (Navarro et al. 1996b), assuming the two pro-
files contain the same mass within r200. The positions and velocities
for the halo particles were generated allowing for the potential of the
gas and stellar components using the codes MKGALAXY and MKHALO

(McMillan & Dehnen 2007) within the NEMO2 (Teuben 1995) en-
vironment. In all simulations M200 = 3 × 107 M�. We take the
halo concentration to be c = 10 in all but two runs, which is a
reasonable value for haloes at z ∼ 10 (Klypin, Trujillo-Gomez &
Primack 2011) and corresponds to the maximum concentration
value at z = 4 where our simulations end. These values im-
ply an NFW scalelength of 0.3 kpc and Hernquist parameters of
ah = 0.5 kpc and r200 = 3 kpc.

We re-run the fiducial simulation at higher and lower concentra-
tions to investigate the effect on the resulting dwarf. Although we
do not expect a dwarf progenitor to have such a high concentration
at z = 10, we include c = 30 to compare with other work in which
the concentration is kept constant for the lifetime of the dwarf (Read
et al. 2016) at present-day values. Cosmological simulations find
that all haloes converge to a concentration of 4 at high redshift (z > 8;
Zhao et al. 2003, 2009; Muñoz-Cuartas et al. 2011), although these
studies do not include the mass scales we are interested in due to
resolution constraints. However, Correa et al. (2015) use halo mass
assembly histories to investigate halo concentrations down to much
smaller mass scales and find that at z = 10 the concentration of all
haloes in their simulations are in the range c ∼ 3–4.5. We therefore
consider a value of c = 4 as an example of a low-concentration
value for a progenitor dSph halo.

2.1.2 Baryonic components

In order to explore the effect of gas morphology on the ability
of the dSph to retain its gas, we consider both spherical and disc
morphologies for the initial gas distribution. In the spherical case,
the gas and stellar components are distributed in a smooth Hernquist
profile (using the method described above for the halo) with a scale
radius of 100 pc, which makes both components more concentrated
than the dark matter halo. The total gas and stellar masses are
4.8 × 106 M� and 104 M�, respectively, giving particle masses
of 10 M� for both the gas and stars. The gas follows an ideal
equation of state and is assumed to be in hydrostatic equilibrium
which determines the temperature profile. Having generated our
initial conditions, we evolve them for 300 Myr excluding stellar
feedback, to allow the components to settle fully into equilibrium
(see Appendix A).

The gas disc was created using the code ‘DiscGO’ that creates
equilibrium disc galaxies (Newton & Kay 2013). Both gas and stel-

2 A toolbox for stellar dynamics.

lar components have the same scalelength and follow an exponential
surface density profile:

�g(R) = Mg

2πr2
d

e−R/rd . (2)

The gas is assumed to be in hydrostatic equilibrium which deter-
mines the height of the gas disc. The total gas mass, stellar mass and
the number of particles of each are equal to that used in the spher-
ical case. As with the spherical case, we run the initial conditions
with no feedback to allow the components to settle into equilibrium.
Fig. A2 shows the disc initial conditions running for 1.25 Gyr to
confirm that they are indeed stable. The distribution at 300 Myr
is used as the initial conditions for the run with feedback, as our
stability tests showed that the initial settling of the components due
to numerical fluctuations and the IC generation process had been
completed by this time.

2.2 Cooling and feedback

Modelling the evolution of a supernova remnant (SNR) is computa-
tionally demanding due to the large dynamic range of spatial scales
over which the physics needs to be resolved. Both cosmological
simulations and simulations of single galaxies lack the resolution to
accurately model individual SN events and use approximations to
inject energy into the ISM from a single star particle representing
a stellar population. Injecting energy thermally at low resolution
results in almost all of the energy being immediately radiated away
before it has any effect on the ISM (Springel & Hernquist 2002;
Stinson et al. 2006; Creasey et al. 2011). This is due to the energy
being injected into a large amount of mass (giving the particles
lower temperatures, and so shorter cooling times) and the inability
of the particles to react quickly to this change due to the time resolu-
tion. Solutions to this problem vary. They include delaying radiative
cooling by hand (e.g. Thacker & Couchman 2000; Kay et al. 2002;
Sommer-Larsen, Götz & Portinari 2003; Brook et al. 2004) or forc-
ing the temperature of the injected particles to be higher to account
for the extra energy losses (to make the cooling time longer than
the dynamical time) to allow the SNR to expand and interact with
the ISM (Dalla Vecchia & Schaye 2012).

A gas particle mass of 10 M� enables us to resolve single SN
events by injecting energy thermally, giving an isotropic effect on
the closest neighbouring gas particles. Thermal energy injection at
this resolution gives a good approximation to the Sedov–Taylor blast
wave solution (see Appendix C), enabling us to resolve SN without
further numerical adjustments. Injecting the SN energy purely as
thermal gives a similar approximation to using kinetic energy both
on small scales (Walch & Naab 2015) and on large scales (Dalla
Vecchia & Schaye 2012; Durier & Dalla Vecchia 2012) provided the
time stepping used allows the injected particles and their neighbours
to respond promptly to the sudden energy input. Each SN event
injects 1050 erg of thermal energy into ∼100 neighbouring gas
particles. The amount of energy each particle receives is kernel
weighted by its distance from the star particle.

We do not model star formation explicitly, as we are primarily
concerned with the ability of our model dSph to retain sufficient
gas to support further star formation; therefore the only stars in the
simulations are those present in the initial conditions. As discussed
in Section 2.1, we would expect ∼103 SN over the period of time
covered by the simulations assuming a single, continuous burst of
star formation over ∼3 Gyr. We include 103 star particles, a number
of which are chosen to inject energy at random times during the
course of the simulation, depending on the run. For example, in our
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fiducial run we have 100 SNe that translates to a rate of 1 SN every
10 Myr.

Radiative cooling of the gas is included following the method of
Katz, Weinberg & Hernquist (1996) down to 104 K, assuming ion-
izational equilibrium. We further assume that the gas is of primor-
dial composition and do not model metals produced by supernovae
in these simulations. As gas cooling is dependant on metallicity,
we investigate the effect the presence of metals has on our results
by repeating the fiducial run for both the spherical and disc mor-
phologies at two different metallicities: [Fe/H] = −1.5 and −2.
To account for cooling due to metals we use approximate cooling
functions based on those described in Sutherland & Dopita (1993)
for temperatures 104–108.5 K. Cooling below 104 K is modelled
as described in Mashchenko, Wadsley & Couchman (2008) via the
fine structure and metastable lines of heavy elements. These cool-
ing curves were applied to all of the gas in the simulation. This is
therefore an extreme case, as the majority of metals would be those
ejected by the SNe which would not be present in the initial gas and
would be unlikely to be uniformly distributed through the whole
dSph. The results are presented in Section 3.3.

We neglect external processes in the simulations such as mergers
and the effect of heating from the cosmic UV background (UVB).
Observations of the IGM indicate that re-ionization of the Universe
was complete by z ∼ 6 (see e.g. Becker et al. 2001; Fan et al. 2003).
It has been suggested by several authors that re-ionization could al-
leviate the missing satellite problem by suppressing star formation
in low-mass haloes or preventing them from forming stars alto-
gether (see e.g. Bullock et al. 2000; Sawala et al. 2015). However
dSphs like Ursa Minor and Draco were continuously forming stars
for ∼3 Gyr (up to z ∼ 3) suggesting that re-ionization was not
responsible for ending star formation in these dwarfs. It has been
shown that the effects of self-shielding at high redshift are quite
significant, and baryons in high-density peaks are still able to cool
and form stars (Susa & Umemura 2004; Ricotti & Gnedin 2005).
Therefore, those low-mass haloes that are able to maintain a high
density of gas in their centres during an episode of star formation
could possibly continue to form stars even after the Universe has
been re-ionized.

Our simulations run for 1 Gyr so the effects of the UVB would
only be relevant at the end of our simulations and would only act to
maintain the temperature of the already hot and extended gas that
has been ejected from the galaxy due to the SNe feedback.

3 R ESULTS

As noted in the Introduction, observations of the MW satellites
provide evidence that they experienced extended periods of star
formation which in turn indicate that they were able to retain their
gas, and continue star formation, until Type Ia SNe had had time
to enrich the gas with iron. Thus, a minimal requirement for a suc-
cessful model of a dSph progenitor is that it be able to retain gas in
its inner regions at sufficiently high densities and low temperatures
to support further star formation.

We begin by exploring the impact of initial gas morphology on the
ability of a dwarf galaxy progenitor to retain its gas in the presence
of feedback from SNe. Sections 3.1 and 3.2 present the results from
the spherical and disc gas morphologies separately: in each case we
discuss the impact of each of our model parameters on the resulting
evolution, under the assumption that all the gas has a metallicity
of [Fe/H] = −3. In Section 3.3, we explore the impact of a higher
initial gas metallicity on our conclusions.

(a) (b)

(c)

(e)

(d)

Figure 1. Top, middle: the evolution of the gas density (top) and enclosed
mass (middle) profiles for simulated dSphs with initially spherical gas dis-
tributions. The solid curves show the initial profiles and the dashed curves
show the resulting profiles after 1.25 Gyr. The black curves correspond to
our fiducial initial conditions, while the red and blue curves indicate changes
to either the scalelength of the gas distribution (left-hand panels) or the con-
centration of the dark matter halo (right-hand panels). The gas particles are
binned radially with 100 particles in each bin. Bottom: the fraction of gas
with velocities greater than the local escape velocity as a function of time for
the simulations in the upper panels. Solid (dashed) curves give the fraction
of gas at radii less than 1 kpc (1 ≤ r ≤ 5 kpc). (F) denotes the fiducial run.

3.1 Spherical gas distributions

The black curves in Fig. 1 show the evolution of the gas density (top
panels), the enclosed gas mass (middle panels) and the fraction of
gas at the escape velocity (bottom panels) for simulations in which
the gas distribution is initially spherical and assuming our fiducial
(F) parameters. In the top four panels, the solid curves show the
initial distribution and the dashed curves correspond to distributions
after 1.25 Gyr. Fig. 1(a) shows that by 1.25 Gyr the gas density has
been significantly reduced throughout the dSph, with the central
gas density being more than four orders of magnitude lower than
its initial value. The dashed black curves in Fig. 1(c) confirm that
by 1.25 Gyr more than 90 per cent of the gas has been moved
beyond a radius of 1 kpc. We have not included the results from the
simulations with 200 or 500 SNe (the fiducial run has 100 SNe) as
the density and enclosed mass are simply reduced even further in
these models.

Clearly, the energy injected by 100 SNe is sufficient to re-arrange
the bulk of the gas in this simulation. This is not surprising as the
total binding energy of the gas in the central 100 pc is only about
20 per cent higher than the 1052 erg of thermal energy injected
by 100 SNe in our models. While Fig. 1(e) shows that less than
five per cent of the gas at large radii is moving above the local
escape velocity, we note that the low density of this gas (more than
two orders of magnitude below the original mean gas density within
1 kpc) means both that its cooling time is very long (temperatures are
below 104 K) and it is very susceptible to removal by any external
perturbation, for example ram pressure stripping by the gaseous
halo of its host galaxy [at a radius of 100 kpc the MW halo would
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strip any gas outside 10 kpc, and at a radius of 10 kpc would strip
gas outside 2 kpc (Miller & Bregman 2013)]. It is therefore very
unlikely that this gas could be retained by the dSph for sufficient
time to allow it to fall back into the inner regions and form additional
stars.

The red and blue curves in Fig. 1(a) show the evolution of the gas
density profile in simulations with different initial gas concentra-
tions. As expected, it is much more difficult to remove gas from the
inner regions of the dSph in the case of a more concentrated initial
distribution (rs = 0.05 kpc; blue curves) but somewhat easier to
remove gas in the less concentrated case (rs = 0.2 kpc; red curves).
The corresponding enclosed mass profiles (Fig. 1c) show that in the
most concentrated run, mass is only removed from the outer parts of
the dwarf where the density is lower and cooling times are longer.
In contrast to the models with rs = 0.1 kpc or rs = 0.2 kpc, which
retain less than 0.1 per cent of their gas content within 100 pc, in
the model with rs = 0.05 kpc, 15 per cent of the gas initially within
100 pc remains there after 1.25 Gyr of evolution. The large differ-
ences between the final density profiles arises due to the dependance
of cooling time on the gas density: tcool ∝ ρ−1. The cooling times
in the fiducial case (rs = 0.1 kpc) are already long enough for the
gas to be driven to large radii, so further decreasing the density (rs

= 0.2 kpc) gives a similar result, whereas for the most concentrated
distribution (rs = 0.05 kpc) the cooling times have decreased by a
factor ∼5 allowing more gas to be retained.

Overall, Fig. 1(c) shows that a dSph with a more centrally con-
centrated initial gas distribution loses a larger fraction of its total
gas mass: roughly 50 per cent of the gas mass is located beyond
5 kpc at the end of the simulation. However, the key point is that
this dSph retains gas in the inner regions at densities where it has
the potential to contribute to further star formation.

The red and blue curves in Figs 1(b) and (d) show the impact of
dark matter halo concentration on the evolution of the gas density
profile and the enclosed mass profile. As in the case of varying gas
concentration, it is slightly easier to remove gas from a halo with
a lower concentration and significantly more difficult for a halo
with a higher concentration. However, in contrast to the results for
the simulation with rs = 0.05 kpc for the gas initially (the blue
curves in Fig. 1c), in the simulation with c = 30 gas is depleted
all the way to the centre of the dSph, although the fraction of mass
removed from within 100 pc is similar in both cases (57 per cent
and 46 per cent of original mass retained for rs = 0.05 kpc and
c = 30, respectively). The potential energy of the gas within 30 pc
in the rs = 0.05 kpc and c = 30 simulations is 1 × 1052 erg and
5.8 × 1051 erg, respectively. Thus, the significantly different gas
fractions within 30 pc at 1.25 Gyr seen in the two simulations
explicitly demonstrates that the ability of a dSph to retain gas in its
inner regions is a function not only of the depth of its gravitational
potential well but also of the gas density in the inner parts which
determines the time-scales on which the gas can cool.

The fraction of gas that reaches the escape velocity is shown in
panels (e) and (f) of Fig. 1 as a function of time for the same runs. The
solid curves correspond to the fraction of gas particles within 1 kpc at
the time of the snapshot that have velocities above their local escape
velocity; the dashed curves show the same fraction for gas particles
with radii in the range 1–5 kpc. The fraction of high-velocity gas
within 1 kpc is very low in all runs, only briefly reaching 1 per cent in
the standard and low (gas or halo) concentration runs. This suggests
that the gas remaining within 1 kpc after 1.25 Gyr will be retained by
the dSph in all cases we have considered. However, only in the high
(gas or halo) concentration models is the gas density sufficiently
high at the end of the simulation that further star formation is likely

Figure 2. Evolution of the dark matter halo density profiles for the simula-
tions presented in Fig. 1. For clarity, we show the initial density profiles for
the fiducial (c = 10, solid black curve), c = 4 (solid red curve) and c = 30
(solid blue curve) simulations only, as the initial profiles for both other mod-
els shown are indistinguishable from the fiducial model. The profiles after
1.25 Gyr of evolution are shown as dashed curves with the colours indicating
the model. The halo particles are binned radially with 300 particles in each
bin. (F) denotes the fiducial run.

to occur (assuming a density threshold of 7.4 × 109 M� kpc−3

to ensure the gas is dense enough to be mainly molecular; Read
et al. 2016). The gas in the centre of these two dwarfs at the end of
the simulation is cool (less than 104 K) and dense, and so we would
expect star formation to continue.

It is interesting to note that even at radii of 1–5 kpc the fraction
of gas particles with velocities above their local escape velocity is
also low, remaining below 10 per cent for most of the simulations.
In the rs = 0.05 kpc run, however, it exceeds 10 per cent from
about t = 100 Myr to t = 400 Myr. This is because the initial
gas distribution in this simulation has much lower density beyond
1 kpc than in the other runs and the outflows from SNe in the inner
regions are therefore able to accelerate a large fraction of this gas
to velocities above the escape velocity.

Fig. 2 shows the response of the dSph’s dark matter halo to the
evolution of the gas distribution. Following the rapid removal of gas
from the centre of the dwarf, the halo central density in the simu-
lation with our fiducial parameter choices (black curves) decreases
by an order of magnitude, forming a profile with a much shallower
inner log slope within a radius of ∼100 pc. In the simulation ini-
tially having less gas within 100 pc, due to a less concentrated
gas distribution (the rs = 0.2 kpc model; purple dashed curve), the
halo profile evolves less dramatically than in the standard model,
although the initial halo profiles are indistinguishable. As expected,
the removal of the gas from the inner regions in these cases cor-
responds to a smaller change in the total gravitational potential
and therefore the response of the dark matter halo is reduced. The
smallest effect is seen when the gas is initially more centrally con-
centrated (the rs = 0.05 kpc model; green dashed curve) as the
retention of a significant fraction of the gas within 30 pc offsets
the greater gas contribution to the mass budget in this region (gas
contributes 44 per cent of the total initial potential within 30 pc,
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compared to 20 per cent for c = 30). The expulsion of gas to radii
beyond 5 kpc noted above does not have a significant impact on the
dark matter halo.

Only the model with a lower initial halo concentration (c = 4; red
curves in Fig. 2) exhibits more significant halo evolution than the
standard model. This is simply because the gas initially constitutes
47 (28) per cent of the gravitational potential within 60 pc (1 kpc).
The removal of this gas results in the central 100–200 pc of the dark
matter halo evolving to almost uniform density. We will discuss the
possible implications of the dependance of the final dark matter halo
profile on initial halo concentration in Section 4. The halo density
profile for the model with the highest halo concentration, c = 30
experiences no evolution over the run. The potential is dominated
by the halo (the gas only contributes 20 per cent in the inner 30 pc)
and only a small amount of gas is removed, leaving the structure of
the halo unaffected.

The simulations presented in this section demonstrate that galaxy
progenitors with similar masses to those expected for z ∼ 10 dSphs
and with initially spherical gas distributions are generally unable to
retain their gas in the face of feedback from just 100SNe. Progenitors
with high concentration haloes are able to retain a higher fraction
of gas, but only haloes with highly concentrated gas distributions
are able to retain gas at densities which are high enough to sustain
star formation.

3.2 Flattened gas distributions

In this section, we consider the evolution of dSph progenitors in
which the initial gas distribution is a thick disc (Rd/zd = 1.5 for the
fiducial run). Fig. 3 shows that after 100 SNe events the disc is able
to retain the majority of its gas and the density at the centre remains
high enough for further star formation, in the sense that is roughly
equal to the highest density thresholds for star formation assumed
in simulations (e.g. Pontzen & Governato 2012; Read et al. 2016).
This is in contrast to the evolution of initially spherical gas distri-
butions in which 100 SNe are able to push more than 90 per cent of
the gas out to radii >100 pc, whereas the disc retains 80 per cent of
the gas initially within this radius.

The effect of increasing the number of SNe for the disc is also
shown in Fig. 3. The initial conditions are identical for all three runs
and are represented by the solid black curve. The dashed black, blue
and red curves show the radial density profile after 1.25 Gyr for 100,
200 and 500 SNe events, respectively. 200 SNe events cause the gas
density to drop by another order of magnitude, although 60 per cent
of the gas still remains within the original 1 kpc. As the number of
SNe increases, the amount of energy injected exceeds the binding
energy (3.5 × 1052 erg) and the entire gas content of the dSph is
pushed to large radii.

For the fiducial disc run, Fig. 4 presents snapshots of the disc
density and temperature in the x–y plane (top and bottom rows),
and density in the x–z plane (middle row) at 0 Myr, 730 Myr and
1.25 Gyr in the left, middle and right columns, respectively. The
snapshots are slices through z = 0 (y = 0) for the top and bottom
(middle) rows and show the 3D density of the particles. Although
there is more gas at large radii by the end of the simulation, the
density of the disc in the x–y plane remains similar to the initial
snapshot with only a small reduction in central density. However
the x–z plane slice shows that the final dwarf has evolved into a
more spheroidal morphology, particularly for the gas beyond about
0.25 kpc. Fig. 5 presents the evolution of the angular momentum
over time for the fiducial disc run. The total angular momentum of
the gas is represented by the black curves, and the z-component by

(a)

(b)

Figure 3. Evolution of the gas density (top) and enclosed mass (bottom)
profiles for simulated dSphs with gas initially distributed in a disc. In both
panels, the solid black curves show the initial profiles, and the black, blue
and red dashed lines show the resulting profiles after 1.25 Gyr of evolution
for simulations in which feedback from 100, 200 or 500 SNe is included.
The corresponding SN rates are 0.1, 0.2 and 0.5 Myr−1, respectively. The
gas particles are binned radially with 100 particles in each bin and the 3D
SPH particle density is averaged. (F) denotes the fiducial run.

red curves. Solid curves denote values for all gas particles, which
dashed curves relate only to those gas particles within 500 pc.
Although the total z-component of the angular momentum in the
dwarf remains almost constant during the run, the z-component
within 500 pc decreases to less than half of the initial value after
1.2 Gyr. While the mid-plane density is still relatively high near the
centre compared to the initial distribution, the disc is thicker than
initially, possibly making it easier for subsequent SN to remove
more gas. This final structure, shown in the right-hand panel of
Fig. 4, is typical of all of the disc runs we considered (see Fig. 10
that presents the corresponding halo evolution). The gas distribution
becomes more spheroidal for the lower concentration runs (c = 4,
rd = 0.2 kpc) and the central, higher density regions retain a more
disc-like morphology for the higher concentration runs (c = 30,
rs = 0.05 kpc).
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Figure 4. Maps showing the evolution of gas density (top, middle) and temperature (bottom) for the fiducial disc simulation. The leftmost column shows the
initial conditions, the middle column shows the situation at 730 Myr and the rightmost column shows the final state at 1.25 Gyr. The quantities plotted are
cross-sections showing density in the x–y plane (top panel), density in the x–z plane and temperature in the x–y plane.

The temperature snapshots in the bottom row of Fig. 4 show
pockets of warm gas where SNe have recently exploded. Note that
the warm gas in this panel is only at 104 K as the cooling times
are very short at these densities and so it has had time to cool in
the interval between the explosion and the snapshot being output.
The warm patches in temperature are seen in the corresponding
density panels as bubbles where the shock front has pushed gas
spherically outwards, leaving low density hot gas around the origin
of the explosion. At the end of the simulation all of the gas is cool
(T < 103.5 K).

For comparison, we show the same temperature maps for the
fiducial spherical run in Fig. 6. In the fiducial spherical run there
is much more warm gas (104 K) in the same region, as the cooling
times are much longer. In the final snapshot only around a fifth of
the original gas mass within 1 kpc remains and the temperatures
are hotter than for the corresponding disc case. This highlights the
differences between the two morphologies. In the case of the disc,
there is a much higher proportion of gas at higher densities leading
to much shorter cooling times. In the spherical case, the gas density

drops off much more rapidly from the centre, leading to lower
densities and longer cooling times.

The bottom row of Fig. 4 also illustrates the shearing effect of the
disc on the gas that has been heated by SNe. For example, the middle
panel shows two extended regions in the upper left quadrant of the
panel which are left over from earlier SN explosions in regions
where the gas density is too low to allow cooling on time-scales
shorter than the local dynamical times. This effect emphasizes the
ability of the disc to retain gas that would otherwise be expelled
from a non-rotating system. This will also have consequences for
the distribution of the metals generated by the SNe – the highly
structured nature of the heated gas shows that the distribution of
SN products is likely to be very non-uniform. We will explore the
impact of this on the metallicity distribution in observed dSphs in a
future paper.

The evolution of the gas distributions in the remaining disc
runs are shown in Fig. 7. The top panels show how the evolution
changes as a result of varying the initial gas concentration (left),
the baryon fraction (middle) and the halo concentration (right); the
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Figure 5. The evolution of the total angular momentum (black solid line),
and z-component of angular momentum (red solid line) over time for the
fiducial disc run compared to the initial values (L0). The same values within
500 pc are shown as dashed curves.

Figure 6. Maps showing the initial (left) and final (right: 1.25 Gyr) gas
temperature for the fiducial spherical run in the x–y plane.

corresponding enclosed mass profiles are shown in the bottom pan-
els. All panels show the initial profiles as solid lines and the result-
ing profiles after 1.25 Gyr as dashed lines. Fig. 7(a) shows similar
results for varying the gas concentration as in the spherical case. In-
terestingly, the central density for the most concentrated run (blue
curve) is actually slightly higher after 1.25 Gyr than at the start
of the simulation. This is due to the short gas cooling times in the
dense central region of this simulation. As a result, gas that is driven
towards the centre by SNe occurring beyond a few 100 pc tends to
cool rapidly and contribute to the build-up of a dense, cool central
gas concentration.

The disc is able to retain more gas in the most concentrated
case than for the corresponding spherical run, with 97 per cent of
the original gas mass within 1 kpc remaining for the disc case,
compared to 47 per cent in the spherical case. Increasing the initial
concentration of the gas impacts the cooling times in the inner
regions of both the spherical and flattened models similarly, and as
a result the models with rs = 0.05 kpc and rd = 0.05 kpc exhibit
similar central densities at the end of the simulation: the mass lost in
the spherical case is mostly from radii outside 20 pc. The ability of
the disc to retain significantly more gas overall, is due to the fact that
higher density gas in the disc extends to larger radii. We also see a

much smaller amount of gas lost from the disc models with initially
less concentrated gas (rd = 0.2 kpc). In the spherical case almost all
the gas is ejected to larger radii with only 7.5 per cent of the original
gas remaining within a radius 1 kpc, compared to 42 per cent for
the case of the disc. An initially spherical gas distribution in this
case results in the dwarf being destroyed by SNe feedback, whereas
an initial disc configuration retains its original structure, albeit at a
somewhat lower density.

Fig. 7(b) shows the effect of reducing the initial baryon fraction
of the dSph by a factor of 2 (blue curves) or 4 (red curves). Although
these two runs have a lower gas mass, the number of particles is
kept consistent so that the height of the disc is resolved, resulting
in gas particles with masses 5 and 2.5 M� for fb = 0.08 and fb =
0.04, respectively. As the figure shows, the initial reduction in the
central gas density leads to a larger amount of gas being ejected
from the central regions as expected. A higher fraction of gas is
lost within 100 pc for those models with a lower initial gas mass,
28 per cent and 30 per cent for fb = 0.08 and fb = 0.04, respectively,
compared to 59 per cent for the fiducial run (fb = 0.16). Similarly
to the fiducial run, it is the central regions where cooling times are
short that are most affected by the SN feedback, as the total mass
enclosed within 1 kpc is very similar to the initial values.

Fig. 7(c) shows the results of varying the halo concentration. Note
that the central gas densities are slightly different to the fiducial run
when a different halo concentration is used. This is due to the
method of creating the gas distribution in the disc case, which uses
the halo potential to position the gas particles while maintaining
hydrostatic equilibrium. Increasing the concentration results in the
stellar feedback having no significant effect on the total gas content
of the dSph, as 85 per cent of the original gas mass within 1 kpc is
retained. However, the distribution of gas within the dSph is very
different to the fiducial run – the gas becomes much more centrally
concentrated, similarly to the evolution of the gas distribution in the
rd = 0.05 kpc model of Fig. 7(a). Note that in the corresponding
spherical run, gas is lost from the inner parts of the dwarf, decreasing
the density in the centre. However, when the gas is arranged in a
disc, mass is only lost from radii >100 pc. In the spherical case
only 46 per cent of the original gas mass within 100 pc remains,
whereas 82 per cent remains for the disc. This suggests that gas
cooling times play a stronger role in determining whether or not
a dSph will retain its gas than modest changes to the depth of the
halo potential well, as the initial halo potentials are the same in
both the spherical and disc cases and yet the gas densities evolve
very differently. Note that the fiducial run (c = 10) and the c = 30
run both have the same gas mass within 1 kpc after 1.25 Gyr – it
is the difference in their central gas densities that will determine
the evolution of the dwarf at later times. The gas is much easier
to remove from a halo with concentration c = 4, and by the end
of the simulation 90 per cent of the mass within 100 pc has been
removed and the central gas density has dropped by an order of
magnitude.

As the runs with a higher concentration of gas (rs = 0.05 kpc)
and dark matter (c = 30) retain their high initial central density after
100 SNe, we repeat the same runs with 200 and 500 SNe events.
The resulting gas and halo density profiles are shown in Fig. 8.
When comparing the higher concentration run for the sphere and
the disc (Fig. 1b and Fig. 7c), it seems that gas cooling time is more
important for retaining gas than the depth of the potential well, as
the spherical case results in gas removal from the centre of the dwarf
in contrast to the corresponding disc simulations. However, if we
consider the spherical and disc models separately, and look at the
effect of gas or halo concentration on the ability of a halo to retain

MNRAS 468, 451–468 (2017)



460 C. R. Cashmore et al.

(a) (b) (c)

(d) (e) (f)

Figure 7. Impact on the evolution of the gas density (top) and enclosed mass (bottom) profiles of varying the model parameters for simulated dSphs with gas
initially distributed in a disc. In all panels, solid curves denote initial distributions and dashed curves give the profiles after 1.25 Gyr of evolution. For ease of
comparison, the black curves in each panel show the profiles for the fiducial model, while the red and blue curves correspond to models with alternative values
for the initial model parameters. Panels (a) and (d) show the effect of varying the scalelength rd of the gas disc; panels (b) and (e) show the effect of varying
the total baryon fraction of the initial model; in panels (c) and (f) the dark matter halo concentration is varied. (F) denotes the fiducial run.

gas in the presence of larger numbers of SNe, we see a different
behaviour for each initial morphology.

Following the explosion of 500 SNe, the spherical model loses all
its gas even in the cases of higher concentrations of either the gas or
dark matter. The gas density is reduced to less than 104 M� kpc−3

in both cases (i.e. below the limits of the plot). After 200 SNe
events, the spherical run retains more gas in the higher gas con-
centration case where the gas particles have shorter cooling times,
resulting in the final central density being potentially high enough
to host more star formation [2.4–7.4 × 109 M� kpc−3 (Pontzen &
Governato 2012; Read et al. 2016)]. This is due to both the binding
energy in the inner 60 pc being slightly higher (1.95 × 1052 erg and
1.39 × 1052 erg for rs = 0.05 kpc and c = 30, respectively) and
the initial central gas density being higher, resulting in shorter gas
cooling times allowing for energy to be radiated away.

When the morphology is initially spherical, a change in the gas
density has a larger impact on the cooling times than for the corre-
sponding disc models (where the cooling times are already short)
and hence changing the gas density in the spherical case results in
a significant change to the overall evolution. In this case, a higher
initial gas density is more effective at retaining gas than the deeper
potential well due to a more concentrated dark matter halo.

For the disc morphology, 200 SNe events have a broadly similar
impact to that due to 100 SNe and the central gas densities remain
very close to the initial values. However, larger difference are seen

after 500 SNe. The c = 30 run retains significantly more gas than
the rs = 0.05 kpc run after 500 SNe events, with a final central gas
density of 108Msun kpc−3. Here, the depth of the halo potential is
keeping the gas bound to the dSph halo. The total binding energy of
the gas is roughly the same as the injected SN energy (5.2 × 1052 for
rs = 0.05 kpc and 4.66 × 1052 for c = 30). In contrast to the spherical
case, for the disc the higher halo concentration is more effective at
retaining gas, again potentially resulting in a qualitatively different
evolutionary path for the dwarf. In the case where the disc and the
sphere have the same potential energy, the cooling time of the gas
determines whether the dwarf will be able to retain enough gas to
continue forming stars (as in the disc model) or if a large fraction of
gas will be ejected (as in the spherical model). If the cooling time
is long as in the spherical case, making the potential well deeper
does not improve the chances of the dwarf retaining gas. However,
in models for which the gas cooling time is already shorter than
the dynamical time, a deeper potential well increases the fraction
of dense gas which is retained.

The time evolution of the fractions of gas particles with velocities
greater than that formally required to escape the potential for a
selection of disc runs is shown in Fig. 9. The solid curves show
the fraction of gas located within r < 1 kpc which have velocities
above the escape velocity; the dashed lines show the same for gas
at 1 kpc < r < 5 kpc. As expected, Fig. 9(a) shows that as more SN
energy is injected, more gas is driven above the escape velocity. In
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(a) (b)

(c) (d)

Figure 8. Evolution of the gas density (top) and halo density (bottom)
profiles for simulated dSphs with a concentrated gas profile (left) and a
concentrated halo profile (right). In all panels, the solid black and blue
curves show the initial profiles for the disc and sphere, respectively, and the
dotted and dashed lines show the resulting profiles after 1.25 Gyr of evolution
for simulations including feedback from 200 and 500 SNe. Note that the gas
density curves for the spherical models with 500 SNe (blue dashed curves)
fall below the lower limit of the density axis and are therefore omitted for
clarity.

(a) (b)

(c) (d)

Figure 9. The fraction of gas particles with velocities greater than the local
escape velocity as a function of time for the simulations in Figs 3 and 7.
Solid curves give the fraction of gas particles above escape velocity at radii
r < 1 kpc while the dashed curves correspond to gas particles at radii 1 kpc <

r < 5 kpc. (F) denotes the fiducial run.

the three simulations with varying numbers of SNe events, all the
gas remaining within 1 kpc is below the escape velocity by the end
of the run and so will stay bound to the dwarf. The fraction of gas
at r > 1 kpc above the escape velocity declines towards the end of
the simulation, but this gas is unlikely to fall back into the central
regions due to the infall time required (the average free fall time for
gas at 1 < r < 5 kpc is 1 Gyr). This suggests that although only a
small fraction of gas is removed from the main disc, SN feedback is
likely very important for keeping the gas hot and extended, allowing
it to be removed easily by other external processes (e.g. ram pressure
stripping) when the dSph falls into a host halo at lower redshifts.
The same effect is seen in the simulations that vary the other model
parameters. Figs 9(b) and (d) show results for varying the gas and
halo concentration, respectively. In both cases, the fact that the
most concentrated runs give a larger fraction of gas at the escape
velocity at larger radii is simply due to the fact that there is less gas
at these radii. Only the small mass in high-velocity gas is able to
reach these radii and hence a higher fraction is formally unbound.
Again the fraction decreases to a negligible amount over time and
this will likely stay bound to the dwarf in the absence of external
perturbations.

Fig. 10 shows the effect on halo density profile evolution of
varying (a) the number of SN events, (b) the gas concentration,
(c) the baryon fraction and (d) the halo concentration, for the disc
case. Increasing the number of SN events (and hence the energy
injected) decreases the central density of the halo as more gas is
pushed out to large radii. This is a small decrease in comparison
to the spherical case in which 100 SNe events cause an order of
magnitude decrease in the central halo density due to the sudden
removal of a large amount of gas. Changing the gas concentration or
the baryon fraction has no effect on the density of the halo (panels
b and c, respectively), due to the small amount of gas removed in
comparison to the spherical case.

The figure clearly shows that the only parameter that has a signifi-
cant impact on the evolution of the halo density profile of the halo is
the initial halo concentration (Fig. 10d). In the simulation with halo
c = 4, the total potential inside 60 pc is initially 52 per cent lower
than in the c = 10 run. In addition, the gas contributes 39 per cent
to the total potential inside 60 pc for the c = 4 run compared to
32 per cent in the c = 10 case. These two effects both serve to
increase the impact on the dark matter profile of gas removal. The
shallower potential well in the c = 4 run allows more gas to escape,
which has a proportionately larger effect on the potential well as
a whole since the gas contributes a larger fraction of the potential.
This is the only run in the disc case for which the final halo density
profile is significantly shallower than the initial profile. All other
runs with 100 SNe do not remove enough gas to have any major
impact on the halo density; while the runs with 200 and 500 SNe
(panel a) reduce the central density by a factor of a few, the inner
profile retains its initial cusp.

3.3 Metallicity

In our standard runs, we assume gas of primordial composition
and do not model the effects of metals produced by supernovae.
We repeat the standard runs assuming a metallicity for the gas of
[Fe/H] = −1.5 and −2, using approximate cooling functions based
on those described in Sutherland & Dopita (1993) down to 104

K. Radiative cooling below 104 K is included as described in
Mashchenko et al. (2008) from the de-excitation of fine structure
and metastable lines of C, N, O, Fe, S and Si. The resulting gas
density profiles for the spherical and disc fiducial runs are shown in
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(a) (b) (c) (d)

Figure 10. Evolution of the dark matter halo density profiles for the simulations presented in Figs 3 and 7. In all panels, the black curves show the profiles for
the fiducial disc model. The red and blue curves in each panel show the effect of varying the model parameters: (a) number of SNe; (b) disc scalelength; (c)
baryon fraction; (d) halo concentration. Solid curves denote initial profiles, while dashed curves show the outcome of 1.25 Gyr of evolution. (F) denotes the
fiducial run.

(a) (b)

Figure 11. Evolution of the gas density for simulated dSphs assuming
varying gas metallicities: primordial (our fiducial run, black), [Fe/H] =
−2 (red) and [Fe/H] = −3 (blue) for a spherical (left) and disc (right)
morphology. The different curves represent the initial profile (solid) and the
density profile after 0.4 (dotted), 0.8 (dashed) and 1.2 Gyr (dot–dashed) of
evolution.

panels (a) and (b) of Fig. 11, respectively. The initial density profile
is the same for all metallicities and is represented by the black solid
line, other lines show the profile at 0.4 (dotted), 0.8 (dashed) and
1.2 Gyr (dot–dashed). The radial density profile of the primordial
run over time is shown as black lines, and as red (blue) lines for
[Fe/H] = −2 (−1.5).

For the spherical case, [Fe/H] = − 2 (red) alters the final density
profile by a small fraction, leaving the result unchanged. However,
[Fe/H] = −1.5 (blue) shows a much larger difference, with the
central density profile only reduced by less than two orders of
magnitude, compared to four orders of magnitude for the other two
cases. The difference between the runs at earlier times (0.4 Gyr)
is much smaller as the gas density is still relatively high resulting
in short cooling times for all runs regardless of the metallicity.
As the density is reduced by the continuing SNe events, the role
of metallicity becomes more important in determining the cooling
time of the gas. The difference in the resulting density profiles for
the disc case is much smaller, as the cooling times in the disc are
already shorter than in the spherical case due to there being a larger
fraction of gas at higher densities. Even in the highest metallicity
run ([Fe/H] = −1.5, shown in blue), the inclusion of metal cooling
has very little effect on the central density, showing that here it is
the density that is the most important term in calculating the cooling
time.

4 D I SCUSSI ON

The simulation results presented in the previous section show that
the most likely outcome of star formation in a dark matter halo of
mass 3 × 107 M� is the total expulsion of most of the remaining gas
from the system due to SNe feedback. The precise fraction of gas
that remains within 1 kpc of the halo at the end of our simulations
is a strong function of the gas cooling time in the regions where
the SN explosions occur. The more rapid gas cooling in regions of
high gas density has a greater impact on the ability of a halo to
retain gas than either the depth of the potential well or the initial
morphology of the gas distribution. However, as our disc models
have larger fractions of gas at higher densities than the spherical
distributions, all the disc models retain significantly more gas than
the corresponding spherical models in our simulations. We also
note that for a disc-like gas distribution, the path of least resistance
for outflowing gas is one that is perpendicular to the plane of the
disc (see e.g. Brook et al. 2011), allowing more gas to be retained
in the plane of the disc, especially in the central regions. In most
of the spherical models, gas is easily expelled at all radii including
the central regions. The exception to this is for the spherical model
with the highest gas concentration (rs = 0.05 kpc) which maintains
a high gas density in the centre, although gas is still lost from larger
radii.

The importance of cooling time is confirmed by the impact on our
results of increasing the initial gas metallicity. A global increase of
the initial metallicity to [Fe/H] = −1.5 significantly enhances the
ability of a spherical gas distribution to maintain gas at high density
in the inner regions. Even for dSphs with initial gas discs, Fig. 11(b)
shows that increasing the metallicity leads to almost a doubling of
the gas density within 20 pc at the end of the simulation relative to
a simulation assuming primordial abundances.

However, pre-enrichment of the gas to metallicities as high as
[Fe/H] ∼ −1.5 in dSph progenitors is not favoured by observations.
High-resolution spectroscopic studies of the stellar populations of
dSphs like Ursa Minor and Draco show that they were continuously
forming stars for ∼3 Gyr from z ∼ 12 to z ∼ 1 (e.g. Weisz et al. 2014).
In particular, the star formation history of Ursa Minor suggests that
roughly 10 per cent of the stars were formed by z ∼ 10 while almost
40 per cent of the stars were in place by z ∼ 4 (Weisz et al. 2014, their
fig. 1). Detailed modelling of the metallicity distribution function
(MDF) of Ursa Minor favours models that include both gas infall
(Kirby et al. 2013) and outflows (Ural et al. 2015). Further, the
tentative age–metallicity relation for stars in Ursa Minor obtained
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by Cohen & Huang (2010) suggests that the more metal-rich tail
of the metallicity distribution is populated by stars which formed
more recently than the main stellar population. The inflow of gas
with primordial abundances, with star formation potentially being
triggered by mergers with other, similar mass haloes, could therefore
explain both the MDF and the age–metallicity relation. Once the
halo reached a larger mass it was able to retain enriched gas and
form stars with higher [Fe/H]. A model in which the halo continued
to form stars at a low level for sufficient time after growing its
potential to give rise to stars with enhanced [Fe/H] and reduced
α/Fe ratios appears to be consistent with all the observed data. For
example, the data in both Ural et al. (2015) and Cohen & Huang
(2010) suggest that only the youngest (and most metal rich) stars in
Ursa Minor exhibit reduced α/Fe.

Although a globally raised metallicity is unlikely to be the origin
of the short gas cooling times required to facilitate gas retention, the
higher gas densities typical in flattened morphologies remain a plau-
sible explanation. If the gas initially has a spherical distribution, we
have shown that either the dark matter must be more concentrated
than is expected for typical haloes of this mass at z ∼ 10 (Correa
et al. 2015), or gas cooling must have generated a gas distribution
with a scalelength roughly an order of magnitude smaller than that
of the dark matter, implying significantly stronger collapse than is
seen in typical haloes at this mass scale (e.g. Read et al. 2016).
Even in this case, the star formation would be limited to the central
regions of the halo (i.e. within a few tens of pc), and a subsequent
evolutionary process would be required to disperse these stars over
a larger fraction of the halo. The high stellar and dark matter densi-
ties in the inner regions would mean that externally driven processes
such as the tidal sculpting usually invoked to change the morphol-
ogy of dSph stellar distributions would have little effect (e.g. Read
et al. 2006a; Peñarrubia et al. 2010). Similarly, mergers with haloes
of comparable or larger masses (and hence of lower density) would
be unable to inflate the spatial scale of the stellar distribution by
an order of magnitude and would be more likely to result in the
formation of a nucleated dwarf galaxy (e.g. Assmann et al. 2013;
Bekki 2015).

Obviously, the presence of dense gas with short cooling times is
a pre-requisite for further star formation. Given that only a small
fraction of the stars in the less luminous dSphs (e.g. Ursa Minor,
Draco and Sextans) have metallicities as high as [Fe/H] = −1.5
at the present epoch (Kirby et al. 2013), we infer that the primary
determinant of whether a dSph will exhibit extended star formation
is the overall fraction of gas which is at high density when the first
stars form. Although this gas may not yet have formed stars, it is
only this gas which will be retained by the dSph. In other words,
it is not sufficient for cooling in a dSph progenitor to achieve a
high gas density solely at the centre of the halo – it must have
high-density gas distributed throughout the volume which will ul-
timately be occupied by the stellar population of the dSph. Given
that a disc morphology is likely to have a larger fraction of high-
density gas, in particular outside the central few tens of parsecs,
our simulations are consistent with the idea that the progenitors
of the MW dSph satellites experienced the bulk of their star for-
mation at an epoch when their baryonic components had a disc
morphology. The transformation of rotation-supported discs into
pressure-supported spheroids through the action of external grav-
itational tides has already been discussed by a number of authors
in the literature (Mayer et al. 2001a,b; Klimentowski et al. 2009;
Łokas et al. 2012; Tomozeiu, Mayer & Quinn 2016). Nayakshin &
Wilkinson (2013) have discussed the role that AGN outflows from
the MW could have played in that process.

In our fiducial, spherical model the gas is spread out over a sphere
of radius ∼20 kpc by the end of the 1.25 Gyr simulation. The gas
at large radii (>5 kpc) is at low enough densities to be stripped on
infall to the MW and would become a part of the hot halo which
is likely to have a density of few × 102 M� kpc−3 at a radius of
100 kpc from the Galactic Centre (Mayer et al. 2006). The gas at
radii 1 kpc < r < 5 kpc could possibly fall back, although at the
end of our simulations its low density means that its cooling time
is very long. Observational determinations of the star formation
histories of dSphs are not yet sufficiently precise to distinguish
continuous star formation from bursty star formation punctuated by
periods of ∼100 Myr during which gas that remained in the halo
could potentially cool and re-ignite star formation (see e.g. Weisz
et al. 2014). However, if our simulated dwarf is a progenitor for a
dSph like Draco or Ursa Minor we expect further star formation
and outflows, which would tend to suppress the cooling and infall
of the gas at these radii and we therefore need to consider further
sources of low-metallicity gas.

In all our simulations, the gas distributions were initially smooth
although the injection of SN energy rapidly leads to a highly struc-
tured ISM. In a future paper, we will investigate the impact of an
initially clumpy ISM, such as might be produced by stellar winds
prior to the onset of SN feedback (Bourne & Power 2016). Dense
gas clumps are more resilient to feedback (Bourne & Power 2016)
and could therefore increase the amount of gas retained by the halo.
In the context of AGN feedback impacting on the gas at the centre
of a galaxy, Bourne, Nayakshin & Hobbs (2014) have shown that
significantly more gas remains after the passage of an AGN outflow
through a non-uniformly distributed ISM compared to a smooth dis-
tribution. It is therefore reasonable to expect that similar behaviour
may be seen in the context of a dSph progenitor.

In this paper, we evolved our dSph progenitors in isolation. As
a result, we have neglected a number of external effects in our
simulations which could potentially impact on our conclusions,
namely gas accretion and re-ionization. The more important of
these at this redshift is likely to be gas accretion. Kirby et al. (2013)
find that a gas accretion model is a good fit to the narrow MDFs
for Ursa Minor and Draco (and, indeed, most other dSphs). Those
authors find that it is unlikely that the stars that formed later in these
dwarfs were composed of gas enriched by the first SN, but rather
they formed from more pristine gas subsequently accreted on to the
halo. In this case retention of the gas initially present in the dSph
may not be required for further star formation. If additional gas is
continually accreted by the halo as star formation proceeds, then the
requirement is actually that the outflows generated by the on-going
star formation are unable to prevent the accretion and cooling of
this gas. Simulations by Latif & Volonteri (2015) have shown that
this infall may have been filamentary: the low filling factor of these
filaments would naturally increase the likelihood of gas being able
to reach the central few 100 pc of the halo even in the presence of
an SN-driven outflow from the dSph. Indeed, Kimm et al. (2015)
find that SN-driven outflows have very little influence (irrespective
of the strength) on the rate of inflowing gas, showing that cold
filamentary accretion at high redshift allows for the deposition of
low angular momentum gas in the central regions, enhancing the
gas density.

Given that our simulations cover the period from z ∼ 10 to z ∼ 4,
it is likely that the re-ionization of the Universe took place dur-
ing this time (re-ionization began between z ∼ 10–15 and was
complete by z ∼ 6; see e.g. Planck Collaboration XLVII 2016,
and references therein). It has been suggested that this could have
contributed to the quenching of star formation in low-mass haloes
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(Sawala et al. 2016a). Observationally, however, Ursa minor and
Draco show evidence for extended star formation during this time
period and beyond and no Local Group dSph exhibits a feature in
its star formation history which is unambiguously associated with
re-ionization (Weisz et al. 2014). While this suggests that it is un-
likely that re-ionization was responsible for the cessation of star
formation (though see Sawala et al. 2010, for a discussion of pos-
sible self-shielding of gas in dSphs during re-ionization), it could
have played a role in limiting the supply of cold gas from accre-
tion. In this way, it could possibly account for differences between
the dSphs and the UFDs: those haloes whose star formation was
truncated by re-ionization became the ultrafaints, while those that
survived re-ionization and continued their forming stars until their
supply of gas was exhausted became ‘classical’ dSphs.

In agreement with previous work (e.g. Navarro et al. 1996a;
Read & Gilmore 2005; Governato et al. 2010), we find that it is
possible to form dark matter cores providing halo concentrations
are lower at high redshift, and enough gas is ejected from the central
regions. For the removal of gas to have an effect on the halo the gas
in the centre must make a significant contribution to the potential
and/or a significant amount of mass must be removed at once.
However, as noted by Peñarrubia et al. (2010), if a core is formed
early in the evolution of a dSph satellite, it is questionable whether it
could subsequently survive to the present day without being tidally
disrupted by the MW.

Independent of our other model parameters, we find that the SN
rate in our simulations must be below 0.5 Myr−1 to allow dense gas
to remain in the dwarf at the end of the simulation. As discussed
in Section 2, the stellar mass of the present-day Ursa Minor would
imply a rate of at least twice this (assuming a constant star formation
rate). There are several possible explanations for this. First, we have
assumed that all the star formation occurred in a single halo – it is
possible that some of the low-metallicity stars in Ursa Minor formed
in a separate halo which later merged with the main halo. Given that
the halo mass has increased by at least an order of magnitude since
z ∼ 10, it is possible that at least one other halo that contributed
to the dark matter content of this dSph also contained stars and
therefore each individual halo could have hosted a smaller number
of SNe. Secondly, we note that the star formation history for Ursa
Minor presented in Weisz et al. (2014) implies that approximately
10 per cent of the stars in Ursa Minor were in place by z ∼ 10.
This would correspond to a stellar mass of 1–2 × 104 M� which
would result in 100–200 SN explosions, comparable to the numbers
in those of our simulations which resulted in gas retention. Thirdly,
in estimating the expected numbers of SNe we have assumed a
Salpeter (1955) IMF for the stellar population. While the stellar
mass function for low-mass stars in Ursa Minor has been shown to
be identical to that of the globular clusters M15 and M92 (Wyse
et al. 2002), the high-mass end of the mass function in an old stellar
population can only be inferred indirectly from chemical signatures.
Thus, it is possible that the high-mass stellar IMF in high-redshift
dSphs was significantly different from that seen in star-forming
regions at z ∼ 0.

5 C O N C L U S I O N S

In this paper, we addressed the issue of whether a typical z = 10
dSph progenitor could maintain an extended burst of star formation
having initially acquired a gas fraction comparable to the universal
baryon fraction. In contrast to many previous studies, our z = 10
haloes had masses of 3 × 107 M�, appropriate for the z = 10
progenitors of haloes with masses of ∼109 M� at z = 0. We included

the energy injected by SNe explosions, and followed the evolution
of the gas distributions for 1.25 Gyr. Our primary conclusion is that
gas retention by haloes of this mass is very challenging and requires
halo concentrations or initial gas distributions which are atypical of
haloes at z = 10.

We varied several parameters to create our model dwarf galaxies
including the morphology of the initial gas distribution, the number
of SNe, the gas concentration, the baryon fraction and the halo
concentration. We find that the cooling time of the gas in the central
regions is the most important factor to retain sufficiently high central
densities to allow star formation to continue. For both spherical and
disc gas morphologies, increasing the gas concentration increases
the central density, resulting in the gas having shorter cooling times
which reduces the impact of the SN feedback on the ISM. A flattened
gas distribution (disc) is overall more efficient at retaining gas than
a spherical distribution due to the fact that the gas densities are
generally higher initially. However, even with a high gas or halo
concentration, we find that high-density gas only remains at the end
of the simulation period if the number of SN events is lower than
that expected from a Salpeter IMF (assuming a total stellar mass of
∼3 × 105 M�).

Our finding that the haloes of dSph progenitors at z = 10 were
not typical of haloes at that redshift, combined with the data on the
metallicity distributions of observed MW dSph satellites, suggest
that the morphology of infalling gas may be a key factor which deter-
mines the ability of a given halo to support extended star formation.
Successful dSphs may therefore result from progenitors which were
outliers in the distribution of halo/gas properties at z = 10, as well
as experiencing gas accretion at an appropriate rate and with an
appropriate morphology so that SN-driven outflows were unable to
prevent further gas accretion. This would naturally explain the ap-
parently non-linear mapping required for the abundance matching
of haloes from cosmological simulations with observed galaxies,
which gives rise to the ‘Too Big To Fail’ problem and the appar-
ent stochasticity of galaxy formation at the faint end of the galaxy
luminosity function.

In future work, we will investigate the extent to which a clumpy
initial gas distribution might affect the ability of a dSph to retain
gas following an initial burst of star formation. We will also explore
the impact of external AGN outflows on the evolutionary history of
the dSphs as discussed in Nayakshin & Wilkinson (2013).
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MNRAS, 411, 584
Navarro J. F., Eke V. R., Frenk C. S., 1996a, MNRAS, 283, L72
Navarro J. F., Frenk C. S., White S. D. M., 1996b, ApJ, 462, 563
Navarro J. F., Frenk C. S., White S. D. M., 1997, ApJ, 490, 493
Nayakshin S., Wilkinson M. I., 2013, MNRAS, 433, 324
Newton R. D. A., Kay S. T., 2013, MNRAS, 434, 3606
Oh S.-H., de Blok W. J. G., Walter F., Brinks E., Kennicutt Jr R. C., 2008,

AJ, 136, 2761
Oh S.-H., Brook C., Governato F., Brinks E., Mayer L., de Blok W. J. G.,

Brooks A., Walter F., 2011, AJ, 142, 24
Okamoto T., Frenk C. S., 2009, MNRAS, 399, L174
Oñorbe J., Boylan-Kolchin M., Bullock J. S., Hopkins P. F., Kereš D.,
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APPENDIX A : STA BILITY TEST

In this Appendix, we consider the long term evolution of both the
spherical and disc gas distributions in order to test the stability
of our initial conditions. The initial conditions were set up as in
Section 2, and the simulations were run without cooling or SN
feedback for 1.25 Gyr. The density profiles for the gas and halo in
each distribution are shown in Figs A1 and A2 for the sphere and
disc, respectively. There is some initial settling to an equilibrium
configuration due to the fact that the gas and halo components are set
up separately, this is complete after ∼250 Myr, so for all the runs
in the paper we allow the initial conditions to settle for 300 Myr
before switching on cooling and feedback.

(a) (b)

Figure A1. Evolution of the (a) gas and (b) halo density profiles over time
for gas set up in a spherical distribution with no feedback.

(a) (b)

Figure A2. Evolution of the gas (a) and halo (b) density profiles over time
for gas distributed in a disc with no feedback.

A P P E N D I X B : C O N V E R G E N C E T E S T

To explore the impact of mass resolution on our conclusions, we
re-run the fiducial simulation (see Table 1) at mass resolutions
10 times higher and 10 times lower for both the sphere and the
disc. We keep the mass of gas into which the SN energy is injected
constant (1000 M�) by changing the number of particles receiving
energy according to the new mass resolution. Figs B1 and B2 show
the evolution of the profiles for the gas and halo densities in the
spherical and disc cases, respectively.

In the spherical case, reducing the mass resolution to 100 M�
significantly increases the mass of gas which remains after 1.25 Gyr.
This emphasizes the need for high-resolution simulations to capture
SN feedback in dSph progenitors in a realistic way. We note that
with 100 M� resolution, only 10 neighbouring particles receive
energy from an SN which results in too much of the energy being
radiated away before it can be deposited in the remaining gas. As

(a) (b)

(c) (d)

Figure B1. Evolution of the density (top) and enclosed mass (bottom)
profiles for gas (left) and dark matter (right) for simulated dSphs with an
initially spherical gas distribution. In all panels, the solid curves show the
initial profiles, and the blue, black and red dashed lines show the resulting
profiles after 1.25 Gyr of evolution for simulations with gas particles masses
of 1, 10 and 100 M�, respectively.
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(a) (b)

(c) (d)

Figure B2. Evolution of the density (top) and enclosed mass (bottom)
profiles for gas (left) and dark matter (right) for simulated dSphs with gas
initially distributed in a disc. In all panels, the solid curves show the initial
profiles, and the blue, black and red dashed lines show the resulting profiles
after 1.25 Gyr of evolution for simulations with gas particles masses of 1,
10 and 100 M�, respectively.

is well known from previous simulations, this means that at low
resolution, various numerical tricks (e.g. delayed cooling etc.) are
required to mimic the impact of SN feedback.

It is reassuring to note, however, that increasing the resolution
by a factor 10 relative to our fiducial run has a limited impact on
the evolution of the dSph in the spherical case. In particular, the
SN feedback moves almost all the gas to beyond 1 kpc in both the
fiducial and higher resolution runs.

In the case of a dSph model with a gas disc, increasing the
resolution has an impact on the gas distribution in the inner 100 pc.
This is because the higher resolution model has longer gas cooling
times in the inner regions, and the SNe are therefore more effective
at removing gas from the inner parts of the dSph. However, Fig. B2
shows that beyond ∼100 pc the profiles of both gas and dark matter
are indistinguishable between the fiducial and high-resolution runs.
The inner 100 pc contain less than 10 per cent of the gas mass in
the dSph and therefore we consider that we have correctly captured
the evolution of the bulk of the gas in the dSph.

More importantly, we note that our conclusions based on simula-
tions at our fiducial resolution are conservative in the sense that, if
anything, we have underestimated the mass of gas that SN feedback
will remove. Our conclusion that it is difficult for a low-mass dSph
progenitor halo to retain the gas needed to sustain extended star for-
mation, and hence that the observed dSphs must have been unusual
in their initial properties (gas morphology and/or concentration,
halo concentration), remains valid at higher resolution.

A P P E N D I X C : FE E D BAC K
IMPLEMENTATIONS

Modelling the evolution of an SNR is computationally demanding
due to the large dynamic range needed to capture physical evolu-
tion on a wide range of length scales. Large-scale cosmological

Figure C1. Evolution of the radius of the SN-driven shell with time where
the shell-radius is defined by the peak of the radial density distribution
around the SN. The dense shell forms at 0.04 Myr, and subsequently follows
the Sedov–Taylor solution. The black line shows the Sedov–Taylor solution
for the growth of the shock front resulting from the injection of 1050 erg of
purely thermal energy into a medium of uniform density 5 × 108 M� kpc−3.
The red line shows the time evolution for the momentum-driven phase of
shell growth. At later times, the evolution of the SN remnant would follow
this line, in the absence of external perturbations from other SNe.

simulations lack the resolution needed to resolve each SN indi-
vidually due to numerical overcooling (see e.g. Dalla Vecchia &
Schaye 2012) as the high-mass gas particles result in most of the
injected energy being radiated away before it can impact the ISM.

In this appendix, we show that we can model individual SN
events with a mass resolution of 10 M� by injecting the nearest
100 gas particles with 1050 erg of thermal energy, kernel weighted
according to their distance from the star particle. At a density of
5 × 108 M� kpc−3, this corresponds to a spherical radius of ∼70 pc.

Although we are unable to resolve the initial ‘free expansion’
phase of an SNR (when the ejecta expand freely while the mass
swept up by the forward shock is smaller than the mass ejected)
due to the number of particles that are given energy, we can resolve
the Sedov–Taylor phase. In this phase, an adiabatic blast wave
expands into the ISM with rshell ∝ t2/5, and total energy is conserved,
consisting of 73 per cent thermal and 27 per cent kinetic energy
(Durier & Dalla Vecchia 2012). The movement of the shell is still
pressure-driven while the gas interior is hot. When the cooling
time of the gas in the shell becomes shorter than the age of the
remnant, the shock wave starts to slow. When the interior pressure
is exhausted the remnant then enters the snowplough phase with
rshell ∝ t1/4 and is driven by momentum (momentum is conserved).

The evolution of the shell radius with time is shown in Fig. C1.
The shell is defined by taking the maximum density averaged radi-
ally in bins of 1 pc. The dense shell starts to form at 0.0 4 Myr. As
the figure shows, after this time, the shell expands according to the
Sedov–Taylor expectation until at least 1 Myr. The initial evolution
is due to the fact that we have injected thermal energy only and
it therefore takes some time for this energy to be converted into
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Figure C2. Evolution of the radial velocity of the SN-driven shell with
time where the shell velocity is defined by taking the peak of the average
radial velocity in radial bins of width 1 pc (blue). The black line shows
the Sedov–Taylor solution for the velocity of the shell resulting from the
injection of 1050 erg of purely thermal energy into a medium of uniform
density 5 × 108 M� kpc−3.

radial momentum and for a well-defined shell to form. Similarly,
the evolution of the radial velocity of the shell with time is shown
in Fig. C2. Here, the shell is defined by taking the average radial
velocity in radial bins of width 1 pc; the particles in the velocity
peak are at slightly larger radii than those with in the density peak.
Initially, the velocity is low as the energy injected is thermal; this
is gradually converted to kinetic energy and after ∼6 × 104 yr
the resulting radial velocity is within a factor of 2 of the velocity
predicted by the Sedov–Taylor solution.

Fig. C3 shows the evolution of total momentum (blue) and the
radial component of momentum (red) in boxes of size 33 and 50 pc
around the SN. We chose the radius 33 pc for the smaller box as this
corresponds to our estimated radius of the shell at approximately

Figure C3. Evolution of the total (blue – magnitude) and radial (red) mo-
mentum in a box of 33 pc (solid lines) and 50 pc (dashed lines) centred on
the SN. The Sedov solution is shown by the solid black line.

0.5 Myr. As the plot clearly shows, all the momentum in the gas is
radial and therefore due to the energy input from the SN event – the
drop in radial momentum within 33 pc at around 1 Myr corresponds
to the time when the majority of the shell leaves the 33 pc box but is
still included in the 50 pc box. The growth of the radial momentum
follows the Sedov solution, albeit with an amplitude that is about a
factor of 2 lower. We therefore conclude that at the resolution of our
simulations, the representation of SN explosions by thermal energy
injections of ∼1050 erg results in approximately the correct amount
of radial momentum being injected into the gas on a length-scale of
tens of parsecs. As the radial momentum injected is the key factor
in determining the evolution of the ISM, our simulations capture all
the essential physics of SN feedback.
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