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Abstract:	Glucocorticoids	 (Gcs)	 are	 a	 commonly	 used	 drug	 to	 target	 the	 glucocorticoid	 receptor	

(GR).	The	GR	has	a	myriad	of	cellular	and	physiological	effects,	however,	Gcs	are	clinically	used	for	

the	 treatment	of	 inflammatory	 conditions	due	 to	 the	potent	anti-inflammatory	actions	of	GR.	The	

anti-inflammatory	effects	come	with	serious	side	effects	e.g.	metabolic	disease.	I	examine	the	role	of	

lipid	rafts	 in	modulating	the	anti-inflammatory	actions	of	Gcs,	and	the	role	of	circadian	rhythms	 in	

the	control	of	Gc	side	effects.	

I	 tested	 the	 role	 of	 caveolin-1	 (Cav1),	 a	 constituent	 of	 membrane	 lipid	 rafts,	 and	 its	 role	 in	 Gc	

suppression	 of	 inflammation.	 Gene	 expression	 analysis	 of	mouse	 lung	 tissue	 showed	 that	 genetic	

depletion	of	Cav1	(CAV1KO)	results	in	increased	transactivation	of	Gc	target	genes.	The	increased	Gc	

action,	however,	does	not	result	in	an	increased	effect	on	suppression	of	inflammation	in	a	model	of	

innate	 immunity:	 aerosolised	 lipopolysaccharide	 (LPS)	 induced	 lung	 inflammation	or	 in	 a	model	of	

adaptive	 immunity:	 Ovalbumin.	 CAV1KO	 mice	 were	 protected	 from	 LPS	 induced	 inflammation,	

despite	 increased	 cytokine	 production.	 This	 suggests	 a	 differential	 response	 to	 LPS	 in	 lung	

parenchyma	and	alveolar	macrophages	dependent	on	Cav1.	CAV1KO	results	 in	a	pro-inflammatory	

phenotype	in	macrophages,	and	the	opposite	in	parenchymal	tissue.	These	data	suggest	that	while	

Cav1	is	an	upstream	regulator	of	Gc	response,	 it	does	not	have	a	strong	enough	effect	to	alter	the	

ability	of	GR	to	repress	inflammation	in	vivo.	

Gc	 treatment	 results	 in	 a	 strong	 metabolic	 phenotype,	 with	 aberrant	 energy	 metabolism,	 insulin	

resistance	and	hepatosteatosis,	I	 investigated	how	this	side	effect	interacts	with	circadian	rhythms,	

another	key	determinant	of	energy	metabolism.	Using	transcriptomics	of	whole	lung	and	liver	taken	

during	 the	 day	 or	 the	 night,	 I	 demonstrate	 that	 the	 metabolic	 actions	 of	 Gc	 in	 the	 liver	 can	 be	

temporally	separated,	whilst	maintaining	consistent	anti-inflammatory	actions	in	both	liver	and	lung.	

This	 temporal	 gene	 regulation	by	Gc	 is	 controlled	by	REV-ERBa,	 a	 rhythmically	 expressed,	 orphan	

nuclear	receptor,	part	of	the	core	clock	machinery,	via	a	direct	interaction	with	GR	at	key	regulatory	

DNA	loci.	Genetic	deletion	of	REV-ERBa	protects	mice	from	the	hepatosteotosis	associated	with	Gc	

treatment.		

Taken	 together,	 these	 data	 suggest	 that	 Gcs	 are	 regulated	 upstream	 of	 the	 receptor	 by	 the	 core	

consitutent	of	membrane	lipid	rafts;	Cav1,	which	modulates	the	Gc	response	 in	vivo.	Also,	that	the	

GR	action	can	be	controlled	by	dosing	at	different	times	of	day,	separating	the	detrimental	metabolic	

effects	 of	 Gcs	 from	 the	 beneficial	 anti-inflammatory	 effects.	 This	 is	 enabled	 through	 a	 direct	

interaction	between	GR	and	REV-ERBa	at	key	gene	regulatory	sites		
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IPF	–	Idiopathic	Pulmonary	Fibrosis	

INF	–	Interferon	

IRAK	–	Interleukin-1	Receptor-associated	Kinase	

IRF	–	Interferon	Regulatory	Factor	

IRS	–	Insulin	Receptor	Substrate	

Jak	–	Janus	Kinase	

JNK	–	c-Jun	N-Terminal	Kinase	

KD	–	Knockdown	

KLF	–	Kruppel-like	Factor	

KO	–	Knockout	

LBD	–	Ligand	Binding	Domain	

Lkb1	–	Liver	Kinase	b1	

LPS	–	Lipopolysaccharide	

LXR	–	Liver	X	Receptor	

MAPK	–	Mitogen	Activated	Protein	Kinase	

MED14	–	Mediator	of	RNA	polymerase	II	transcription	subunit	14	

mGR	–	Membrane	Glucocorticoid	Receptor		
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MMTV	–	Mouse	Mammary	Tumour	Virus		

MNAR	–	Modulator	of	non-genomic	action	of	the	estrogen	receptor	

MR	–	Mineralocorticoid	Receptor	

MyD88	–	Myeloid	Differentiation	Primary	Response	88	

me	–	Methyl	

mRNA	–	messenger	Ribonucleic	acid	

NAD+	–	Nicotinamide	Adenine	Dinucleotide	(Oxidised)	

NADH	–	Nicotinamide	Adenine	Dinucleotide	(Reduced)	

NADP+	–	Nicotinamide	Adenine	Dinucleotide	Phosphate	(Oxidised)	

NADPH	–	Nicotinamide	Adenine	Dinucleotide	Phosphate	(Reduced)	

NCOR	–	Nuclear	Corepressor	

NES	–	Nuclear	Export	Sequence	

NFkB	–	Nuclear	Factor	kB	

nGRE	–	Negative	Glucocorticoid	Response	Element	

NLS	–	Nuclear	Localisation	Sequence	

NO	–	Nitric	Oxide	

NOS	–	Nitric	Oxide	Synthase	

NR	–	Nuclear	Receptor	

OD	–	Oligomerisation	Domain	

PARP	–	Poly	(ADP-ribose)	Polymerase	

PEPCK	–	Phosphoenolpyruvate	Carboxykinase	

Per	–	Period	

PFK1	–	Phosphofructokinase	1	

PGE2	–	Prostaglandin	E2	

PI3K	–	Phosphoinositide	3-Kinase	

PKA	–	Protein	Kinase	A	
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PKB	–	Protein	Kinase	B	

PKC	–	Protein	Kinase	C	

PLA	–	Proximity	Ligation	Assay	

PPAR	–	Peroxisome	proliferator-activated	receptor	

PR	–	Progesterone	Receptor	

REDD	–	Regulated	in	Development	and	DNA	Damage	Response	

RelA	–	Avian	Reticuloendotheliosis	Viral	Oncogene	Homolog	A	

RER	–	Rough	Endoplasmic	Reticulum	

RNA	–	Ribonucleic	acid	

RNA-seq	–	RNA	Sequencing	

ROR	–	RAR-Related	Orphan	Receptor		

ROS	–	Reactive	Oxygen	Species		

RPMI	–	Roswell	Park	Memorial	Institute	

SCN	–	Suprachiasmatic	Nucleus	

SGK	–	Serum/Glucocorticoid	Regulated	Kinase	

siRNA	–	Small	Interfering	RNA	

SIRT	–	Sirtuin	

Smad	–	Mothers	Against	Decapentaplegic	Homolog	

SMRT	–	Silencing	Mediator	for	Retinoid	or	Thyroid-Hormone	Receptors	

STAT	–	Signal	Transducer	and	Activator	of	Transcription	

SWI/SNF	–	SWItch/Sucrose	Non-Fermentable	

TAK1	–	Transforming	Growth	Factor	Beta	Regulated	Kinase	

TBP	–	TATA	Binding	Protein	

TF	–	Transcription	Factor	

TGF-b	–	Transforming	Growth	Factor-b	

Th1	–	Type	1	T	Helper	Cell	
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Th2	–	Type	2	T	Helper	Cell	

TIF2	–	Transcription	Initiation	Factor	2	

TLR	–	Toll-like	Receptor	

TMAO	–	Trimethylamine	N-Oxide	

TNFa	–	Tumour	Necrosis	Factor	a	

TR	–	Thyroid	Hormone	Receptor		

TRAF	–	TNF	Receptor	Associated	Factors	

tRNA	–	Transfer	RNA	

VDR	–	Vitamin	D	Receptor		

VEGF	–	Vasculature	Endothelial	Growth	Factor	

VEGFR	–	Vasculature	Endothelial	Growth	Factor	Receptor	

WT	–	Wild	Type		

	

Amino	Acids	

A	 Ala	 alanine	 M	 Met	 methionine	

C	 Cys	 cysteine	 N	 Asp	 asparagine	

D	 Asp	 aspartic	acid	 P	 Pro	 proline	

E	 Glu	 glutamic	acid	 Q	 Gln	 glutamine	

F	 Phe	 phenylalanine	 R	 Arg	 arginine	

G	 Gly	 glycine	 S	 Ser	 serine	

H	 His	 histidine	 T	 Thr	 threonine	

I	 Ile	 isoleucine	 V	 Val	 valine	

K	 Lys	 lysine	 W	 Trp	 tryptophan	

L	 Leu	 leucine	 Y	 Tyr	 tyrosine	
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Chapter	1:	Introduction	

	

1.1	Glucocorticoid	Structure	

Glucocorticoids	 (Gcs)	 are	 small	molecule	 ligands	 of	 the	 glucocorticoid	 receptor	 (GR),	 both	 natural	

and	synthetic.	The	name	 is	derived	 from	glucose	 (by	virtue	of	 their	effect	on	glucose	metabolism)	

and	cortex	(the	location	of	their	synthesis	within	the	adrenal).	The	endogenous	active	human	Gc	is	

cortisol	 (SPRAGUE	 et	 al.,	 1950),	 while	 in	 rodents	 it	 is	 corticosterone.	 Corticosterone	 differs	 from	

cortisol	 by	 the	 absence	 of	 the	 hydroxyl	 group	 on	 carbon	 17	 of	 the	 D-ring,	 making	 it	 more	

hydrophobic	 (Fig.1.1).	 The	 ligands	 have	 similar	 effects	 in	 their	 respective	 organisms.	 Due	 to	 the	

extended	carbon	rings,	they	are	extremely	lipophilic	molecules	(Ponec	et	al.,	1986),	and	with	this	in	

mind	the	classical	view	of	steroidal	action	was	developed.	It	is	assumed	that	due	to	the	hydrophobic	

nature	 of	 Gcs	 and	 other	 steroids,	 they	 can	 easily	 diffuse	 into	 cells	 by	 simply	 crossing	 the	 plasma	

membrane,	a	process	that	large,	ionic	or	hydrophilic	molecules	cannot.		
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Fig.1.1	Structural	comparison	of	cortisol	(left)	and	corticosterone	(centre)	and	cholesterol	(right).	The	

only	difference	in	the	hormones	is	the	hydroxyl	group	on	C-17.	The	four	ring	structure	is	common	to	

both	 the	 endogenous	 glucocorticoids	 and	 cholesterol.	 However,	 it	 is	 clear	 that	 the	Gcs	 have	more	

hydrophilic	moieties,	which	 are	 involved	 in	 hydrogen	 bonding	within	 the	 receptor,	 and	 association	

with	proteins	while	in	the	blood	serum,	such	as	albumin	and	cortisol	binding	globulin.	Images	made	

via	Java	Molecular	Editor	applet	(http://www.changbioscience.com/mis/chemdraw.html).		

	

1.1.2	Glucocorticoid	Synthesis	and	Release	

Endogenous	 Gcs,	 cortisol	 and	 corticosterone	 are	 synthesized	 from	 cholesterol.	 The	 synthetic	

pathway	shows	the	chemical	relationship	of	all	steroidal	hormones.	Cholesterol	is	initially	converted	

into	pregnenolone,	which	 is	 the	 rate	 limiting	 step	within	 the	 synthetic	 pathway;	 under	 control	 by	

adrenocorticotropic	hormone	(ACTH)	(Simpson	and	Waterman,	1988).	Pregnenolone	synthesis	is	the	

initial	 step	 in	 the	 mineralocorticoid	 pathway	 as	 well	 as	 the	 Gc	 pathway,	 and	 by	 multiple	 redox	

reactions,	makes	its	way	to	cortisol.	Gcs	are	synthesised	in	the	zona	fasciculata	of	the	adrenal	cortex	

in	 response	 to	 stimulation	 by	 ACTH	 (Clark,	 2016).	 ACTH	 is	 negatively	 regulated	 by	 Gcs,	 causing	 a	

negative	 feed-back	 loop	 by	 which	 Gc	 concentration	 inhibits	 further	 Gc	 synthesis	 (Herman	 et	 al.,	

2016).	Corticotrophin	releasing	hormone	(CRH)	is	the	neurotransmitter	in	the	hypothalamus	that	is	

secreted	as	part	of	the	stress	response	(Taylor	and	Fishman,	1988).	This	causes	ACTH	to	be	secreted	

from	the	pituitary	gland	directly	into	the	blood,	and	thus	reaching	the	adrenal	glands.	The	feedback	

Cortisol Corticosterone  Cholesterol 

C-17	C-17	
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cycle	is	represented	in	Fig.1.2.	Gc	are	secreted	in	a	circadian	pattern	too,	with	the	highest	levels	in	

the	morning,	just	before	waking,	and	the	lowest	levels	of	Gcs	just	before	sleep	in	humans.	In	mice,	

the	 endogenous	 Gc,	 corticosterone,	 peaks	 in	 the	 evening,	 at	 the	 onset	 of	 the	 nocturnal	 animal’s	

active	 phase	 (Challet,	 2015).	 However,	 Gcs	 are	 always	 found	 at	 low	 levels	 within	 the	 blood.	 The	

production	 of	 Gcs	 is	 inhibited	 by	 opioid	 peptides	 that	 cause	 a	 reduction	 in	 CRH	 levels	 (Briski	 and	

Vogel,	1995).	

	

1.1.3	Glucocorticoid	Physiology	

Gcs	have	a	wide	range	of	physiological	roles.	They	include	carbohydrate	and	lipid	metabolic	control,	

anti-inflammatory	 responses	and	stress.	The	GR	 is	constitutively	expressed	 in	almost	all	 cell	 types;	

which	reflects	the	nature	of	Gcs	to	control	such	a	large	variety	of	cellular	processes.	Fig.1.2	shows	a	

generalised	 representation	 of	 these	 physiological	 effects.	 The	 stress	 induction	 of	 Gcs	 occurs	 in	

addition	to	the	usual	circadian	pulses	involved	in	Gc	production.	
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	Fig.1.2	 Representation	 of	 negative	 feedback	 control	 of	 Gc	 synthesis	 and	 release,	with	 generalised	

physiological	role	of	Gc.	Gc	are	produced	in	and	released	from	the	adrenal	gland	into	the	blood.	From	

there	 they	 act	 on	multiple	 tissues,	with	major	 effects	 in	 the	 brain:	 	 affecting	 diurnal	 rhythms	 and	

memory,	but	also	 initiating	the	prevention	of	 further	Gc	release.	The	metabolic	effects	occur	 in	the	

liver,	 muscle,	 adipose	 and	 bone,	 all	 of	 which	 are	 important	 Gc	 targets,	 inducing	 regulation	 of	

gluconeogenesis	and	increased	glycolysis	in	all	tissues.	Adapted	from	(Chung,	Son	and	Kim,	2011).	
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1.2	Glucocorticoid	Receptor	Structure	

The	 Gc	 receptor	 belongs	 to	 the	 Nuclear	 Receptor	 (NR)	 superfamily	 which	 includes	 the	 estrogen	

receptor	 (ER),	 mineralocorticoid	 receptor	 (MR),	 progestin	 receptor	 (PR),	 androgen	 receptor	 (AR),	

peroxisome	proliferator	activated	receptor	(PPARs),	vitamin	D	receptor	(VDR)	and	thyroid	hormone	

receptor	 (TR)	 among	 others	 (Nrnc,	 1999).	 Nuclear	 receptors	 have	 a	 generic,	 modular	 structure,	

which	GR	conforms	to	(seen	in	Fig.1.3):	The	N-terminal	activation	function-1	(AF-1)	domain	involved	

association	with	transcription	factors	and	cofactors.	The	central	DNA	Binding	Domain	(DBD),	which	

has	the	most	evolutionary	conservation	(Kumar	and	Thompson,	1999).	Lastly,	the	C-terminal	Ligand	

Binding	Domain	(LBD)	which	is	key	for	mediating	protein-protein	interactions	and	dimer	formation,	

as	well	as	binding	 ligands	 (Hollenberg	et	al.,	1985;	Kumar	and	Thompson,	1999;	Robinson-Rechavi,	

Garcia	and	Laudet,	2003).	Ligand	binding	causes	a	conformational	change	in	the	conserved	12-helix	

bundle	which	 is	associated	with	activation	of	the	receptor	(Kauppi	et	al.,	2003).	This	mechanism	is	

common	to	the	NR	family.		
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Fig.1.3	The	structure	of	the	Gc	receptor.	GR	consists	of	9	exons,	of	which	exon	1	is	non-coding,	and	

exon	 9	 is	 alternatively	 spliced	 to	 form	 the	 active	 GRa	 or	 dominant	 negative	 GRb.	 The	 receptor	

consists	 of	 the	 N-terminal	 domain,	 the	 DNA-binding	 domain,	 hinge	 region	 and	 ligand	 binding	

domain.	Key	residues	that	are	post-transcriptionally	modified	have	been	highlighted.	(Adapted	from	

McMaster	and	Ray,	2008)	

	

1.2.1	Activation	Function-1	Domain	

AF-1	 has	 been	 shown	 to	 have	 the	 largest	 effect	 on	 transcriptional	 control	 (Giguere	 et	 al.,	 1986;	

Kumar	et	al.,	2001;	Goulding,	2004)	but	in	solution	it	appears	to	have	a	dynamic	secondary	structure.	

Mutation	 of	 hydrophobic	 resides	 in	 the	 AF-1	 core	 peptide	 limited	 the	 transactivation	 potential	

(Dahlman-Wright	 et	 al.,	 1995).	 Kumar	 et	 al.	 demonstrated	 a	 hydrophobic	 collapse	 by	 applying	

trimethylamine	N-oxide	(TMAO),	a	naturally	occurring	stabilising	osmolyte,	to	drive	the	formation	of	

native	 fold	 AF-1.	 This	 lead	 to	 the	 observation	 that	 forcing	 folding	 with	 enhanced	 binding	 to	

transcription	 factors	 such	as	TATA	Box	Binding	Protein	 (TBP)	and	CREB	Binding	Protein	 (CBP).	Also	

that	 upon	 forming	 protein-protein	 interactions,	 TMAO	 removal	 did	 not	 disturb	 AF-1	 structure,	

suggesting	 that	 binding	 stabilises	 or	 induces	 the	 AF-1	 active	 conformation	 (Kumar	 et	 al.,	 2001).	

Binding	TBP	infers	that	AF-1	is	involved	in	regulating	the	transcriptional	machinery,	which	is	key	for	

transactivation	 (Ford	 et	 al.,	 1997).	 Modulator	 of	 non-genomic	 action	 of	 the	 estrogen	 receptor	

(MNAR)	has	been	shown	to	elicit	its	strong	transrepression	effect	through	AF-1;	which	is	an	example	
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of	 how	 the	 context	 in	 which	 GR	 binds	 DNA	 leads	 to	 differential	 actions	 of	 GR	 specific	 to	 AF-1	

compared	to	AF-2	which	MNAR	potentiates	the	effect	of	(Kayahara	et	al.,	2008).	

	

1.2.2	DNA	Binding	Domain	

As	GR	 is	 a	modular	 protein,	 the	DBD	 (DNA	binding	 domain)	 is	 capable	 of	 recognising	 and	binding	

GREs	 (Gc	 response	 elements)	 without	 the	 full	 length	 receptor	 (Green	 et	 al.,	 1988;	 Umesono	 and	

Evans,	 1989).	 The	 DBD	 contains	 two	 zinc	 ions,	 bound	 by	 two	 sets	 of	 4	 cysteine	 residues	 in	 a	

tetrahedral	 arrangement,	 termed	 zinc	 fingers.	 The	 zinc	 finger	arrangement	 is	 conserved	 in	 the	NR	

superfamily	and	is	common	to	many	DNA	binding	proteins	(Freedman	et	al.,	1988;	Luisi	et	al.,	1991).	

The	 crystal	 structure	 of	 the	DBD	bound	 to	DNA	has	 been	determined.	 It	was	 found	 that	 the	DBD	

forms	a	globular	fold	with	two	main	modules,	each	being	nucleated	by	the	zinc	ion.	These	are	held	

together	 in	the	tertiary	structure	via	aromatic	residues,	 forming	an	hydrophobic	core.	Mutation	to	

hydrophilic	residues	in	this	core	causes	the	GR	to	lose	its	transcriptional	activity,	likely	due	to	losing	

specific	DNA	contacts	 (Luisi	et	al.,	 1991).	 There	has	been	 insight	 into	 the	allosteric	nature	of	DNA	

when	binding	the	DBD.	Luisi	et	al.	noted	this	potential	of	DNA	to	initiate	recognition	between	DBDs,	

as	without	DNA	 it	 lacks	 the	 capability	 to	 dimerise	 (Freedman	et	 al.,	 1988;	Hard	et	 al.,	 1990).	 The	

nuclear	 localisation	 sequence-1	 (NL-1)	overlaps	with	 the	DBD,	 like	 in	many	DNA	binding	 receptors	

(LaCasse	and	Lefebvre,	1995).	The	NL-1	works	via	the	α-importin	β	pathway	(Savory	et	al.,	1999).	The	

classical	 view	 is	 that	 upon	 ligand	 binding,	 90	 kDa	 heat	 shock	 protein	 (HSP90)	 dissociates,	 thus	

revealing	NL-1	and	allowing	the	GR	to	translocate	to	the	nucleus	(Picard	and	Yamamoto,	1987;	Pratt	

and	 Toft,	 1997).	 However,	 with	 GR	 over-expression	 experiments,	 it	 was	 determined	 that	 the	

unliganded	GR	could	be	translocated	to	the	nucleus.	Coupled	with	leptomycin	B	treatment	to	inhibit	

nuclear	export	via	the	CRM1	pathway	it	was	shown	that	GR	wild	type	was	transported	to	the	nucleus	

(c.f.	a	GR	mutant	without	NL-1	which	was	not)	without	ligand,	suggesting	that	NL-1	is	constitutively	

active,	 and	 the	 cytoplasmic	 localisation	 is	 due	 to	 shuttling,	 not	 HSP90	 inhibiting	 the	 NLS	 (nuclear	

localisation	sequence)	via	sterics.	This	opens	up	the	potential	for	a	cytoplasmic	retention	signal	that	
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could	be	modified	upon	 ligand	binding	to	cause	translocation,	or	control	via	variations	 in	shuttling	

speeds	(Savory	et	al.,	1999;	Matthews	et	al.,	2011).	

	

1.2.3	Ligand	Binding	Domain	

Unlike	the	N-terminal	domain,	the	crystal	structure	of	the	GR	LBD	(ligand	binding	domain)	has	been	

defined	 (Bledsoe	 et	 al.,	 2002).	 Other	 NR	 receptors	 have	 a	 3	 layer	 helical	 sandwich	 which	 has	 a	

hydrophobic	pocket	for	ligand	binding	(Bourguet	et	al.,	1995;	Brzozowski	et	al.,	1997).	Similarly,	GR	

forms	a	3	layer	sandwich	which	again,	creates	a	space	for	ligand	binding,	at	the	bottom	of	which	the	

Activation	 Function-2	 (AF-2)	 domain	 helix	 is	 in	 the	 “agonist	 bound	 conformation”,	where	 it	 packs	

against	helices	3,	4	and	10	as	part	of	the	domain	structure.	The	AF-2	then	leads	into	a	β-sheet	which	

is	critical	for	stabilisation	of	the	AF-2	domain,	and	loss	of	which	causes	receptor	inactivation	(Zhang,	

Liang	and	Danielsen,	1996;	Bledsoe	et	al.,	2002).	Common	to	other	NRs,	AF-2	is	important	in	ligand	

recognition	 and	 in	 the	 GR,	 DEX	 makes	 direct	 contact	 with	 AF-2	 thus	 stabilising	 the	 activated	

conformation.	The	A	ring	of	the	ligand	is	oriented	to	a	conserved	arginine	reside	in	helix-5	and	the	D	

ring	 towards	 the	 AF-2	 helix,	 common	 to	 all	 the	 NR	 family	 ligand	 binding.	 Differences	 in	 the	

orientation	of	helices	6	and	7	of	GR	compared	to	other	NRs	can	explain	selectivity	for	Gc	ligands	due	

to	 the	 larger	 substituent	 on	 C17	 of	 the	 D	 ring.	 Location	 of	 different	 amino	 acid	 residues	 also	

contribute	to	selectivity	 in	GR.	The	polar	atoms	on	Gcs	are	located	differently	to	the	ligands	of	the	

other	NRs.	Cortisol	has	a	ketone	on	carbon-3	which	accepts	hydrogen	bonds	from	Q570	and	R611,	

compared	 to	 estrogen	which	 has	 a	 hydroxyl	which	would	 unfavourably	 donate	 hydrogen	 bonding	

(Bledsoe	et	al.,	2002).	

The	 ligand	binding	domain	 is	also	 important	 for	binding	of	 co-activators	which	associate	via	 LXXLL	

motifs,	 of	 which	 the	 3	 different	 LXXLL	motifs	 determine	 specificity	 of	 the	 co-activator	 for	 the	 NR	

(Ding	et	al.,	1998).	Specificity	in	the	GR	for	co-activators	such	as	TIF2	(transcription	initiation	factor	

2)	is	mediated	by	two	charge	clamps	formed	by	AF-2	helix	and	helix	3,	compared	to	only	one	in	ER	

(Bledsoe	et	al.,	2002).	
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The	LBD	contains	a	 second	NLS,	 termed	NL-2	 (Picard	and	Yamamoto,	1987).	These	alternate	NLSs,	

which	do	not	occur	in	the	DBD	of	proteins,	are	likely	to	act	under	very	specific	conditions.	Unlike	the	

NL-1,	NL-2	does	not	use	the	α-importin	β	pathway,	as	shown	by	GR	mutants	lacking	NL-1.	It	is	also	a	

weaker	signal,	shown	by	slower	transport	of	GR	(Freedman	and	Yamamoto,	2004).	The	NL-2	appears	

to	 be	 hormone	 dependent,	 the	 antagonist	 RU486	 (which	 causes	 translocation,	 but	 not	

transactivation	of	WT	GR)	did	not	achieve	translocation	in	mutant	GR	lacking	NL-1.	There	was	also	an	

obvious	difference	in	kinetics	of	translocation	via	the	NL-2,	in	that	there	was	a	30	minute	lag	phase	

which	was	not	apparent	in	NL-1.	This	suggests	that	NL-2	requires	an	extra	protein	association	before	

translocation	can	occur	(Savory	et	al.,	1999).	The	LBD,	while	not	necessarily	conserved	at	the	amino	

acid	 level,	 has	 large	 amounts	 of	 conservation	 in	 folding	 and	 secondary	 structure	 between	 the	NR	

superfamily,	thus	allowing	specificity	of	ligand	by	differences	at	the	primary	level,	but	retaining	the	

affinity	for	the	steroid	class	of	ligand	by	creation	of	a	hydrophobic	binding	pocket	(Brzozowski	et	al.,	

1997;	Kumar	and	Thompson,	1999).	

	

1.2.4	Dimer	Formation	

Bledsoe	et	al.	determined	that	the	LBD	could	indeed	form	a	dimer	in	their	crystal	structure	analysis.	

This	 confirms	 the	evolutionary	differences	between	 the	GR	and	ER	due	 to	difference	 in	 the	dimer	

interface	where	GR	is	unable	to	form	a	coiled	coil	structure	upon	dimerisation.	Mutation	of	the	LBD	

dimer	interface	had	differential	effects:	P625A	completely	removed	dimerisation	and	transactivation	

and	transrepression.	I628A	lost	transactivation;	however,	it	retained	transrepression	but	required	a	

20-fold	increase	in	DEX	concentration	for	full	activation	(Bledsoe	et	al.,	2002).	

The	second	(carboxy-terminal)	zinc	finger	domain	has	a	major	role	in	dimerisation	of	the	DBD.	This	

section	has	been	shown	to	lose	DNA	binding	cooperativity	when	mutated	 in	vitro	(Dahlman-Wright	

et	al.,	1991)	and	that	it	is	flexible	as	a	monomer	and	thus	unlikely	to	be	involved	in	protein	folding	

(Hard	et	al.,	1990).	It	provides	a	surface	for	intermolecular	contacts	via	the	residues	between	two	of	

the	cysteines	involved	in	coordinating	the	zinc	ion	(C476-C482),	called	the	“D-box”	or	“D-loop.”	The	
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D-box	 is	 maintained	 in	 a	 β-turn	 by	 the	 coordination	 of	 the	 zinc	 ion	 in	 the	 R-configuration.	 Such	

interactions	 include	 R479	 to	 D481	 salt	 bridge	 and	 backbone	 hydrogen	 bonding	 between	 carbonyl	

and	NH	groups.	The	same	zinc	finger	has	a	β-strand	which	causes	the	exposure	of	two	hydrophobic	

residues	to	the	solvent	I487	and	L475.	This	indicates	a	dimerisation	surface.	Binding	to	DNA	appears	

to	stabilise	the	binding	conformation	therefore	explaining	the	cooperativity	seen	in	GR	dimerisation	

at	GREs	(Dahlman-Wright	et	al.,	1990;	Hard	et	al.,	1990)	as	well	as	DNA	binding	aiding	in	the	entropy	

penalty	involved	in	binding	and	dimerising	caused	by	conformation	restriction	(Luisi	et	al.,	1991).	

	

1.2.5	Isoforms	of	the	Glucocorticoid	Receptor	

The	human	GR	gene	includes	9	exons	and	8	introns	which	account	for	some	of	the	various	isoforms	

of	GR	 (Hollenberg	et	al.,	1985;	 Lewis-Tuffin	and	Cidlowski,	2006).	However,	 the	 first	exon	of	GR	 is	

non-protein	 coding,	 and	 is	 occurs	 in	 5	 isoforms:	 1A1,	 1A2,	 1A3,	 1B	 and	1C.	 These	upstream,	non-

coding	exons	affect	cellular	expression	specificity,	and	post-translational	modification	(Brzozowski	et	

al.,	1997;	Breslin,	Geng	and	Vedeckis,	2001;	Zhou	and	Cidlowski,	2005).	

Exon	9	is	responsible	for	the	canonical	GRα	and	another	isoform;	GRβ	where	the	last	50	amino	acids	

of	the	GRα	C-terminus	are	replaced	with	new	15	amino	acids	resulting	in	a	truncation	of	the	receptor	

in	the	LBD	(Hollenberg	et	al.,	1985).	This	alternate	isoform	GRβ	is	not	found	in	mice	(Otto,	Reichardt	

and	Schutz,	1997),	and	does	not	have	 ligand	binding	capability,	and	therefore	was	assumed	to	not	

affect	gene	transcription	(Hollenberg	et	al.,	1985;	Giguere	et	al.,	1986;	Oakley	et	al.,	1997).	However,	

microarray	analysis	revealed	that	GRβ	does	have	its	own	transcriptional	activity,	although	it	does	so	

mainly	through	indirect	means;	by	interaction	with	transcription	factors	or	co-factors.	As	the	DBD	is	

unchanged	in	GRβ	it	has	been	suggested	that	there	could	be	interaction	with	GRβ	specific	response	

elements,	but	there	 is	no	strong	data	to	support	this	so	far	 (Kino	et	al.,	2009).	GRβ	is	expressed	in	

most	tissues,	but	in	contrast	to	the	GRα	is	found	mostly	in	the	nucleus	(de	et	al.,	1996;	Oakley	et	al.,	

1997).	The	best	characterised	effect	of	GRβ	 is	 its	dominant	negative	effect	on	 the	activity	of	GRα,	

whereby	it	may	form	a	heterodimer	with	GRα	and	therefore	inhibits	the	effects	of	Gcs.	This	suggests	
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that	GRβ	is	involved	in	regulation	of	Gc	sensitivity	of	cells	(Bamberger	et	al.,	1995;	de	et	al.,	1996).	

The	low	levels	at	which	GRβ	is	expressed	in	native	contexts	may	not	be	enough	to	contribute	to	the	

dominant	negative	effect	seen	in	over-expression	transfection	assays	(Zhou	and	Cidlowski,	2005).		

GRγ,	 another	alternate	 transcript,	was	also	 found.	 It	 is	 constitutively	expressed	at	 around	4-9%	of	

the	 total	 GR	 (Rivers	 et	 al.,	 1999).	 GRγ	 has	 a	 single	 additional	 amino	 acid,	 arginine	 453,	 inserted	

between	 exon	 3	 and	 4,	 located	 between	 the	 two	 zinc	 fingers,	 which	 results	 in	 a	 50%	 loss	 in	

transcriptional	 activity	 (Ray	 et	 al.,	 1996)	 but	 despite	 this,	 GRγ	 has	 similar	 DNA	 binding	 affinity	

compared	 to	 GRα	 suggesting	 that	 it	 may	 not	 be	 differences	 in	 GRγ-DNA	 binding	 that	 cause	 its	

alternate	 effects	 (Meijsing	et	 al.,	 2009).	GRγ	 has	 also	 been	 implicated	 to	 have	 dominant	 negative	

effects	on	the	transrepressive	activity	of	GRα,	like	GRβ	(Taniguchi	et	al.,	2010),	but	also	that	GRγ	has	

transcriptional	effects	on	some	GRγ	specific	genes	(Meijsing	et	al.,	2009).	

GR-P	and	GR-A	are	two	further	isoforms	that	have	been	characterised.	They	miss	exon	8	and	9,	or	5,	

6	and	7	respectively	(Moalli	et	al.,	1993).	GR-P	transfection	has	been	shown	to	increase	GRα	activity	

in	the	presence	of	Gcs	(de	Lange	et	al.,	2001).		

	

Finally,	hGR-A	(94	kDa)	and	hGR-B	(91	kDa)	are	GR	isoforms	generated	by	leaky	ribosomal	scanning.	

GR-A	 is	mainly	 found	 in	 cancer	 cells,	 although	both	GR-P	 and	GR-A	 are	 better	 associated	with	Gc	

resistance	 (Zhou	and	Cidlowski,	2005).	 	GR-B	has	been	shown	 to	be	around	 two	 times	 stronger	at	

transactivation	compared	to	GR-A,	although	their	transrepressive	abilities	are	comparable.	GR-B	has	

been	 found	 endogenously	 in	 some	 cell	 lines,	 indicating	 that	 the	 ribosomal	 leakage	 can	 occur	

naturally	(Zhou	and	Cidlowski,	2005).	

	

1.3.1	Chaperones	and	Localisation	of	the	Glucocorticoid	Receptor	

In	the	inactive	state,	GR	is	complexed	by	the	chaperones	HSP90,	HSP70	(70kDa	heat	shock	protein),	

HSP40	 (40kDa	 heat	 shock	 protein),	 HOP	 (HSP70/HSP90	 organising	 protein),	 p23	 (prostaglandin	 E	

synthase	 3)	 and	 immunophilins	 such	 as	 FKBP51	 and	 FKBP52.	 HSP90	 is	 extremely	 important	 in	
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developing	the	high	affinity	binding	of	the	GR	for	Gcs.	Without	HSP90,	GR	has	very	 low	affinity	for	

Gcs.	The	chaperone	complex	contains	 two	HSP90	molecules	bound	to	 the	LBD	of	one	GR,	with	no	

specificity	 for	 either	 of	 the	 HSP90	 isoforms	 (α	 or	 β)	 (Pratt	 and	 Toft,	 1997).	 HSP90	 is	 a	 target	 for	

histone	 deacetylase	 6	 (HDAC6),	 and	 the	 role	 of	 HSP90	 as	 a	 GR	 chaperone	 is	 dependent	 on	

deacetylation	by	HDAC6.	HDAC6	KD	(knock	down)	caused	a	6	fold	decrease	in	the	GR	binding	of	DEX	

and	 a	 hyperacetylation	 of	 HSP90,	 suggesting	 that	 the	 chaperone	 mediated	 maturation	 of	 GR	 by	

HSP90	is	 lost,	or	at	 least	reduced	by	an	increase	in	acetylation	after	KD.	A	 luciferase	reporter	gene	

assay	also	had	reduced	activation	by	DEX	in	HDAC6	KD	cells.	This	hyperacetylation	caused	by	the	KD	

also	limited	the	association	of	the	co-chaperone	p23	with	HSP90	indicating	that	acetylation	not	only	

causes	HSP90	to	disassociate	from	GR,	but	also	from	the	cochaperones	involved	in	maintaining	the	

overall	 complex.	 The	 association	 and	 chaperone	 activity	 of	 HSP90	 to	 GR	 is	 an	 ATP-dependent	

process,	with	the	acetylation	causing	a	loss	in	affinity	of	HSP90	for	ATP.	DEX	also	appears	to	induce	

the	 acetylation	of	HSP90,	 but	HDAC6	 can	 remove	 these	 acetyl	 groups	 at	 a	 relatively	 efficient	 rate	

(Kovacs	et	al.,	2005).	HSP70	is	 likely	to	be	the	first	chaperone	that	recognizes	new	GR.	It	binds	the	

LBD	of	GR,	aided	by	HSP40	in	an	ATP	dependent	manner	(Vandevyver	et	al.,	2013).		

The	classical	 localisation	of	the	GR	states	that	GR	resides	 in	the	cytoplasm	in	complex	with	various	

chaperone	proteins	 required	 for	activation.	Upon	 ligand	binding	and	activation,	 the	GR	dissociates	

from	 the	 chaperones	 and	 translocates	 to	 the	 nucleus	 to	 elicit	 its	 transcriptional	 effects.	 This	 was	

backed	up	from	evidence	that	heat	shock	and	chemical	shock	causes	translocation	of	the	unliganded	

GR,	suggesting	that	dissociation	of	the	HSP90	allows	the	GR	to	translocate,	and	that	ligand	binding	is	

the	 physiological	method	 for	 this	 dissociation	 (Sanchez	et	 al.,	 1990).	 However,	 there	 is	more	 and	

more	data	emerging	to	suggest	that	the	GR	 is	not	static	until	 ligand	binding	but	 is	rather	dynamic,	

moving	in	and	out	of	the	nucleus	by	the	NLS-1.	Similarly	the	chaperones	may	not	all	dissociate	upon	

ligand	 binding,	 but	 move	 to	 the	 nucleus	 as	 a	 GR	 complex,	 and	 aid	 in	 the	 formation	 of	 the	

transactivation	complex	with	GR	to	initiate	gene	transcription.	HSP90	has	been	specifically	noted	as	

a	 requirement	 for	GR	mobility,	with	 loss	of	ATP	 (therefore	preventing	HSP90	association	with	GR)	
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causing	 reduced	GR	 translocation	 activity.	 The	nuclear	 import,	while	 not	 directly	 reliant	 on	ATP	 is	

energy	dependent,	working	via	a	GTP-GDP	exchange.	Therefore	 simply	depleting	ATP	within	a	 cell	

may	 have	 inhibited	 transport	 via	 reduction	 in	 GTP	 production	 and	 thus	 exchange,	 rather	 than	

affecting	 HSP90	 association.	 Similarly,	 the	 HSP90	 inhibitor	 geldanamycin	 prevented	 rapid	 GR	

translocation	 to	 the	nucleus,	 to	 the	point	where	 the	speed	of	 translocation	could	be	attributed	 to	

diffusion	(Elbi	et	al.,	2004).		

	

1.3.2	Nuclear	Import	and	Export	of	the	Glucocorticoid	Receptor	

The	 role	 of	 HSP90	 in	 mediating	 rapid	 movement	 to	 the	 nucleus	 for	 entry	 via	 the	 nuclear	 pore	

complex	can	be	attributed	to	contact	with	the	cytoskeleton.	GR	does	not	directly	 interact	with	the	

cytoskeleton	 for	 rapid	translocation	upon	 ligand	binding,	but	 rather,	 the	chaperone	complex	does.	

The	immunophilin	FKBP51,	which	is	part	of	the	chaperone	complex	of	the	resting	GR,	binding	HSP90,	

is	swapped	out	for	the	immunophilin	FKBP52	upon	ligand	binding.	FKBP52	mediates	the	interaction	

with	 the	 cytoskeleton	 that	 enables	 the	 rapid	 translocation	 of	 the	 GR.	 FKBP52	 interacts	 with	

dynamitin,	 which	 in	 turn	 associates	 with	 dynein	 as	 part	 of	 the	 microtubule-dependent	 motor	

complex	(Vandevyver	et	al.,	2013).	

The	 GR	 nuclear	 export	 sequence	 (NES)	 is	 located	 between	 the	 two	 zinc	 fingers	 in	 the	 DBD.	 The	

export	mediator	calreticulin	binds	this	sequence,	in	the	presence	of	Ca2+.	Release	of	calreticulin	from	

the	 endoplasmic	 reticulum	 results	 in	 a	 fast	 nuclear	 export.	 However,	 there	 is	 another,	 slower	

mechanism	of	GR	export	from	the	nucleus	which	is	dependent	on	exportin-1.	The	two	mechanisms	

are	 very	 similar;	 both	 require	Ran-GTP	and	are	ATP	dependent.	However,	 the	exportin-1	pathway	

occurs	when	ligand	is	removed,	rather	than	a	stimulated	release	like	calreticulin	(Vandevyver	et	al.,	

2013).	
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1.3.3	Post-translational	Modifications	of	the	Glucocorticoid	Receptor	

The	GR	is	a	phosphoprotein	with	S246	and	T171	being	constitutively	phosphorylated	(Popovic	et	al.,	

2010).	Upon	 ligand	binding	 it	 goes	 through	 further	phosphorylations	by	 S/T	 kinases,	 resulting	 in	 a	

hyper-phosphorylated	GR,	with	DNA	binding	 capability	 (Ismaili	 and	Garabedian,	 2004).	Due	 to	 the	

nature	of	ligand	binding	affecting	phosphorylation,	it	was	postulated	that	these	modifications	to	the	

GR	 may	 affect	 its	 transcriptional	 activity.	 Both	 MAPKs	 and	 CDKs	 (cyclin	 dependent	 kinases)	 are	

involved	 in	 the	 post-translational	 modification	 of	 GR	 in	 vivo.	 From	 early	 experimentation,	 it	 was	

observed	 that	 in	MAPKs	 down	 regulate	 the	 transcriptional	 activity	 of	GR,	while	 CDKs	 up-regulate,	

and	 are	 necessary	 for	 a	 full	 response	 in	 a	 yeast	model.	 The	 CDKs	 A-CDK2	 and	 E-CDK2	were	 both	

shown	to	phosphorylate	S224	and	S232	of	the	mouse	GR	(which	are	S203	and	S211	in	humans),	and	

importantly	that	S232	phosphorylation	is	dependent	upon	S224	phosphorylation	(Krstic	et	al.,	1997).	

The	same	CDKs	are	responsible	for	phosphorylation	of	their	human	counter-parts	too.	Interestingly,	

in	 the	 human	 GR,	 S203	 has	 higher	 levels	 of	 basal	 phosphorylation	 than	 S211,	 which	 is	 logical	

considering	 that	 S211	 requires	 S203	 for	 its	 own	 phosphorylation.	 Ligand	 binding	 alters	 this	

phosphorylation	 rate	 by	 4-fold	 and	 10-fold,	 for	 S203	 and	 S211	 respectively	 (Wang,	 Frederick	 and	

Garabedian,	 2002).	 The	 S211	 phosphorylated	 GR	 has	 preferential	 nuclear	 localisation.	 The	

phosphorylation	rate	of	S211	is	correlated	to	the	strength	of	the	agonist	(and	is	not	phosphorylated	

by	 antagonists),	 with	 full	 agonists	 such	 as	 DEX	 and	 prednisolone	 generating	 high	 levels	 of	

phosphorylation,	 and	 partial	 agonists;	 RU486	 generating	 less	 phosphorylation.	 The	 logical	

assumption	 is	 that	 the	 kinase	 associated	 with	 S211	 interacts	 with	 the	 LBD;	 as	 different	 agonists	

induce	 different	 conformational	 changes	 in	 the	 LBD	 depending	 on	 their	 profile.	 The	 S203	

phosphorylation	 is	 more	 labile	 than	 the	 S211,	 and	 it	 is	 likely	 that	 once	 both	 serines	 are	

phosphorylated,	 the	 S203	 phosphorylation	 is	 lost,	 leaving	 behind	 the	 S211,	 which	 marks	 the	

transcriptionally	active	receptor	that	translocates	to	the	nucleus	(Wang,	Frederick	and	Garabedian,	

2002).	
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A	good	example	of	the	negative	regulatory	effect	that	MAPKs	have	on	GR	transcriptional	activity	is	c-

Jun	 N-terminal	 Kinase	 (JNK)	 (Rogatsky,	 Logan	 and	 Garabedian,	 1998),	 which	 controls	 a	 nuclear	

export	 pathway	 for	 the	 GR.	 JNK	 is	 a	 stress	 activated	MAPK,	 responding	 to	 UV	 radiation,	 osmotic	

shock	and	proinflammatory	cytokines	such	as	TNF-α	or	IL-1	so	clearly	opposes	the	anti-inflammatory	

effects	 that	GR	mediates.	 JNK	phosphorylates	GR	at	S226,	which,	 in	 the	absence	of	DEX	causes	an	

increased,	rapid	nuclear	export	of	GR	and	therefore	limits	the	transcriptional	effects	of	GR.	The	time	

difference	between	normal,	slow	nuclear	export	of	GR	which	takes	around	12	hours	and	the	rapid	

JNK	initiated	export	that	occurs	in	less	than	8	hours	suggests	that	a	different	export	pathway	could	

be	involved	instead	of	the	classical	exportin	1/CRMI	(Itoh	et	al.,	2002).		

The	MAPK	p38	is	required	for	apoptosis	in	cells	treated	with	DEX.	It	phosphorylates	S211,	and	when	

inhibited,	DEX	is	unable	to	elicit	an	apoptotic	signal.	Therefore	p38	is	driving	the	activity	of	liganded	

GR	(Miller	et	al.,	2005).	On	the	other	hand,	CDK5	phosphorylation	of	GR	at	S203	and	S211	has	been	

shown	 to	 decrease	 the	 transcriptional	 activity	 of	 GR	 at	 the	 MMTV	 and	 SGK	 promoters,	 despite	

phosphorylating	 S211,	 the	 same	 target	 as	 p38.	 This	 is	mediated	by	 phosphorylation	 inhibiting	 the	

interaction	 of	 GR	with	 cofactors,	 therefore	 limiting	 its	 transcriptional	 potential.	 These	 differences	

between	other	regulatory	phosphorylation	events	can	be	explained	by	a	cell	type	and/or	promoter	

specific	control	of	GR	by	phosphorylation	(Kino	et	al.,	2007).		

The	GR	is	acetylated	in	a	ligand	dependent	manner	at	the	hinge	region	within	the	DBD.	This	occurs	at	

the	 residues	492-495,	 in	a	 lysine	 rich	area.	This	acetylation	has	a	negative	effect	on	 the	ability	 for	

ligand	 stimulated	GR	 to	 transrepress	 the	 activity	of	 p65,	 but	 is	 removed	by	HDAC2.	When	HDAC2	

was	 over-expressed	 in	 macrophages	 derived	 from	 chronic	 obstructive	 pulmonary	 disease	 (COPD)	

patients,	there	was	a	loss	of	the	Gc	resistance	associated	with	the	disease	(Ito	et	al.,	2005).		

	

1.4	Cellular	Mechanisms	of	the	Glucocorticoid	Receptor	

	

1.4.1	Genomic	Actions:	Transactivation	
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The	GR	is	a	ligand	activated	transcription	factor,	which	upon	nuclear	translocation	binds	GREs	in	the	

target	gene	promoter	to	 initiate	or	boost	gene	expression.	The	GR	recruits	the	SWI/SNF	chromatin	

remodelling	complex	upon	binding	positive	GREs	of	which	the	Brm	subunit	has	a	modulatory	effect	

on	GR	occupancy	(Archer	and	Fryer,	1998).	The	final	result	is	the	binding	and	formation	of	the	pre-

initiation	complex.	DUSP1	(dual	specificity	phosphatase	1)	and	GILZ	(Gc	induced	leucine	zipper)	are	

examples	of	genes	 involved	 in	the	anti-inflammatory	actions	of	the	GR	transactivation	mechanism.	

They	 are	 both	 activated	 by	 the	 classical	 mechanism	 of	 GR	 binding	 a	 GRE,	 and	 promoting	

transcription	which	can	be	seen	in	diagrammatical	representation	in	Fig.1.4.	DUSP1	functions	as	an	

anti-inflammatory	 gene	 by	 removing	 S/T/Y	 phosphorylations,	 specifically	 from	 kinases	 within	 the	

MAPK	pathways.	DUSP1	activity	focuses	on	the	dephosphorylation	of	JNK	and	p38,	but	has	also	been	

implicated	 in	 dephosphorylation	 events	 on	 ERK1/2	 (Raingeaud	 et	 al.,	 1995;	 Slack	 et	 al.,	 2001).	

Importantly,	it	turns	these	pathways	off,	which	prevents	pro-inflammatory	signalling	from	the	MAPK	

pathways	which	promote	the	transcriptional	activities	of,	for	example	NFκB	by	causing	dissociation	

from	 IκB	and	activation.	 The	DUSP1	phosphatase	activity	has	 also	been	 shown	 to	be	 important	 in	

macrophages.	 When	 DUSP1	 KO	 macrophages	 are	 treated	 with	 Gcs,	 they	 have	 a	 weaker	 anti-

inflammatory	response,	but	DUSP1	knockout	mice	are	overall,	responsive	to	Gcs	(Maier	et	al.,	2007).	

The	macrophages,	 as	well	 as	mice	 also	 have	 very	 high	 levels	 of	MAPK	 activation,	which	 results	 in	

their	death	from	endotoxic	shock	(Hammer	et	al.,	2006,	2010).		

GILZ	 has	 its	 strongest	 effects	 in	 T	 cells;	 where	 in	 mice	 over-expressing	 GILZ	 the	 T	 cells	 show	 a	

skewing	towards	the	Th2	response.	When	over-expressed	in	T	cells,	 it	 limits	the	production	of	pro-

inflammatory	cytokines	such	as	IL-2	and	also	protects	against	activation	induced	apoptosis.	GILZ	is	a	

leucine	zipper	protein;	however	it	does	not	bind	DNA,	but	rather	sequesters	NFκB	and	AP-1,	limiting	

their	ability	to	induce	pro-inflammatory	genes	(Clark,	2007).	 In	a	similar	fashion,	GR	causes	the	up-

regulation	 IκBα,	which	under	conditions	with	no	 inflammatory	stimulus	binds	and	 inhibits	NFκB	by	

interaction	with	the	Rel-homology	domain	on	the	RelA	subunit	(Beck	et	al.,	2009).	
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	Fig.1.4	 Different	 mechanisms	 of	 GR	 genomic	 action.	 The	 left	 hand	 side	 is	 the	 transactivation	

mechanisms,	involved	in	up-regulating	genes.	The	right	is	the	transrepression	which	are	important	in	

down-regulating	genes.	The	two	actions	of	GR	share	similar	mechanisms	highlighting	how	important	

epigenetic	control	is	in	determining	the	action	of	GR.		Adapted	from	(Ratman	et	al.,	2012).	

	

In	a	similar	way,	some	GREs	have	been	found	to	be	composed	of	composite	binding	sites	that	can	

accommodate	both	the	activated	GR	and	another	transcription	factor,	see	Fig.3.	At	these	sites,	GR	

and	 the	other	 transcription	 factor	 aid	 in	 each	other’s	 binding,	 thus	promoting	 (and	 in	 some	 cases	

repressing)	 transcription	of	 the	 gene.	 The	Notch4	promoter	has	 a	 composite	binding	motif,	which	

contains	elements	of	both	the	GR	and	AP-1	binding	motifs	(Wu	and	Bresnick,	2007).	 In	endothelial	

cells	it	has	been	shown	that	while	both	transcription	factors	can	bind	independently,	AP-1	stabilises	

the	 GR	 binding,	 which	 results	 in	 transactivation	 of	 the	 Notch4	 gene.	 This	 also	 occurs	 at	 the	

phosphoenolpyruvate	 carboxykinase	 gene,	 where	 both	 CREB	 and	 GR	 bind	 in	 order	 to	 promote	

transcription	(Ratman	et	al.,	2013).		
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However,	using	genome	wide	 techniques	 to	 find	GR	binding	sites	 in	 the	DNA,	 found	 that	most	GR	

binding	occurs	at	intragenic	locations	distant	from	the	start	of	gene	transcription	(Reddy	et	al.,	2009;	

Biddie	et	al.,	 2011;	Grøntved	et	al.,	 2013).	 The	 same	has	been	noted	 in	other	NRs.	One	proposed	

explanation	 for	 how	 GR	 could	 affect	 transcription	 despite	 being	 so	 far	 away	 from	 the	 promoter	

regions	is	via	chromosomal	folding.	This	is	where	the	3D	structure	of	DNA	is	arranged	in	such	a	way	

that	 the	GR	would	be	close	 to	 the	 start	of	 transcription	 in	 space,	but	not	necessarily	 close	on	 the	

primary	 DNA	 sequence.	 There	 are	 examples	 of	 enhancers	 being	 located	 within	 coding	 exons	 of	

nearby	genes	that	physically	interact	with	each	other.	Not	only	does	this	demonstrate	that	folding	of	

the	DNA	for	transcriptional	control	does	occur,	but	it	would	allow	for	tissue-specific	control	via	DNA	

methylation	or	chromatin	accessibility	of	the	enhancer	located	within	the	coding	area	(Birnbaum	et	

al.,	2012).	GR	gene	transactivation	results	 in	a	recruitment	of	histone	acetyl-transferases,	and	thus	

opening	of	the	local	area	allowing	transcriptional	machinery	to	enter,	as	well	as	other	transcription	

factors	(Uhlenhaut	et	al.,	2013).	Linked	to	this,	two	independent	studies	found	that	the	distance	of	

the	GRE	seems	to	affect	the	role	of	GR	in	transcription.	With	those	GREs	that	are	relatively	close	to	

the	promoter	 being	 involved	 in	 gene	 transactivation,	while	 those	 that	 are	 distant,	 and	potentially	

require	chromatin	folding	for	their	activity	are	involved	in	transrepression.	The	different	mechanism	

involved	 is	 likely	 tethering,	 which	 is	 generally	 attributed	 to	 the	 transrepressive	 effects	 of	 GR.	 It	

involves	 the	 direct	 interaction	 of	 GR	 with	 another	 transcription	 factor,	 resulting	 in	 either	 the	

promotion	 or	 inhibition	 of	 that	 transcription	 factor’s	 transactivation	 ability.	 One	 example	 of	

tethering	 and	 transactivation	 is	 the	 GR	 and	 chicken	 ovalbumin	 upstream	 promoter-transcription	

factor	 II	 (COUP-TFII).	 They	 physically	 interact,	 resulting	 in	 a	 Gc	mediated	 promotion	 of	 COUP-TFII	

transactivation	(De	Martino	et	al.,	2004).		

Transactivation	 can	be	mediated	by	post-translational	modifications	of	 the	GR.	An	 increase	 in	 the	

relative	 phosphorylation	 of	 S211	 to	 S226	 can	 increase	 the	 transactivation	 potential	 of	GR.	With	 a	

S226A	 mutant	 resulting	 in	 more	 GR	 localised	 to	 the	 nucleus	 and	 stronger	 transactivation.	 The	

mechanism	by	which	phosphorylation	at	S211	increases	the	transactivation	potential	 is	via	altering	
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the	local	structure	of	the	GR	into	an	α-helix,	thus	promoting	an	interaction	with	the	cofactor	MED14	

(Mediator	 of	 RNA	 polymerase	 II	 transcription	 subunit	 14).	 It	 was	 also	 put	 forward	 that	 weak	 GR	

activation,	 by	 low	 hormone	 concentrations	 results	 in	 the	 phosphorylation	 and	MED14	 dependent	

mechanism.	 High	 GR	 occupancy,	 resulting	 from	 high	 hormone	 concentrations	 appears	 to	 be	

independent	of	MED14	and	phosphorylation	(Chen	et	al.,	2008).	

Determining	which	 GR	 binding	 sites	 are	 transactivating	 or	 transrepressive	 is	 difficult.	 Surprisingly,	

analysis	of	the	GR	cistrome	in	macrophages	has	shown	that	many	canonical	positive	GREs	also	have	

NFκB	and	AP-1	binding	sites.	However,	these	were	found	to	be	irrelevant	to	whether	the	gene	was	a	

transactivation	or	transrepression	target.	This	suggests	that	 it	 is	not	possible	to	deduce	if	a	gene	is	

activated	 or	 repressed	 by	 GR	 by	 only	 looking	 at	 the	 binding	 motifs	 of	 cis-regulator	 elements.	

Similarly,	around	60%	of	transactivated	and	transrepressed	genes	recruited	the	GRIP-1	coregulator	

upon	DEX	treatment,	meaning	that	is	useless	as	a	marker	of	activation	or	repression	too	(Uhlenhaut	

et	al.,	2013).	

	

1.4.2	Genomic	Actions:	Transrepression	

The	 number	 of	 genes	 controlled	 by	 GR	 transactivation	 is	 smaller	 than	 those	 controlled	 by	

transrepression.	 The	 original	 way	 of	 determining	 if	 a	 gene	 was	 involved	 in	 transactivation	 or	

transrepression	 was	 via	 the	 GRdim	mutant.	 This	 is	 a	 mutation	 in	 the	 D-loop	 of	 the	 GR,	 which	 is	

thought	 to	 prevent	 dimerisation	 and	 therefore	 distinguish	 between	 those	 genes	 involved	 in	

transactivation,	which	require	a	GR	dimer	(and	so	the	GRdim	is	unable	to	activate),	and	those	only	

involved	 in	 transrepression	which	 do	not	 require	 dimerization	 (Heck	et	 al.,	 1994;	 Reichardt	et	 al.,	

1998).	There	is	discussion	on	this,	with	some	evidence	appearing	that	indicates	that	the	GRdim	is	not	

completely	 unresponsive	 at	 certain	 genes	 and	 is	 still	 capable	 of	 dimerization,	 although	 far	 less	 so	

than	wtGR.	There	is	even	evidence	that	at	specific	promoters	the	GRdim	is	able	to	form	multimers,	

irrelevant	of	the	DBD	interface	(Ratman	et	al.,	2013).	A	vast	array	of	 inflammatory	mediators	have	

NFκB	or	AP-1	binding	sites	in	their	promoters.	These	include,	but	not	limited	to:	TNF-α,	IL-6,	IL-8,	IL-
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12	and	interferon-β	(De	Bosscher,	Vanden	Berghe	and	Haegeman,	2003).	Control	of	NFκB	and	AP-1	is	

therefore	extremely	important	in	the	anti-inflammatory	activities	of	the	GR.	This	control	is	mediated	

through	different	mechanisms,	which	will	be	discussed	in	more	detail.	

	

1.4.3	Negative	Glucocorticoid	Response	Elements	

Analogous	 to	 the	 GREs,	 which	mediate	 transactivation,	 there	 are	 negative	 Gc	 response	 elements	

(nGREs),	 where	 GR	 binding	 directly	 to	 the	 promoter	 region	 results	 in	 a	 repression	 of	 gene	

transcription.	 See	 Fig.1.4.	 The	 nGREs,	 identified	 by	 ChIP-seq	 (chromatin	 immunoprecipitation-

sequencing)	were	 found	to	be	similar	 in	DNA	motif	structure	to	the	positive	GREs	and	proximal	 to	

the	NFκB	and	AP-1	binding	sites	(Uhlenhaut	et	al.,	2013).	These	nGREs	work	by	binding	the	nuclear	

corepressor	 (NcoR),	 silencing	 mediator	 for	 retinoid	 or	 thyroid-hormone	 receptors	 (SMRT)	 and	

HDACs.	Unlike	 the	 tethering	mechanism,	 the	nGREs	 contain	 specific	GR	binding	 sites	 on	 the	DNA,	

and	are	stopped	by	the	GRdim	mutation.	The	repression	mediated	by	nGREs	is	also	very	sensitive	to	

the	 antagonist	 RU486	 which	 the	 tethering	 mechanism	 is	 relatively	 resistant	 to.	 RU486	 promotes	

nuclear	 translocation,	but	prevents	 further	gene	 repression	via	 the	nGRE	binding	mechanism.	This	

suggests	that	some	structural	changes	must	be	involved	to	allow	nGRE	binding,	which	is	not	relevant	

in	 tethering	 (Surjit	 et	 al.,	 2011).	 As	 mentioned	 previously,	 composite	 transcription	 factor	 binding	

elements	exist.	The	AP-1/GR	composite	site	is	very	common,	and	can	be	part	of	the	transrepressive	

activity	of	GR	too	as	seen	in	Fig.3.	(Ratman	et	al.,	2013).	

The	mechanism	of	GR	binding	nGREs	is	different	to	binding	classical	positive	GREs.	Rather	than	two	

monomers	binding	at	one	site,	 in	a	cooperative	 fashion,	 there	are	 two	binding	sites	of	differential	

affinity.	The	nGRE	binding	results	in	the	GR	monomers	being	oriented	away	from	each	other.	From	

previous	experimentation,	mainly	using	 the	GRdim	mutation,	 it’s	 known	 that	GR	monomers	 (or	at	

least	 non-canonical	 dimers)	 are	 involved	 with	 transrepression,	 compared	 to	 dimerisation	 being	

involved	in	transactivation.	Therefore	the	nGRE	may	be	acting	as	an	allosteric	regulator,	preventing	

dimerisation,	 and	 thus	 ensuring	 that	 GR	 represses	 the	 gene	 in	 question.	 Interestingly,	 unlike	 at	
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positive	GREs,	the	binding	of	the	first	GR	monomer	at	an	nGRE,	results	in	negative	cooperativity.	This	

is	caused	by	the	change	 in	DNA	conformation	upon	the	high	affinity	binding	of	the	first	monomer.	

The	DNA	constricts	at	the	major	groove	and	expands	at	the	minor	groove,	which	is	the	opposite	of	

what	 occurs	 at	 positive	 GREs.	 It	 was	 postulated	 that	 GR	 nGRE	 binding	 is	 in	 competition	 with	 GR	

dimerisation.	 This	 hypothesis	 was	 supported	 by	 two	 GR	 mutants:	 the	 GRdim	 and	 a	 GR	 double	

mutant	 R460D	 D462R.	 Both	 limit	 GR	 dimerisation,	 and	 potentiated	 nGRE	 action,	 suggesting	 that	

monomeric	 GR	 is	 needed	 for	 nGRE	 binding	 (Hudson,	 Youn	 and	 Ortlund,	 2013).	 Binding	 of	 the	

proinflammatory	transcription	factors	NFκB	(p65/RelA)	and	AP-1	(in	this	case	c-Jun)	at	GREs	meant	

that	 there	was	 a	 higher	 chance	of	 transcriptional	 change	occurring,	 compared	 to	 if	GR	was	 solely	

bound	to	the	DNA.	However,	this	was	also	true	of	positive	GREs.	Therefore	it	was	hypothesised	that	

the	nature	of	the	GRE	is	not	as	important	as	previously	thought.	This	was	backed	up	by	mutation	of	

canonical	 GREs	 resulting	 in	 loss	 of	 transrepression,	 showing	 DNA	 binding	 is	 a	 key	 part	 of	 the	

transrepression	mechanism.	The	GR	binding	recruits	HDACs	at	repressed	genes	to	limit	the	binding	

of	other	proteins,	and	effectively	silence	the	area.	However,	there	was	no	effect	on	NFκB	and	AP-1	

binding,	meaning	 that	 GR	must	 repress	 them	 specifically	 by	 preventing	 their	 activation	 of	 genes,	

rather	than	stopping	their	direct	binding	to	the	DNA	(Uhlenhaut	et	al.,	2013).	

	

1.4.4	Protein-Protein	Interactions:	Tethering	and	Squelching	

The	 transrepressive	mechanisms	 that	 involve	 direct	 protein-protein	 interactions	 between	 GR	 and	

other	transcription	factors	are	very	important	to	the	control	of	inflammation.	They	are	also	involved	

in	the	transactivation	mechanisms	of	GR.	GR	and	NFκB	or	GR	and	AP-1	interactions	are	the	most	well	

documented,	and	interestingly	the	transrepressive	actions	are	reciprocated:	GR	is	also	 inhibited	by	

these	transcription	factors	upon	association.	The	difference	between	tethering	and	squelching	is	the	

location	of	the	repressed	transcription	factor	(see	Fig.1.4.).	Squelching	(Wright	et	al.,	1991)	is	not	an	

uncommon	way	 for	GR	 to	mediate	 transrepression,	 it	was	 first	noted	when	GR	repression	of	AP-1	

resulted	 in	decreased	binding	of	both	c-Jun	and	GR	(Yang-Yen	et	al.,	1990;	Brogan	et	al.,	1999).	T-
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bet,	 a	 Th1	 specific	 transcription	 factor,	 is	 repressed	 in	 a	 similar	mechanism	 to	NFκB.	 Both	 can	 be	

bound	 to	 prevent	 their	DNA	binding,	which	 is	mediated	by	 the	 first	 zinc	 finger	 of	 the	DBD	on	GR	

(Ratman	et	al.,	 2013).	GR	binding	and	 sequestering	 the	opposing	 transcription	 factor,	without	any	

DNA	binding	involved	is	squelching.	If	the	GR	binds	already	DNA	bound	NFκB	or	AP-1,	this	is	known	

as	tethering	(Nissen	and	Yamamoto,	2000;	De	Bosscher,	Vanden	Berghe	and	Haegeman,	2003).	This	

mechanism	 was	 proposed	 after	 ChIP-seq	 found	 that	 GR	 or	 the	 repressed	 transcription	 factor	

remained	bound	to	the	DNA	during	the	repression,	meaning	that	the	mechanism	of	squelching	was	

insufficient	 to	 explain	 all	 the	 mechanisms	 of	 protein-protein	 interaction	 based	 repression.	 Both	

mechanisms	 result	 in	 the	 prevention	 of	 the	 transcription	 factor	 from	 initiating	mRNA	 production.	

Using	pull	down	experiments	with	GR,	there	is	evidence	that	both	c-Jun	and	c-Fos	subunits	of	AP-1	

are	bound	by	GR.	RelA	is	also	bound	by	GR.	Further	experimentation	found	that	although	the	DBD	of	

GR	 was	 enough	 to	 allow	 interaction,	 shown	 by	 pull	 down,	 it	 was	 not	 able	 to	 repress	 the	

transcriptional	 control	elicited	by	NFκB.	A	chimeric	protein	on	 the	other	hand,	which	 included	 the	

transcriptional	 repressive	domain	 from	Mad1	and	 the	DBD	 from	GR	was	able	 to	 repress	NFκB	 (De	

Bosscher,	 Vanden	 Berghe	 and	 Haegeman,	 2003).	 At	 the	 collegenase-1	 promoter,	 GR	 tethering	 is	

suggested	to	be	the	major	mechanism	of	repression,	where	it	binds	AP-1	to	prevent	up-regulation	of	

the	gene.	There	is	further	evidence	though	that	a	mediator	may	be	required	to	elicit	this	tethering.	

Trip6	(Thyroid	receptor-interacting	protein	6)	is	an	example	of	one	such	mediator.	When	looking	at	

AP-1	and	GR	occupancy,	KD	of	Trip6	resulted	in	a	 large	decrease	of	GR	bound,	but	no	reduction	of	

AP-1,	and	a	loss	of	transrepression;	suggesting	that	it	provides	an	intermediate	connection	between	

the	two	(Kassel	et	al.,	2004).	

These	protein-protein	interactions	are	likely	to	be	more	important	than	direct	DNA	binding	as	only	

25-30%	 of	 GR	 and	 NFκB	 have	 GRE	 or	 NFκB	 response	 elements	 (Rao	 et	 al.,	 2011).	 This	 data	 is	

seemingly	 in	direct	contradiction	 to	Uhlenhaut	et	al.	where	DNA	binding	was	 implicated	 to	be	 the	

most	important	mechanism	(Uhlenhaut	et	al.,	2013).	However,	both	studies	found	the	importance	of	

large	 DNA	 binding	 sites,	 which	 include	 AP-1,	 NFκB	 and	 GR	 binding	 motifs	 in	 mediating	 the	
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transrepression	of	GR.	The	fact	that	many	genes	repressed	by	Gcs	are	dependent	on	inflammatory	

stimulus	is	also	a	common	idea	to	both	studies.	DNA	bound	RelA	recruits	GR	to	the	gene,	thus	only	

resulting	in	repression	when	the	inflammatory	stimulus	and	Gcs	are	around.	Therefore	showing	that	

the	Gc	mediated	repression	of	these	inflammatory	genes	is	not	pre-emptive,	but	reactionary	(Rao	et	

al.,	2011;	Uhlenhaut	et	al.,	2013).	Although,	activation	of	GR	or	RelA	can	result	in	the	increase	of	the	

other’s	 binding	 to	 DNA,	 but	 not	 necessarily	 at	 the	 same	 location.	 The	 explanation	 Rao	 et	 al.	 put	

forward	was	that	each	factor	could	be	involved	in	chromatin	remodelling,	thus	exposing	an	area	for	

the	other	to	bind	(Rao	et	al.,	2011).	

	

1.4.5	Tissue	Specificity	of	Genomic	Actions	

The	mechanism	of	cell	type	specific	GR	binding	is	controlled	by	the	epigenetic	state	of	that	cell.	DNA	

methylation	 or	 histone	 acetylation	 controls	 access	 of	 GR	 to	 DNA	 sites,	 and	 thereby	 dictates	 the	

transcriptomic	response.	John	et	al	found	that	71%	of	GR	binding	sites	were	located	at	places	within	

the	genome	that	were	already	accessible	and	sensitive	to	DNase	I;	i.e.	sites	which	are	constitutively	

accessible	due	to	high	histone	acetylation.	A	further	9%	were	in	locations	that	had	moderate	DNase	I	

sensitivity,	again	suggesting	that	they	are	easily	accessible.	Only	around	11%	of	these	accessible	sites	

were	 the	 same	 between	 a	mouse	mammary	 and	mouse	 pituitary	 cell	 line,	 highlighting	 the	 tissue	

specificity.	There	were	some	sites	found	that	required	other	transcription	factors	to	bind	and	open	

the	chromatin	before	the	GR	could	also	bind.	However,	these	sites	were	in	the	minority	compared	to	

those	 that	 were	 already	 DNase	 I	 sensitive	 (John	 et	 al.,	 2011).	 In	 fact,	 most	 transcription	 factor	

binding	DNA	motifs	are	heavily	methylated,	meaning	that	in	general,	transcription	factors	are	unable	

to	 bind	 the	majority	 of	 their	 target,	 however	 the	 transcription	 factor	 binding	 sites	 that	 are	 active	

within	 the	 tissue	 appear	 to	 be	 hypo-methylated,	 thus	 limiting	 incorrect	 binding	 of	 transcription	

factors	in	a	tissue	(Choy	et	al.,	2010).	This	is	changed	by	cell	type,	with	those	motifs	that	are	required	

for	transcriptional	control	containing	little	to	no	methylation	(Ratman	et	al.,	2013).	When	comparing	

the	GR	cistrome	of	macrophages,	adipocytes,	pituitary	and	mammary	cells,	 the	overlap	of	binding	
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sites	 were	 1%	 between	 all	 4	 cell	 types.	 If	 compared	 in	 pairs,	 the	 overlap	 was	 still	 below	 15%.	

Logically,	 the	metabolic	binding	sites	were	 less	occupied,	and	 the	 inflammatory	binding	sites	were	

more	occupied	in	macrophages	compared	to	the	other	cell	types	(Uhlenhaut	et	al.,	2013).	

1.4.6	Non-Genomic	Actions	

The	 idea	 that	 Gcs	 may	 work	 by	 additional,	 non-transcriptional	 mechanisms	 originated	 from	 the	

observation	 that	 Gcs	 can	 elicit	 rapid	 responses,	 which	 are	 incompatible	 with	 the	 slow	 speed	 of	

transcriptional	 control.	 These	 rapid	 actions	 also	 seem	 to	 evoke	 a	 different	 response	 from	 the	 GR	

itself	as	 confirmed	by	classical	antagonists	 such	as	mifepristone,	which	are	unable	 to	 inhibit	 these	

actions.	The	range	of	rapid	actions	in	Gcs	is	wide	and	found	in	multiple	tissues,	it	is	even	conserved	

throughout	 evolution.	 In	 male	 roughskin	 newts	 physiological	 levels	 of	 Gcs	 have	 been	 shown	 to	

decrease	their	reproductive	behaviour,	showing	that	these	rapid	effects	have	both	behavioural	and	

physiological	actions	(Lewis	and	Rose,	2003).	Similarly,	the	cortisol	increase	after	exercise,	and	thus	

the	acute,	 rapid	actions	of	Gcs	has	been	shown	to	aid	 in	memory	 formation	and	 learning	whereas	

the	stress	response,	working	via	the	transcriptional	pathway	has	been	shown	to	inhibit	learning	and	

memory	 formation.	 The	HPA	 feedback	 inhibition	 via	 Gcs	 is	 highly	 dependent	 on	 the	 non-genomic	

effects,	with	around	50%	of	the	negative	feedback	by	Gcs	on	the	ACTH	production	being	mediated	

by	the	rapid	actions,	therefore	providing	a	fast	negative	regulation	on	its	own	release.	 Importantly	

this	action	of	Gcs	in	the	brain	is	reliant	on	the	canonical	GR.	Knockdown	(KD)	of	the	GR	in	the	brain	

inhibits	these	responses	and	thus	suggests	that	the	non-genomic	actions	are	working	via	the	same	

receptor	as	the	genomic	responses	(Tasker,	Di	and	Malcher-Lopes,	2005).	Actin	polymerisation	has	

been	 shown	 to	 increase	 in	 response	 to	 rapid	 Gc	 effects	 too	 (Falkenstein,	 Norman	 and	 Wehling,	

2000).	

PKC	 and	 PKA	 have	 been	 implicated	 in	 the	 rapid	 Gc	 effects,	 with	 PKC	 inhibitors	 preventing	 the	

inhibition	of	voltage	gated	calcium	channels	 in	the	hippocampus	by	Gcs.	Via	this	PKC	pathway,	Gcs	

are	able	to	initiate	the	phosphorylation	of	MAPKs	p38,	JNK	and	ERK1/2	in	hippocampal	cell	lines.	As	

these	 signalling	 cascades	 end	 in	 the	 nucleus,	 this	 may	 be	 an	 alternative	 way	 that	 Gcs	 affect	



 42 

transcription.	However,	 the	ERK1/2	pathways	are	activated	much	slower	by	a	stress	 response	 (1-2	

hrs),	 and	 are	 sensitive	 to	 knockout	 of	 the	GR.	 This	 suggests	 that	 they	 are	 controlled	 by	 the	 usual	

transcriptional	 mechanisms.	 However	 the	 same	 study	 also	 found	 that	 the	 downstream	 effectors	

were	 activated	 quickly,	 in	 around	 30mins,	 suggesting	 a	 rapid	 Gc	 control	 of	 these	 (Tasker,	 Di	 and	

Malcher-Lopes,	2005).		

	

1.4.7	The	Membrane	Glucocorticoid	Receptor		

The	body	of	work	that	looked	at	rapid	Gc	actions	within	the	brain	has	found	a	link	between	the	rapid	

Gc	 actions	 and	 GPCRs.	 This	 has	 led	 to	 the	 hypothesis	 of	 membrane	 bound	 Gc	 receptors	 (mGR).	

Radiolabelled	Gcs	in	the	membrane	fraction	of	roughskin	newt	brains	was	found	to	be	inhibited	by	

GTP-γ-S	and	enhanced	by	magnesium	which	are	good	signs	that	the	signalling	pathway	is	working	via	

a	GPCR.	Similarly,	the	rapid	ACTH	suppression	caused	by	Gcs	is	inhibited	by	pertussis	toxin,	a	classical	

GPCR	inhibitor	which	prevents	the	GTP/GDP	exchange	of	the	Gi	α-subunit	(Tasker,	Di	and	Malcher-

Lopes,	 2005).	 It	was	 expected	 that	 the	mGR	 is	 encoded	by	 a	 separate	 gene	 than	 the	 cytosolic	GR	

(cGR).	 However,	 many	 antibodies	 directed	 against	 cGR,	 detect	 the	 same	 epitopes	 on	 mGR,	

suggesting	strong	similarity.	 Initially,	over-expression	of	the	cGR	(specifically	GRα)	gene	was	shown	

to	not	 increase	the	amount	of	mGR	at	the	surface,	which	many	took	to	 indicate	that	two	separate	

genes	must	encode	for	the	cGR	and	mGR	(Bartholome	et	al.,	2004).	More	recent	evidence	found	that	

the	two	proteins	are	encoded	for	by	the	same	gene.	Using	RNA	interference,	where	different	siRNA	

molecules	aimed	at	the	9	different	exons	were	developed	and	found	that	mGR	was	not	decreased	

more	 than	 cGR,	whereas	KD	of	 the	whole	gene	did	 result	 in	decreased	mGR	and	 cGR.	 These	data	

indicate	that	not	only	do	the	two	proteins	come	from	the	same	gene,	but	are	unlikely	to	be	different	

splice	variants.	Considering	that	the	mGR	is	also	dependent	on	Golgi	 transport	 for	targeting	to	the	

membrane,	 it	 is	 likely	 to	 be	modified	 in	 some	way	 to	 aid	 in	membrane	 association	 (Strehl	 et	 al.,	

2011).	More	evidence	suggests	that	the	exocytotic	pathway	is	key	came	from	experimentation	that	

showed	 immunostimulation	 by	 LPS	 caused	 up-regulation	 of	 the	 mGR,	 and	 could	 be	 stopped	 by	
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inhibition	of	the	exocytotic	pathway	in	monocytes	(Bartholome	et	al.,	2004).	Interestingly,	caveolae	

also	begin	 formation	at	 the	golgi.	This	 raises	 the	question	as	 to	whether	GR	and	CAV1	association	

begins,	preformed	at	the	golgi,	or	whether	association	is	by	random	interaction	events	at	the	plasma	

membrane.	 The	 BSA-DEX	 model	 was	 explored	 further;	 using	 a	 GILZ	 reporter	 gene	 assay,	 it	 was	

possible	to	show	that	BSA	conjugated	cortisol	does	not	activate	the	transactivation	mechanisms	of	

the	 GR.	 The	mGR	was	 also	 shown	 to	 be	 highly	 important	 in	 the	 anti-inflammatory	 actions	 of	 Gc	

treatment.	 mGR	 stimulation	 by	 BSA-cortisol	 reduced	 prostaglandin	 E	 synthase	 p23,	 an	 important	

subunit	for	the	translocation	potential	of	the	GR-chaperone	complex,	but	also	a	key	enzyme	in	the	

generation	 of	 prostaglandin	 E2	 (PGE2)	 which	 are	 pro-inflammatory	 signalling	 molecules	 (the	 PGE2	

pathway	is	a	target	for	over-the-counter	anti-inflammatory	drugs	such	as	aspirin).	In	addition	to	the	

anti-inflammatory	 actions,	 the	mGR	was	 shown	 to	mediate	metabolic	 pathways	 such	 as	 glycolysis	

and	gluconeogenesis	as	well	as	amino-acyl	tRNA	synthesis	by	non-genomic	actions	(Vernocchi	et	al.,	

2013).	

When	Gcs	are	administered	to	immune	cells,	they	are	able	to	drastically	and	immediately	reduce	the	

oxygen	 consumption	 of	 activated	 lymphocytes.	 Mostly	 by	 altering	 the	 Na+,K+-ATPase	 activity	 but	

only	in	vitro	and	using	relatively	high	concentrations	of	Gc	(double	the	concentration	of	therapeutic	

Gc	doses).	It	was	postulated	that	these	effects	could	be	mediated	by	the	mGR,	but	also	that	the	high	

concentrations	could	cause	non-specific	binding	of	Gcs	in	the	membrane,	thus	altering	the	physical	

environment	and	inhibiting	the	ion	pumps	(Schmidt,	Holsboer	and	Spengler,	2001).	

The	ER	isoforms	ERα	and	ERb	both	associate	with	membranes.	Thus	the	highly	related	GR	may	also	

behave	 like	 this,	 meaning	 the	 classical	 cytosolic	 receptor	 may	 be	 involved	 in	 some	 of	 the	 rapid	

effects	 rather	 than	 a	 specific	 Gc	 liganded	 GPCR.	 Antibody	 detection	 has	 shown	 that	 the	 cGR	 is	

localised	at	 the	membrane.	This	 is	 further	backed	up	by	 fluorescence	studies	which	also	show	the	

localisation	of	 cGR	 to	 the	membrane.	However,	 the	mGR	 is	 dependent	 on	G	proteins	 indicating	 a	

different	 method	 of	 action.	 Association	 with	 the	 membrane	 could	 cause	 it	 to	 behave	 differently	

leaving	idea	that	it	is	the	same	as	the	cytosolic	receptor	open	(Tasker,	Di	and	Malcher-Lopes,	2005).	
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The	control	of	the	MAPK	pathway	by	the	mGR	(membrane	Glucocorticoid	Receptor),	specifically	p38,	

is	 supported	 by	 data	 using	 BSA-conjugated	 DEX	 (BSA-DEX).	 This	 molecule	 is	 unable	 to	 cross	 the	

membrane	 due	 to	 the	 large	 protein	 attachment,	 and	 therefore	 only	 activates	 the	mGR.	 In	 CD14+	

monocytes,	 this	 mGR	 specific	 ligand	 caused	 differential	 activation	 of	 signalling	 cascades,	 and	 an	

increase	 in	 p38	 MAPK	 signalling	 at	 a	 significantly	 higher	 rate	 than	 simple	 DEX	 treatment	 or	 LPS	

stimulation	(Strehl	et	al.,	2011).	

Membrane	associated	GR	is	also	involved	in	transcriptional	activities.	Those	GRs	located	within	lipid	

raft	microdomains	have	been	shown	to	be	dependent	on	this	association	for	transcriptional	control;	

disrupting	 the	 rafts	 inhibits	 the	 GR.	 The	 GR	 agonist	 DEX	 also	 stimulates	 increased	 association	 to	

detergent	resistant	membranes	(Jain	et	al.,	2005).	

	

1.5	Glucocorticoids	and	Physiology	

	

1.5.1	Lung	Development	

The	 link	 between	Gcs	 and	 lung	 development	 has	 been	 known	 since	 the	 late	 1960’s,	when	 it	was	

observed	 that	 antenatal	Gc	 treatment	 reduced	 respiratory	distress	 syndrome	 in	prematurely	born	

infants	(Ballard	and	Ballard,	1972).	 It	became	common	practice	for	physicians	to	administer	Gcs	to	

mothers	who	have	a	chance	of	premature	birth.	This	is	in	order	to	enhance	lung	development	of	the	

child.	Part	of	this	developmental	control	that	Gcs	mediate	is	the	synthesis	of	surfactants,	produced	

by	the	epithelial	type	II	cells	and	the	Clara	cells.	Gcs	stimulate	the	epithelial	type	II	cells	to	produce	

the	phospholipid	 surfactants	 by	 increasing	 fatty	 acid	 synthase	 expression	 (Garbrecht	et	 al.,	 2006).	

They	also	stimulate	the	increased	expression	of	Clara	cells’	protein	surfactants	(surfactant	protein-B,	

C	 and	 D)	 and	 aid	 in	 lengthening	 the	 mRNA	 (messenger	 ribonucleic	 acid)	 half-life	 of	 these	 genes	

(Ballard	et	al.,	1996).		
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Gcs	stimulate	multiple	effects	of	lung	structural	development;	these	include	alveolar	wall	thinning	to	

aid	 in	gas	exchange,	cell	proliferation	and	differentiation	 (epithelial	 cell	 type	 II).	Gcs	also	control	a	

variety	of	messengers:	TGF-β	(Transforming	Growth	Factor-β)	 is	an	important	example	(Wen	et	al.,	

2003).	TGF-β	inhibits	lung	branching	via	the	Smad2,	Smad3	pathway,	although	its	necessity	for	lung	

morphogenesis	 is	unknown,	 tgfb1	knockout	 (KO)	mice	do	not	show	any	obvious	signs	of	structural	

defects.	 Vasculature	 Endothelial	 Growth	 Factor	 (VEGF),	 which	 is	 also	 controlled	 by	 Gcs,	 has	 an	

important	 part	 in	 the	 development	 of	 the	 endothelial-epithelial	 exchange	 within	 the	 foetal	 lung	

(Cardoso	and	Lü,	2006).	KO	of	GR	gene	results	in	mice	that	show	respiratory	distress	and	die	after	a	

few	hours	following	birth.	This	 is	partly	due	to	 lack	of	 lung	inflation	(Cole	et	al.,	1995).	This	can	be	

explained	 by	 Gcs	 controlling	 the	 change	 of	 osmotic	 pressure	 via	 stimulating	 the	 synthesis	 of	

epithelial	Na+	channels	and	thus	causing	fluid	absorption	rather	than	expulsion	from	the	epithelia	to	

lumen	(Garbrecht	et	al.,	2006).	 Indeed,	within	the	GR	KO	mice,	 the	sodium	transporter	expression	

was	decreased.	The	GR	KO	mice	also	 lacked	development	of	 late	bronchioles	and	alveoli	 indicating	

control	of	the	final	step	in	lung	development.				

	

1.5.2	Glucocorticoids	and	Metabolism	

The	effect	of	Gcs	on	 fat	and	glucose	metabolism	 is	well	known,	however	 their	actions	are	entirely	

tissue	specific,	and	contribute	to	the	role	of	 increasing	glucose	concentration	 in	the	blood	(Britton	

and	 Silvette,	 1931),	 whilst	 sparing	 glucose	 uptake	 in	 adipose	 tissue	 (Di	 Dalmazi	 et	 al.,	 2012)	 and	

skeletal	muscle	(Kuo,	Harris	and	Wang,	2013).	Glucocorticoids	also	directly	regulate	the	transcription	

of	 multiple	 genes	 involved	 in	 the	 gluconeogenic	 pathway.	 Phosphoenolpyruvate	 caboxykinase	

(PEPCK),	glucose-6-phosphatase	(G6PC)	and	phosphofructokinase	(PFK1)	are	all	key	genes	required	

for	gluconeogenesis,	and	are	regulated	by	Gc.	Gc	also	induce	the	degradation	of	protein	in	skeletal	

muscle	and	lipolysis	in	adipose	tissue,	resulting	in	more	precursors	(amino	acids	and	glycerol)	for	use	

in	 gluconeogenesis	 (Exton	 et	 al.,	 1972;	 Kuo,	 Harris	 and	 Wang,	 2013).	 Gc	 cause	 increases	 in	

glycogenolysis	 and	 liver	 fatty	 acid	uptake,	which	 can	 result	 in	 liver	 steatosis	 (discussed	 later).	 This	
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gives	Gc	an	important	role	in	fasting.	The	stress	of	fasting	causes	increased	levels	of	circulating	Gc,	

and	 therefore	 results	 in	 increased	 levels	 of	 gluconeogenesis,	 and	 thus	 available	 glucose	 for	 the	

central	nervous	system.	On	the	other	hand,	Gc	cause	a	switch	from	glucose	utilisation	 in	the	 liver,	

muscle	and	adipose	tissue,	to	use	of	fatty	acids	as	energy.	Therefore	Gc	have	the	opposing	action	of	

insulin	 signaling,	 and	 interestingly,	 cooperate	 with	 growth	 hormone	 for	 their	 actions	 via	 the	

transcription	 factor	 STAT5	 (Mueller	 et	 al.,	 2012).	 Gc	 effects	 are	 therefore	 associated	 with	 insulin	

resistance	(discussed	later).	

The	shift	 from	glycolysis	and	utilization	of	glucose	to	beta-oxidation	of	 lipids	as	a	source	of	energy	

can	be	seen	not	only	through	the	above	mechanisms	of	preventing	glucose	uptake,	but	also	in	how	

Gc	 directly	 regulate	 	 mitochondrial	 dynamics,	 mitochondrial	 genes,	 and	 nuclear	 encoded	

mitochondrial	genes,	shown	in	multiple	species	(Weber	et	al.,	2002;	Hernández-Alvarez	et	al.,	2013;	

Li	et	al.,	2013).		

	

Gc	 act	 on	 adipose	 tissue	 through	 two	 key	 enzymes:	 hormone	 sensitive	 lipase	 and	 acetyl-CoA	

carboxylase,	 which	 causes	 and	 increase	 in	 free	 fatty	 acids	 and	 a	 decrease	 in	 fatty	 acid	 synthesis	

respectively,	 therefore	 acting	 on	 both	 the	 lipolytic	 and	 lipogenic	 pathway	 (Divertie,	 Jensen	 and	

Miles,	 1991;	 Slavin,	Ong	 and	 Kern,	 1994;	Gathercole	et	 al.,	 2011).	 Paradoxically,	Gc	 also	 cause	 an	

increase	 in	 adipocyte	 accumulation,	 by	 acting	 directly	 on	 preadipocytes	 and	 stimulating	

differentiation	(Campbell	et	al.,	2010).	However,	in	vitro	models	of	adipose	catabolism	do	not	mirror	

what	 is	 seen	 in	 the	 clinic	 or	 in	 chronically	 treated	 animal	 models.	 People	 with	 high	 levels	 of	

endogenous	Gc,	 or	who	 are	 chronically	 treated	with	 synthetic	Gc	 display	 an	 increase	 in	 fat	mass.	

Linked	to	 this,	patients	with	Cushing’s	Syndrome,	and	animals	on	chronic	Gc	 treatment	have	been	

shown	 to	 choose	 high	 calorie	 foods	 over	 lower	 calorie	 alternatives,	 likely	 through	 increased	

production	of	Neurotransmitter-Y	(Peckett,	Wright	and	Riddell,	2011).		
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The	role	of	Gc	in	causing	muscle	atrophy	is	widely	accepted,	and	dates	back	to	the	first	clinical	uses	

of	Gc	in	the	1950’s	(Hoberman,	1950).	The	effect	of	Gc	in	muscle	depends	entirely	on	fibre	type,	with	

fast	twitch	fibres	being	the	most	susceptible	to	Gc	induced	atrophy,	through	a	mechanism	involving	

regulation	 of	 KLF15	 and	 REDD1,	 up	 regulating	 protein	 degradation	 and	 amino	 acid	 metabolism	

through	 Bcat2.	 The	 lack	 of	 Gc	 induced	 atrophy	 in	 slow	 twitch	 fibres	 is	 likely	 due	 to	 a	 reduced	

expression	of	GR	in	those	particular	cells	(Shimizu	et	al.,	2011).	Gc	also	have	similar	effects	in	muscle	

as	 in	adipose,	with	a	decrease	 in	glucose	uptake,	by	suppression	of	 the	glucose	 transporter	Glut4,	

and	an	increase	in	glycogenolysis	similar	to	that	seen	in	liver.	

	

1.5.3	Immunity	and	Inflammation	Homeostasis	

While	inflammation	is	important	for	the	resolution	of	infection	or	tissue	damage,	the	process	must	

be	 turned	off,	 in	order	 to	protect	 from	the	deleterious	effects	of	prolonged	 inflammation.	GR	can	

interact	with	and	repress	the	activities	of	Nuclear	Factor-κB	(NFκB),	Activating	Protein-1	(AP-1),	and	

cAMP	Responsive	Element	Binding	protein	(CREB),	a	coactivator,	thus	limiting	the	associations	that	

CREB	can	form	with	proinflammatory	transcription	factors	(Goulding,	2004).	Gcs	also	stimulate	the	

production	 of	 anti-inflammatory	 proteins	 such	 as	 interleukin-10	 (IL-10)	 and	 interleukin-1	 receptor	

antagonist,	important	in	the	resolution	of	inflammation	(Mozo,	Suárez	and	Gutiérrez,	2004).	

Gcs	have	major	effects	on	all	 immune	cells;	 in	neutrophils	 they	cause	the	 inhibition	of	movement,	

whether	 that	 is	 within	 blood	 vessels,	 or	 extravasation.	 This	 movement	 inhibition	 is	 mediated	 by	

reducing	 the	 expression	 of	 endothelial	 adhesion	 molecules	 (ICAM-1,	 -2	 and	 -3)	 and	 neutrophil	

adhesion	 molecules	 (integrins	 β2).	 However,	 they	 also	 increase	 the	 concentration	 of	 neutrophils	

within	the	blood	stream,	but	induce	apoptosis	in	this	population	by	increasing	annexin-1	expression.	

This	 is	 consistent	with	 the	 idea	 that	Gcs	are	 inflammatory	homeostatic	agents,	 rather	 than	 simple	

inflammatory	 repressors	 (Baschant	 and	 Tuckermann,	 2010;	 Busillo	 and	Cidlowski,	 2011).	Dendritic	

cells	are	also	targets	of	Gc	inflammatory	homeostasis,	although	their	monocyte	precursors	are	not.	
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Gcs	 induce	 apoptosis	 in	 dendritic	 cells	 whilst	 simultaneously	 reducing	 MHCII	 and	 cytokine	

expression.	

Inhibition	 of	 cyclooxygenase	 (COX),	 to	 prevent	 prostaglandin	 release,	 and	 therefore	 limit	

inflammation,	 is	a	 large	part	of	how	Gcs	exert	 their	anti-inflammatory	effects.	This	occurs	strongly	

within	both	T	cells	and	macrophages.	The	suppressive	effects	elicited	by	Gcs	on	macrophages	have	

been	shown	to	work	through	non-genomic	mechanisms,	as	well	as	the	classical	genomic	repression,	

via	 the	MAPK	 (mitogen	 activated	 protein	 kinase)	 pathway	 using	 GR	 KO	 (knock-out)	macrophages	

(Bhattacharyya	et	al.,	2007).	It	appears	that	Gcs	are	important	in	suppressing	the	adaptive	immune	

response,	but	supporting	the	innate	response.	This	support	can	be	shown	in	Gcs	abilities	to	increase	

macrophage	survival	when	presented	with	lipopolysaccharide	(LPS)	whilst	simultaneously	repressing	

activity.	T	cells,	a	critical	part	of	the	adaptive	immune	system	at	show	Gc	induced	apoptosis,	and	a	

marked	 Gc-induced	 inhibitory	 effect	 on	 expression	 of	 cytokine	 and	 chemokine	 production.	

Interestingly,	unlike	most	cell	types,	T	cells	have	an	increase	in	GR	expression	when	exposed	to	Gcs.	

This	 aids	 them	 in	 reaching	 the	 threshold	 protein	 concentration	 of	 GR	 needed	 for	 Gc	 induced	

apoptosis,	essentially	a	positive	feedback	loop	(Necela	and	Cidlowski,	2004).	There	is	also	inhibition	

of	 cytokine	 production	 from	 Th1	 and	 Th2	 cells.	 Physiological	 concentrations	 of	 Gcs	 can	 cause	

immunity	 to	 become	more	 dependent	 on	 Th2	 cells,	 however	 at	 pharmacological	 concentrations,	

there	is	repression	of	T-cells	in	general	(Baschant	and	Tuckermann,	2010).		

	

1.5.4	Clinical	Applications	of	Glucocorticoids	

Since	the	1940’s,	Gcs	have	been	used	to	treat	inflammatory	and	auto-immune	diseases	due	to	their	

strong	 anti-inflammatory	 effects.	 They	 are	 currently	 used	 to	 treat	 asthma,	 allergies,	 autoimmune	

diseases	 (including	 lupus	and	organ	transplants),	 rheumatoid	arthritis	and	sepsis.	Gcs	have	divided	

opinion	since	their	 introduction	to	the	clinic.	Gcs	such	as	prednisolone	are	used	to	treat	asthma;	 it	

inhibits	 Th2	 cell	 production	 of	 proinflammatory	 cytokines	 and	 vasodilators.	 Gcs	 also	 reduced	 the	

recruitment	 and	 activation	 of	 eosinophils	 within	 the	 airways,	 thus	 eliciting	 the	 protective	 effect	
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against	 asthma	 (Barnes,	 1995).	 Using	 Gcs	 in	 asthma	 treatment	 is	 not	 entirely	 efficient.	 There	 is	

evidence	 that	patients	become	resistant	 to	 the	 low	dosage	 in	a	short	amount	of	 time.	This	means	

that	the	side	effects	caused	by	Gc	medication	do	not	always	outweigh	the	benefits	in	asthma,	as	the	

concentration	must	be	increased	to	retain	the	beneficial	effects	(Keatings	et	al.,	1997).	

	

	

	

1.6	Lipid	Rafts	and	Caveolae	

Lipid	rafts	are	small	areas	with	altered	fluidity	and	chemical	composition	of	the	plasma	membrane.	

The	 idea	 developed	 with	 the	 identification	 of	 Triton	 X-100	 (non-ionic	 detergent)	 resistant	

membranes.	 It	 was	 found	 that	 sphingomyelin	 was	 more	 difficult	 to	 solubilise	 with	 surfactants	 at	

20°C,	compared	to	40°C	after	 the	phase	shift	 (Robson	and	Dennis,	1979).	This	data	was	supported	

and	 enhanced	when	 looking	 at	 detergent	 resistance	 in	membranes	when	 including	 cholesterol.	 It	

was	noted	that	for	resistance	to	detergents	to	occur,	the	lipid	composition	of	the	bilayer	must	have	

unsaturated	 acyl	 chains.	 Such	 resistant	membranes	were	 found	 to	 be	 in	 the	 liquid	 ordered	 state,	

whereby	 the	 cholesterol	 interdigitates	 with	 the	 lipid,	 resulting	 in	 wider	 membranes,	 due	 to	 an	

increase	 in	 trans-conformation	 of	 the	 acyl-chain,	 and	 therefore	 increased	 length	 of	 the	 fatty	 acid	

tails.	These	detergent	resistant	membranes	have	characteristics	of	liquid	phase	membranes	(lateral	

diffusion),	 but	 show	 a	 lower	 temperature	 phase	 transition	 from	 liquid	 to	 gel.	 Therefore,	

sphingolipids,	 in	conjunction	with	cholesterol	stretch	their	carbon	chain	to	the	full	 length	via	these	

trans-conformations.	 This	 is	 made	 possible	 by	 full	 (or	 close	 to	 full)	 saturation,	 thus	 limiting	 the	

number	 of	 kinks	 in	 the	 chain	 formed	 by	 double	 bonds,	 and	 by	 favourable	 Van	 de	 Waal	 forces	

between	 the	 acyl	 chains	 and	 cholesterol.	 Cholesterol;	 a	 rather	 rigid	 molecule,	 especially	 in	

comparison	 to	 the	 acyl	 chains,	 stabilises	 this	 full	 extension.	 Due	 to	 their	 full	 extension,	 the	 lipids	

within	this	area	form	a	membrane	domain	that	is	thicker	than	its	surroundings	(Davies	et	al.,	1990).	

However,	the	conditions	used	to	produce	such	detergent	resistance	membranes	are	distinctly	non-
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physiological,	and	they	may	simply	be	an	artefact	of	the	process.	Recently,	the	use	of	atomic	force	

microscopy,	 which	 importantly	 is	 done	 at	 (close	 to)	 physiological	 temperatures,	 has	 enabled	

visualisation	of	discrete	lipid	domains.	Consistent	with	the	liquid	ordered	phase	theory,	removal	of	

cholesterol	 disrupted	 these	 membrane	 domains.	 The	 study	 also	 showed	 that	 the	 inner-leaflet	 is	

extremely	 different	 to	 the	 outer-leaflet	 in	 protein	 architecture	 (Cai	 et	 al.,	 2012).	While	 this	 does	

directly	show	that	membrane	domains	do	exist,	the	actual	 lipid	constituents	are	not	characterised,	

and	 the	 fact	 that	 the	 inner-leaflet	 is	 covered	 with	 protein	 may	 be	 one	 reason	 for	 detergent	

resistance	 that	 has	 not	 entirely	 been	 investigated.	 The	 size	 of	 lipid	 rafts	 is	 another	 controversial	

issue.	The	atomic	force	microscopy	measurements	found	the	raft	domains	to	be	in	the	range	of	100-

300nm	 in	 size,	 but	 Förster	 resonance	 energy	 transfer	 (FRET)	 and	 differential	 scanning	 calorimetry	

(DSC)	 measurements	 have	 sizes	 in	 the	 range	 of	 2-7nm	 radius	 (Petruzielo	 et	 al.,	 2013).	 Nuclear	

magnetic	resonance	studies	have	put	the	rafts	in	the	size	order	of	45-75nm	(Bunge	et	al.,	2008).	This	

large	variance	 in	 results,	 across	2	orders	of	magnitude,	 is	 clearly	an	 issue,	 and	may	be	due	 to	 the	

different	probes	used,	or	the	different	raft	types	viewed.		

	

The	rafts	contain	different	 lipids	to	the	surrounding	membrane.	They	are	enriched	 in	sphingolipids	

and	cholesterol,	generally	in	a	3:1	stoichiometric	ratio	in	the	plasma	membrane	(Brown,	1998).	This	

separation	 of	 lipids	 into	 different	 domains	 is	 in	 part	 due	 to	 the	 high	 affinity	 of	 cholesterol	 for	

sphingolipids	 in	 comparison	 to	 other	 lipids	 (Tsamaloukas,	 Szadkowska	 and	 Heerklotz,	 2006).	

However,	 the	 exact	 reason	 for	 affinity	 is	 not	 quite	 known,	 and	 there	 is	 debate	 over	 the	 differing	

effects	of	chain	length	and	head-group	on	the	affinity	(Nyholm	et	al.,	2010;	Lönnfors	et	al.,	2011).	It	

is	 most	 likely	 to	 be	 a	 compound	 effect	 of	 the	 head	 and	 tail	 groups	 to	 explain	 the	 affinity	 for	

sphingolipids	over	other	plasma	membrane	lipids	(Sankaram	and	Thompson,	1990).	

Lipid	rafts	are	hypothesised	to	be	domains	which	aid	in	signalling	by	localising	signalling	molecules.	

This	could	be	integral	membrane	receptors,	GPI-anchored	proteins	or	lipophilic	signalling	molecules.	

Some	of	the	raft	sizes	alone	are	too	small	 for	this	to	be	of	any	real	significance,	but	there	are	two	
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explanatory	hypotheses.	One	 is	 that	 the	membrane	domains	 coalesce,	 forming	 larger	domains	 for	

signalling.	This	has	been	demonstrated	 in	non-cholesterol	containing	rafts	 (Rajendran	et	al.,	2003),	

but	 the	action	can	be	 inferred	 to	 those	containing	cholesterol.	Another	 is	 that	activated	 receptors	

move	into	membrane	domains,	forming	clusters.	Both	of	these	explain	how	signalling	cascades	can	

be	amplified;	by	concentrating	all	 the	relevant	parts	within	space	thus	aiding	 in	the	kinetics	of	 the	

subsequent	reactions	and	associations	that	are	initiated.	Whether	the	protein	is	stimulated	by	ligand	

and	then	translocates	to	the	raft	domain,	or	if	translocation	is	required	for	ligand	induced	activation	

isn’t	known,	but	the	environment	is	highly	dynamic	and	thus	ligand	induced	conformational	changes	

are	 likely	 to	alter	 lipid	affinity,	 just	as	 lipid	environment	 is	 likely	 to	alter	 ligand	affinity	by	allowing	

energetically	 favourable	 conformational	 changes.	 Coalescing	 of	 membranes	 and	 activation	

dependent	protein	association	are	not	mutually	exclusive.	 It	 is	 likely	that	both	of	these	may	occur,	

and	caveolae	are	an	example	of	how	this	might	happen.	

	

Caveolae	 are	 membrane	 domains	 characterised	 by	 their	 physical	 appearance:	 small	 flask	 shaped	

invaginations	directed	towards	the	cytoplasm.	Caveolae	are	constitutively	 found	 in	almost	all	cells,	

but	are	most	numerous	in	adipoyctes.	They	are	a	specific	membrane	domain	involved	in	endocytosis	

and	 signalling,	 coated	 by	 the	 caveolin	 proteins	 on	 the	 inner-leaflet	 of	 the	 plasma	membrane.	 For	

endocytotic	activity,	caveolae	are	not	independent.	The	budding	caveolae	require	dynamin	to	break	

from	the	membrane	and	enter	the	cell,	similar	 to	other	protein	coated	pits.	Caveolae	are	 involved	

with	the	internalisation	of	GPI-linked	proteins	and	external	ligands	or	proteins.	Upon	endocytosis	the	

caveolae	fuse	with	caveosomes.	They	have	a	similar	function	to	endosomes,	but	are	distinct	by	the	

fact	that	they	are	mediated	by	caveolin	proteins,	have	neutral	pH	and	do	not	contain	any	endosomal	

markers	 (Pelkmans	and	Helenius,	2002).	While	caveolin	proteins	are	the	main	protein	components	

for	caveolae,	other	proteins	are	responsible	for	cooperative	association	with	caveolin	and	promote	

formation	 of	 caveolae:	 cavins.	 Cavin	 KO	 mice	 develop	 the	 same	 phenotype	 as	 caveolin	 KO	 mice	

(discussed	later)	and	have	no	caveolae,	thus	linking	the	caveolae	loss	to	the	phenotype	rather	than	
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the	loss	of	cavin	or	caveolin	(Liu	et	al.,	2008).	Cavins	only	associate	with	caveolin	at	the	membrane.	

This	 association	 is	 aided	 by	 phosphatidylserine	 and	 cholesterol	 in	 the	 inner	 leaflet	 of	 the	 plasma	

membrane,	 which	 are	 commonly	 found	 in	 caveolae	 rafts.	 Cavins	 have	 multiple	 low	 affinity	

interactions	with	phosphatidylserine	and	thus	 it	 is	 likely	that	cavin	and	caveolin	associate	with	raft	

domains	to	form	the	curvature	of	caveolae	in	a	cooperative	manner	(Hill	et	al.,	2008).	

Caveolae	 are	 trafficked	 via	 cytoskeletal	 attachment.	Microtubules	 are	 the	main	 attachment	which	

allows	movement	of	the	caveolae	to	and	from	the	plasma	membrane,	and	loss	of	caveolae	at	the	cell	

surface	was	caused	via	KO	of	microtubule	stabilisers;	β1	integrin	and	integrin-linked	kinase.	On	the	

other	 hand,	 caveolae	 seem	 to	 be	 localised	 along	 actin	 stress	 fibres,	 visualised	 via	 electron	

microscopy	and	electron	tomography.	This	potentially	allows	polymerisation	of	the	fibers	to	organise	

caveolae	 in	 response	 to	mechanical	 stress.	 This	may	 be	 in	 part	 of	 a	 potential	 role	 of	 caveolae	 in	

sensing	mechanical	changes	in	the	membrane	(Parton	and	Del	Pozo,	2013).		

	

1.6.1	Caveolin	Structure	and	Oligomerisation	

Caveolae	 are	 dependent	 on	 cholesterol	 for	 their	 function,	 depletion	 of	 sterols	 in	 the	 membrane	

causes	 complete	 loss	 of	 caveolae.	 This	 suggests	 that	 formation	 of	 caveolae	 is	 dependent	 on	 a	

cholesterol	binding	molecule.	Caveolae	were	initially	characterised	as	“non-clathrin	coated	pits”	as	a	

way	to	differentiate	them	from	other	endocytotic	pathways.	It	was	clear	that	another	protein	was	in	

use	 as	 clathrin-coated	 pits	 could	 be	 removed	 by	 high	 salt	 concentrations,	 whereas	 the	 caveolae	

remained	 intact,	 suggesting	 that	 the	protein	 coat	 at	 least	 acts	 like	 an	 integral	membrane	protein.	

Conversely,	 addition	 of	 filipin	 and	 other	 sterol	 binding	 agents	 caused	 loss	 of	 caveolae,	 but	 not	 of	

clathrin-coated	 pits.	 They	 were	 determined	 to	 contain	 a	 separate	 protein,	 termed	 caveolin	 via	

antibody	detection	(Rothberg	et	al.,	1992).		

The	 primary	 structure	 of	 caveolin-1	 allows	 identification	 of	 the	 putative	 helical	 intramembrane	

domain.	It	is	located	between	amino	acids	105-125,	where	there	is	a	stretch	of	hydrophobic	amino	

acids	(see	Fig.1.5).	Caveolin-1	(CAV1)	differs	from	caveolin-2	(CAV2)	and	caveolin-3	(CAV3)	by	being	
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16	amino	acids	longer	than	CAV2	and	37	amino	acids	longer	than	CAV3	at	the	C-terminus	(Fig.1.5).	

CAV1	can	also	be	found	in	two	isoforms,	the	α-isoform,	the	β-isoform	which	is	truncated	at	the	N-

terminal	compared	to	the	α-isoform.	This	truncation	results	in	amino	acids	1-31	missing	and	thus	a	

key	target	for	kinases;	tyrosine	14	(Fig.1.5)	(http://www.uniprot.org/uniprot/Q03135).		

The	role	of	CAV1	as	not	only	a	protein	that	is	involved	in	endocytosis,	but	also	in	signal	transduction	

came	initially	from	sources	of	structural	information.		

CAV1	 can	 form	 high	 order	 oligomers,	 causing	 the	 small	 22kDa	 monomer	 to	 reach	 complexes	 of	

around	 400kDa	 of	 both	 homooligomers	 and	 heterooligomers,	 which	 causes	 ordering	 of	 the	 lipid	

membrane	 to	 concentrate	 sphingolipids	 in	 the	 same	 area	 as	 the	 caveolin	 allowing	 detergent	

resistant	membranes	to	form	as	caveolae	in	vivo.	The	rafts	are	indeed	the	cause	of	insolubility,	not	

the	CAV1	oligomers.	The	interaction	with	itself,	including	heterooligomerisation	with	other	caveolins	

has	been	determined	to	be	mediated	by	41	amino	acids	on	the	N-terminal	side	(Monier	et	al.,	1995)	

of	the	membrane	inserted	region	(CAV1	61-101)	(Fig.1.5),	termed	the	oligomerisation	domain	(OD)	

(Sargiacomo	et	al.,	1995).	This	stretch	of	amino	acids	also	contains	a	smaller	section	of	20,	termed	

the	caveolin	scaffolding	domain	(CSD),	82-101	(Fig.1.5)	which	specifically	mediates	interactions	with	

other	proteins.	The	terminal	domain	(TD)	at	the	C-terminal	of	CAV1,	amino	acids	168-178,	mediates	

oligomer:oligomers	 interactions,	 allowing	 the	 formation	 of	 high	 order	 structures	 that	 would	 be	

impossible	 if	 only	 the	OD	was	 involved	 in	 their	 generation.	 These	 domains	 can	 be	 seen	 in	 Fig.1.5	

which	shows	their	interaction	with	the	membrane	and	oligomerisation.	
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Fig.1.5	 (A)	Human	 caveolin-1	primary	 sequence.	Green	 is	 the	CAV-b	 isoform	 truncation.	Red	 is	 the	

OD,	with	 the	CSD	contained	within	 the	black	box.	Blue	 is	 the	hypothetical	 intramembrane	domain.	

The	yellow	section	represents	the	size	difference	between	CAV3	and	CAV1,	while	the	black	box	is	the	

TD.	Orange	 and	 yellow	 combined	 represent	 the	 size	 difference	 between	 CAV2	 and	 CAV1.	N.B.	 The	

sequences	 of	 CAV2	 and	 CAV3	 are	 not	 the	 same	 as	 CAV1,	 therefore	 the	 highlighted	 sections	 are	

merely	 a	 guide	 to	 size.	 Adapted	 from	 (http://www.uniprot.org/uniprot/Q03135).	 (B)	 Caveolin	

membrane	association	and	oligomerisation.	Adapted	from	(Schlegel	and	Lisanti,	2001).	

	

	

A	

B	
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1.6.2	Caveolin	Membrane	Association	

The	 binding	 of	 caveolin	 to	 cholesterol	 is	 very	 stable,	 and	 occurs	 at	 around	 a	 1:1.4	 stoichiometric	

ratio.	This	odd	ratio	may	have	been	due	to	 interaction	with	cholesterol	and	the	detergent	used	to	

remove	 caveolin	 (Murata	 et	 al.,	 1995).	 CAV1	 binds	 cholesterol	 via	 amino	 acids	 94-101	which	 are	

located	 in	the	CSD.	There	 is	evidence	that	a	CSD	peptide	can	attach	to	the	membrane	without	the	

intramembrane	 domain	 (Schlegel	 and	 Lisanti,	 2001),	 which	may	 be	 due	 to	 its	 cholesterol	 binding	

properties.	 The	 intramembrane	 domain	 contains	 strong	α-helical	 structure	 in	 a	 hairpin	 formation,	

broken	in	the	centre	by	proline	110	to	form	the	loop,	loss	of	this	proline	causes	CAV1	to	take	on	an	

transmembrane	helical	 conformation	 (Aoki	et	al.,	 2010).	However,	 the	CSD	 forms	a	β-sheet	which	

runs	parallel	to	the	membrane,	causing	the	whole	82-134	run	to	form	a	“wedge”	shape,	which	may	

be	 important	 for	 causing	 membrane	 curvature	 in	 caveolae	 (Hoop	 et	 al.,	 2012).	 	 The	 membrane	

association	 is	 aided	 by	 three	 cysteine	 residues	 133,	 143	 and	 156	

(http://www.uniprot.org/uniprot/Q03135)	 which	 have	 post-translational	 modifications	 with	

palmitoyl	groups.	These	are	not	needed	for	membrane	attachment,	but	certainly	aid	in	it.		

	

1.6.3	Caveolin-protein	Interactions	

CAV1	interactions	with	other	proteins	are	mediated	by	the	CSD.	Using	phage	display	libraries,	it	was	

found	that	only	the	CSD	binds	strongly	to	peptides,	of	which	contain	large	hydrophobic	residues	in	

two	consensus	 sequences:	 (φXφXXXXφ)	or	 (φXXXXφXXφ),	which	 can	also	be	 found	 in	a	 composite	

form.	Some	in	silico	evidence	exists	to	explain	how	the	CSD	binds	the	consensus	sequences.	CAV1	is	

commonly	phosphorylated	in	Y14,	which	is	thought	to	aid	the	CSD	association	with	other	proteins.	

The	phosphorylation	disrupts	a	network	between	Y14,	H12	and	E20,	forcing	E20	to	move	away	from	

the	newly	dense	negative	charge,	and	R19	to	move	towards	the	phosphate.	This	causes	the	N-term	

to	become	more	 compact,	 thus	providing	 space	 for	 the	CSD	 to	 rearrange	 to	promote	 interactions	

with	other	proteins	 (Shajahan	et	al.,	 2012).	 The	 sequences	 that	bind	CAV1,	were	not	 the	 same	as	

those	 that	bind	CAV2,	 indicating	 the	ability	of	 the	 two	 isoforms	 to	 co-localise	different	molecules.	
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CAV1	and	CAV3	do	have	similar	binding	sequence	properties.	This	can	be	explained	by	their	different	

expression	patterns,	which	will	be	discussed	later.		

	

1.6.4	Caveolin	Localisation	

Around	90%	of	CAV1	is	located	in	the	plasma	membrane	and	if	expressed	in	knockout	cells,	caveolae	

will	 spontaneously	 form.	 Caveolae	 do	 not	 form	 on	 the	 plasma	 membrane	 surface,	 but	 instead,	

precursors	form	in	the	trans-Golgi	(see	Fig.1.6).	These	move	as	small	vesicles,	which	then	fuse	to	the	

plasma	membrane	generating	caveolae.	This	movement	is	mediated	by	CAV1	and	CAV2	association	

at	 the	 trans-Golgi	 where	 the	 precursors	 originate	 from	 (Pelkmans	 and	 Zerial,	 2005).	 Once	 at	 the	

plasma	membrane,	association	with	the	cytoskeleton	prevents	much	lateral	diffusion.	As	mentioned	

previously,	over	expression	of	CAV1	can	cause	aberrant	 localisation.	This	 is	thought	to	be	due	to	a	

non-physiological	 ratio	 of	 caveolin	 to	 cavins.	When	 cavin	 expression	 is	 reduced	 (or	 CAV1	 is	 over	

expressed)	 caveolae	 lose	 their	 characteristic	 morphology,	 and	 CAV1	 is	 lost	 to	 the	 lysosomal	

degradation	pathway	(Hill	et	al.,	2008).	
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Fig.1.6	Mechanism	of	CAV1	 localisation	to	the	plasma	membrane.	After	synthesis	 in	the	RER,	CAV1	

monomers	 start	 to	 form	 oligomers	 in	 the	 golgi	 apparatus.	 During	 progression	 from	 the	 cis	 to	 the	

trans-golgi,	 which	 contains	 more	 cholesterol	 and	 sphingolipids,	 these	 oligomers	 grow	 larger	 until	

they	bud	as	vesicles	and	are	targeted	to	the	membrane.	Some	CAV1	monomers	or	small	oligomers	do	

not	go	via	this	method,	but	are	still	targeted	to	the	plasma	membrane	(Parton	and	Simons,	2007).	

	

1.6.5	Caveolin	Physiology:	Endocytosis	

Due	to	the	caveolae	morphology,	the	most	obvious	physiological	role	of	caveolin	 is	 in	endocytosis.	

However,	caveolae	seem	to	be	 rather	stable	structures	 that	will	 remain	on	 the	surface	of	 the	cell,	

and	 have	 very	 little	 capacity	 to	 enter	 the	 cell	 via	 endocytosis.	 Using	 GFP-labelling	 and	 FRAP	

(fluorescence	recovery	after	photobleaching),	it	was	shown	that	the	labelled	caveolin	doesn’t	move	

from	caveolae.	This	indicates	that	they	are	relatively	stable	and	not	involved	in	a	rapid	endocytosis.	

The	same	study	also	showed	that	this	stability	can	be	removed	by	cholesterol	depletion	(therefore	

loss	of	caveolin)	and	by	inhibition	of	actin	polymerisation	(therefore	loss	of	cytoskeletal	attachment)	

(Thomsen	 et	 al.,	 2002).	 Contrary	 to	 the	 idea	 of	 stationary	 caveolae,	 experimentation	 using	 GFP-

linked	 CAV1	 and	 live	 cell	 imaging,	 viewing	 fluorescence	 intensity,	 it	 was	 possible	 to	 see	 that	
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individual	 “quanta”	 of	 caveolae	 would	 move	 to	 the	 membrane,	 and	 then	 remain	 in	 the	 same	

location	upon	docking,	rather	than	diffusion	of	fluorescence	intensity.	This	was	further	backed	up	by	

pH	quenching	of	FITC	 (Fluorescein	 isothiocyanate)	conjugated	Cholera	toxin.	 In	order	to	show	that	

the	 caveolae	 were	 indeed	 docking	 and	 fusing	 with	 the	 membrane,	 the	 extracellular	 space	 was	

acidified,	 to	 quench	 the	 FITC	 signal.	When	 a	 caveola	 containing	 FITC-Cholera	 toxin	 fused	with	 the	

plasma	membrane,	 the	 fluorescence	 signal	 disappeared	 due	 to	 exposure	 to	 low	pH.	 Interestingly,	

there	was	a	delay	of	quenching	by	1	second,	suggesting	that	the	caveolae	vesicles	dock,	then	fuse.	

When	 vesicles	move	 caveosomes	which	 are	 neutral	 pH,	 reversal	 of	 the	 quenching	 could	 be	 seen	

indicating	 that	 the	 caveolae	 not	 only	 traffic	 back	 and	 forth,	 but	 also	may	 be	 picking	 up	 the	 FITC-

Cholera	toxin	and	transporting	it	with	them	(Pelkmans	and	Zerial,	2005).		

Linked	to	endocytosis,	CAV1	function	has	been	linked	to	transcytosis,	specifically	in	endothelia.	CAV1	

KO	 mice	 have	 a	 compensatory	 mechanism	 for	 transcytosis	 in	 endothelia,	 leading	 to	 the	

hyperpermeable	microvasculature.	Rather	 than	using	CAV1	as	an	endocytotic	mediator	 to	achieve	

transcytosis,	 there	 was	 a	 drastic	 increase	 in	 paracytosis,	 which	 is	 an	 important	 part	 of	 the	

inflammatory	process.	This	was	shown	by	substantially	faster	radio-labelled	BSA	clearance	from	the	

blood.	 The	 endothelia	 viewed	 by	 EM	 showed	morphologically	 smaller	 tight	 junctions,	 and	 in	 lung	

endothelia,	 there	 was	 even	 some	 detachment	 from	 the	 basement	 membrane.	 Both	 of	 these	

differences	 between	 the	WT	 and	 the	 CAV1	 KO	mice	 can	 explain	 the	 hyperpermeable	 phenotype.	

Endothelial	nitric	oxide	synthase	(eNOS)	inhibitors	managed	to	reduce	this	hyperpermeability	of	the	

microvasculature	to	similar	levels	as	the	WT	mice,	whilst	also	not	altering	the	WT	mice	permeability,	

suggesting	 that	 nitric	 oxide	 (NO)	 is	 involved	 in	 the	 mechanism	 (Schubert	 et	 al.,	 2002).	 CAV1	

negatively	controls	the	TNF-α	stimulation	of	tight	barrier	permeabilisation,	thus	implicating	CAV1	in	

an	 anti-inflammatory	 role.	 This	 is	 done	 via	 inhibition	 of	 Rac1,	 a	 G-protein	 α-subunit	 (Shao	 et	 al.,	

2013).		
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1.6.6	Caveolin	Physiology:	Endothelial	Nitric	Oxide	Synthase	

eNOS	is	 indeed	localised	within	caveolae,	where	CAV1	(and	even	the	CSD	alone)	acts	as	a	negative	

regulator	for	eNOS	by	holding	eNOS	in	an	inactive	conformation.	This	inhibition	is	abolished	by	Ca2+-

calmodulin.	The	 interaction	of	CAV1	and	eNOS	is	modulated	by	phosphorylation	of	both	CAV1	and	

eNOS.	 Src	 phosphorylates	 CAV1	 on	 tyrosine-14	 and	 therefore	 using	 phosphomimicking	 mutants	

(Y14D),	it	was	possible	to	show	that	CAV1	phosphorylation	is	an	important	step	in	mediating	eNOS	

inhibition	 (Chen	 et	 al.,	 2012).	 The	 CAV1	 association	 with	 eNOS	 is	 important	 in	 an	 inflammatory	

context	 too.	 As	 mentioned	 above,	 eNOS	 produced	 NO	 is	 involved	 with	 vasculature	 permeability,	

vasodilation,	preventing	apoptosis	of	endothelia,	and	thrombosis.	Apolipoprotein	E	(apoE)	expressed	

on	macrophages	can	be	internalised	by	endothelia.	ApoE	then	competes	for	the	CSD	with	eNOS,	thus	

displacing	 it	 and	 preventing	 the	 inhibition	 of	 eNOS.	 Therefore,	 macrophages	 potentiate	 the	

inflammatory	signalling	at	their	site	of	action	by	interfering	with	CAV1,	causing	eNOS	activation.	Cell	

fractionation	gave	evidence	that	in	fact	ApoE	may	be	causing	CAV1	to	lose	its	membrane	attachment	

as	 it	 was	 found	 in	 the	 high	 density	 fraction,	 although	 this	 is	 not	 conclusive	 (Yue	 et	 al.,	 2012).	

Contrary	 to	 this,	C-reactive	protein	 (CRP)	which	 is	 stimulated	by	macrophage	 interleukin-6	 release	

during	 acute	 phase	 infection	 has	 an	 inhibitory	 effect	 on	 eNOS.	 This	 is	 mediated	 via	 CRP	 binding	

FCγRIIB	receptor,	which	causes	activation	of	a	phosphatase	pathway,	resulting	in	reduction	of	eNOS	

phosphorylation,	thus	activation	and	gene	expression.	The	FCγRIIB	receptor	is	localised	to	caveolae	

in	 B-cells,	 thus	 allowing	 for	 signal	 amplification	 due	 to	 colocalisation	 with	 eNOS	 (Tanigaki	 et	 al.,	

2009).	

Interestingly,	 in	 CAV1	 KO	mice,	 stromal	 cells,	 such	 as	 fibroblasts,	 exhibit	 signs	 of	 hypoxia.	 This	 is	

partly	due	 to	 constitutive	activation	of	nitric	oxide	 synthase,	 resulting	 in	more	NO	within	 the	 cell,	

and	 also	 due	 to	 an	 increase	 in	 reactive	 oxygen	 species	 (ROS)	 production	 causing	 inhibition	 of	

mitochondrial	oxidative	phosphorylation	enzymes.	The	inhibition	occurs	via	nitrosylation	of	tyrosine	

residues	of	both	Complex	 I	and	Complex	 IV	by	 free	NO,	 inactivating	 them.	The	 reduction	 in	viable	

mitochondria	 drives	 the	 cells	 to	 use	 glycolysis	 as	 their	 main	 means	 of	 energy	 production,	 and	



 60 

explains	 why	 glycolysis	 inhibition	 is	 lethal	 to	 both	 CAV1	 KO	 stromal	 cell	 lines,	 and	 whole	 mice.	

Furthermore,	 the	 KO	 results	 in	 hypoxia-inducible	 factor	 (HIF)	 and	NFκB	 activation,	 thus	 increasing	

glycolysis	related	enzyme	expression	as	a	compensatory	factor	for	losing	active	mitochondria	as	well	

as	inflammatory	response.	ROS	cause	DNA	damage,	which	causes	the	induction	of	Poly	(ADP-ribose)	

polymerase	(PARP).	PARP	acts	as	cofactor	for	NFκB,	to	promote	inflammation.	It	also	is	a	cofactor	for	

other	Gc	modulated	transcription	factors	such	as	AP-1.	This	activation	of	HIF	and	NFκB,	coupled	with	

production	of	ROS	and	NO	is	linked	to	the	fibrotic	phenotype	found	in	both	the	CAV1	KO	mice,	and	

pulmonary	 fibrosis	 (Pavlides	 et	 al.,	 2010).	 In	WT	mice,	 oxidative	 stress	 up-regulates	 CAV1	 via	 the	

MAPK	pathway.	The	up-regulation	is	instrumental	in	causing	senescence	in	cells	(Dasari	et	al.,	2006).	

	

1.6.7	Caveolin	Physiology:	The	Lung	

CAV1	is	important	in	lung	development.	In	mouse	models	it	is	found	at	E10	and	onwards	in	the	lung,	

but	only	 in	developing	blood	vessels,	not	 in	epithelia.	 In	adult	 lung,	CAV1	is	found	in	epithelial	and	

endothelial	 type	 I	cells.	This	change	 in	expression	 is	only	seen	postnatally.	By	specifically	detecting	

CAV1α	 and	 CAV1β,	 it’s	 been	 established	 that	 CAV1α	 expression	 and	 new	 vasculogeneis	 occur	

concomitantly.	 This	 seems	 contradictory	 to	 CAV1’s	 role	 in	 the	 anti-proliferative	 and	 tumour	

suppressor	pathways,	as	the	new	endothelia	must	reproduce	heavily	during	development.	Although,	

in	 CAV1	 KO	 mice,	 the	 epithelia	 in	 alveolar	 walls	 proliferate	 more,	 resulting	 in	 thicker	 walls,	

suggesting	that	CAV1	restricts	proliferation	here,	but	less	so	in	endothelia.	The	expression	profile	of	

CAV1	 in	 development	 highlights	 how	 cell	 type	 specific	 production	 of	 CAV1	 is	 important	 in	 CAV1	

physiology	(Ramirez	et	al.,	2002).	

Systemic	LPS	challenge	in	CAV1	KO	mice,	results	in	a	decrease	in	sequestration	of	neutrophils	to	the	

lungs	 suggesting	 that	 CAV1	 KO	 have	 decreased	 response	 to	 LPS	 challenge.	 The	 protective	 effect	

against	 inflammation	was	ascribed	 to	eNOS.	With	 constitutive	activation	of	eNOS	due	 to	no	CAV1	

repression,	the	increased	NO	signalling	can	cause	a	negative	feedback	on	NFκB.	This	was	backed	up	

by	 non-selective	 NOS	 inhibitors	 bringing	 the	 inflammatory	 response	 to	 the	 same	 level	 as	 the	WT	
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mice	(Garrean	et	al.,	2006).	Although	a	systemic	LPS	model	comes	with	inherent	limitations,	when	a	

systemic	infection	of	Salmonella	was	analysed	in	CAV1	KO	mice,	the	opposite	was	noted.	An	increase	

in	the	inflammatory	effects,	increase	in	cytokine	production	and	neutrophilia.	Despite	the	increase	in	

the	 immune	and	 inflammatory	 response,	 the	CAV1	KO	mice	were	 found	 to	be	 very	 susceptible	 to	

infection,	 with	 a	 higher	 rate	 of	 mortality	 compared	 to	 WT	 mice	 (Medina	 et	 al.,	 2006).	 Using	

exogenous	CAV1	KO	neutrophils,	Hu	et	al.	demonstrated	that	they	had	a	weaker	response	to	fMLP,	

resulting	 in	 less	movement	and	 less	ROS	production.	 The	decrease	 in	observed	ROS	production	 in	

neutrophils	was	 proposed	 to	 be	 a	 direct	 result	 of	 losing	 CAV1.	 The	 authors	 propose	 that	without	

CAV1	 to	 act	 as	 a	 scaffold	 for	 the	 NADPH	 oxidase	 subunits,	 the	 subunits	 are	 not	 localised	 to	 the	

plasma	membrane	and	thus	not	activated.	These	data	both	 implicate	that	CAV1	 is	 involved	 in	pro-

inflammatory	 signalling,	 and	 that	 disruption	 of	 lipid	 rafts	 limits	 TNF-α	 signalling	 is	 consistent	with	

this	(Hu	et	al.,	2008).	However,	there	also	seems	to	be	some	contradictory	evidence.	For	example,	

administering	the	CSD	has	been	shown	to	inhibit	microvascular	permeability	and	leukocyte	adhesion	

in	vivo	 indicating	that	CAV1	has	an	anti-inflammatory	effect	 (Bucci	et	al.,	2000).	 In	CAV1	siRNA	KD	

macrophages,	 LPS	 stimulation	 also	 increased	 the	 cytokine	production	 and	 inflammatory	 response.	

Importantly,	 the	macrophage	 cell	 line	was	 derived	 from	alveolar	macrophages	 (Wang,	 Kim,	et	 al.,	

2006).	 Another	 example	 is	 that	 CAV1	 KD	 enhances	 ROS	 production	 in	 bovine	 endothelial	 cells	

(Gonzalez	et	al.,	 2004)	 and	mouse	 fibroblasts	 	 (Grande-García	et	al.,	 2007)	 seemingly	 inconsistent	

with	 the	 results	 in	 neutrophils.	 Toll-like	 Receptor	 4	 (TLR-4),	 which	 is	 involved	 in	 LPS	 detection	 in	

macrophages	 has	 been	 shown	 to	 localise	 to	 caveolae,	 and	 directly	 interacts	with	 CAV1	 via	 a	 CSD	

binding	motif	 thus	down-regulating	TLR-4	 (Wang	et	al.,	2009).	Whether	 these	are	examples	of	cell	

type	specific	actions	of	CAV1	or	the	differing	methodologies	generated	different	effects	is	unknown.		

	

1.6.8	Caveolin	Physiology:	Fibrosis	

Idopathic	pulmonary	fibrosis	(IPF)	is	a	chronic,	degenerative	disease	whereby	the	lungs	become	filled	

with	 scar	 tissue,	ultimately	 leading	 to	death.	 It	has	 very	 little	 in	 the	way	of	 treatment,	other	 than	
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lung	transplantation,	and	the	mortality	rate	of	those	diagnosed	with	IPF	is	extremely	high	(Schwartz	

et	 al.,	 1994).	 It	 is	 common	 after	 infection,	 resulting	 in	 excessive	 differentiation,	 proliferation	 and	

activation	 of	 fibroblasts.	 The	 differentiated	 form;	 myofibroblasts	 are	 a	 diagnostic	 marker	 of	 IPF,	

although	the	signalling	events	that	cause	differentiation	to	the	ECM	secreting	myofibroblasts	are	not	

fully	understood.	Damaged	alveolar	epithelial	cells	release	cytokines	such	as	TNF-α	and	TGF-β	which	

can	attract	fibroblasts	to	the	area	of	damage	where	they	proceed	to	differentiate	and	produce	ECM	

proteins.	There	 is	also	evidence	 that	 the	alveolar	 type	 II	epithelial	 cells	may	also	differentiate	 into	

myofibroblasts	directly	at	the	site	of	damage	(Moore	and	Herzog,	2013).	TGF-β	is	a	potent	mediator	

of	 alveolar	 epithelial-mesenchymal	 transition,	 i.e.	 the	 loss	 of	 epithelial	 cell	 characteristics	 and	

localisation	 to	 form	 cells	 resident	 in	 connective	 tissue.	 TGF-β1	 can	 be	 activated	 by	 cytoskeletal	

changes	caused	by	epithelial	damage,	and	importantly,	TGF-β1	signalling	has	been	shown	to	localise	

to	caveolae.		

CAV1	 inhibits	 TGF-β	 receptor	 phosphorylation	 of	 Smad2	 and	 therefore	 prevents	 the	 signal	

transduction	(Razani	et	al.,	2001)	as	well	as	inhibiting	the	nuclear	translocation	of	Smad3,	but	having	

no	effect	on	Smad4	or	7	(Yang	et	al.,	2013)Oxidative	stress	is	another	important	factor	in	IPF	which	is	

also	 regulated	 by	 CAV1.	 The	 inflammatory	 response	 causes	 ROS	 production	 and	 (through	 TGF-β	

signalling)	 a	 down	 regulation	 of	 glutathione	 (an	 anti-oxidant)	 production	 thus	 driving	 the	 fibrosis	

(Margaritopoulos	et	al.,	2013).	There	 is	 indeed	a	correlation	between	ECM	protein	deposition	and	

TGF-β	 signalling,	 as	 seen	 in	 CAV1	 KO	 mice.	 These	 mutant	 mice	 have	 an	 accelerated	 lung	

deterioration	 which	 is	 normally	 associated	 with	 age,	 with	 an	 increase	 in	 collagen	 and	 elastin	

deposition	causing	decreased	lung	compliance.	 Importantly,	the	deposition	of	ECM	correlated	with	

TGF-β	signalling	 spikes,	 indicating	 that	 it	was	 likely	 the	source	of	 the	 fibrosis	 seen	 in	 the	CAV1	KO	

lung	 tissue	 (Le	Saux	et	al.,	 2008)	TGF-β	has	also	been	demonstrated	 to	decrease	CAV1	expression	

levels	 in	 a	 dose	 dependent	 manner,	 adding	 even	 more	 evidence	 to	 the	 role	 of	 CAV1	 and	 TGF-β	

signalling	 in	 fibrosis.	 In	 both	 humans	 and	 rats	 with	 IPF,	 there	 is	 a	 decrease	 found	 in	 the	 CAV1	

expression	 levels	 and	 similar	 protein	 levels	 within	 the	 lung,	 including	 both	 alveolar	 epithelia	 and	
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myofibroblasts.	 Using	 a	 viral	 vector	 with	 the	 CAV1	 gene,	 it	 was	 possible	 to	 protect	 mice	 against	

bleomycin	 induced	 fibrosis;	with	 less	 fibrotic	 injury	 and	 lower	 levels	 of	 inflammation	 in	 the	 group	

treated	with	 the	CAV1	 vector.	 This	was	 reproduced	 in	 vitro	where	CAV1	overexpression	elicited	 a	

protective	 effect	 against	 TGF-β	 stimulation,	 resulting	 in	 lower	 ECM	 deposition.	 The	 signalling	

pathways	implicated	in	TGF-β	signalling	negatively	controlled	by	CAV1	are	the	MAPKs	ERK	(involved	

in	collagen	production	and	deposition)	and	JNK	(involved	in	fibronectin	production	and	deposition),	

but	not	p38	(Wang,	Zhang,	et	al.,	2006).	CAV1	expression	is	also	lower	in	leukocytes	in	IPF	patients,	

mirroring	 the	 phenotype	 seen	 in	 the	 fibroblasts,	 epithelia	 and	 endothelia.	 This	 phenotype	 is	 also	

generated	 from	healthy	 leukocytes	by	 incubation	with	TGF-β	or	 TNF-α.	 Exogenous	addition	of	 the	

CSD	 limits	 the	migration	 of	 neutrophils	 and	macrophages	 to	 the	 lungs	 in	 bleomycin	 induced	 IPF,	

showing	CAV1’s	anti-inflammatory	ability.	The	CSD	also	inhibited	MAPK	activation	through	ERK,	JNK	

and	p38	in	 leukocytes,	 limiting	the	fibrotic	phenotype,	 in	a	similar	way	to	the	effects	of	the	CSD	in	

epithelial	 cells	 (Tourkina	et	al.,	2010).	The	 fibrotic	phenotype	 (mimicked	by	TGF-β	and	TNF-α)	also	

results	 in	 the	 over-expression	 of	 CXCR4	 and	 an	 increased	 response	 of	 monocytes	 to	 CXCL12	

chemotaxis	which	again,	is	blocked	by	the	CSD,	preventing	the	collagen	producing	monocytes	from	

migrating	 to	 the	 lung.	 This	 seems	 to	 be	 protective	 against	 both	 fibrosis,	 but	 also	 inflammation	

(Tourkina	et	al.,	2010).	

	

1.6.9	Caveolin	and	Kinases	

While	 caveolae	 are	 implicated	 in	 clustering	 of	 signalling,	 it	 is	 important	 to	 note	 that	 caveolar	

dynamics	 and	 structure	 are	 controlled	 by	 kinases	 too.	 Out	 of	 6	 identified,	 they	 all	 seem	 to	 have	

rather	different	effects	on	caveolin.	ARAF1	has	a	stabilising	effect	on	caveolin	oligomers.	MGc26597	

and	src	interference	resulted	in	larger	caveolae,	indicating	that	these	tyrosine	kinases	play	a	role	in	

limiting	 the	 association	 of	 caveolin	 oligomers.	 Loss	 of	 KIAA0999	 and	 MAP3K2	 activity	 results	 in	

decreased	caveolae	movement.	This	suggests	that	they	are	responsible	for	control	of	the	machinery	

required	 to	 pinch	 in	 the	 caveolae	 for	 endocytosis.	 Another	 MAPK	 related	 kinase	 DYRK3	 had	 the	
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opposite	 effect	 to	 the	 previous	 two	 serine/threonine	 kinases,	 in	 that	 when	 removed,	 causes	 the	

caveolae	 to	 pinch	 and	 dock	more	 frequently,	 suggesting	 that	 DYRK3	 is	 involved	 in	 stabilising	 the	

caveolin	oligomers	at	 the	cell	 surface	 (Pelkmans	and	Zerial,	2005).	As	previously	mentioned,	CAV1	

has	been	 implicated	 in	control	of	MAPK	pathways,	by	 inhibition	of	ERK,	 JNK	and	p38.	Much	of	 the	

data	 generated	 on	 this	 is	 via	 comparing	 CAV1	 KO	 or	 CAV1	 KD	 cells	 with	 WT	 cells	 treated	 with	

selective	MAPK	inhibitors.				

The	 ERK1/2	 MAPK	 pathway	 is	 important	 in	 cell	 differentiation	 and	 growth	 factor	 stimulation;	

therefore	 it	 is	 relevant	 in	 the	 context	 of	 CAV1	 control	 over	 fibrotic	 diseases	 and	 proliferative	

pathways.	 ERK	 is	 localised	 within	 caveolae	 membranes	 and	 upon	 activation,	 it	 dissociates	 and	

initiates	 the	 p42/44	MAPK	 cascade.	 This	 is	 supported	 by	 the	 observation	 that	 down	 regulation	 of	

CAV1	results	in	constitutively	activated	ERK	 in	vivo,	therefore	it	 is	 likely	that	CAV1	holds	ERK	in	the	

inactive	 conformation	 by	 interaction	 with	 the	 CSD,	 relying	 on	 receptor	 activation	 to	 force	

dissociation	from	CAV1,	allowing	interaction	with	the	rest	of	the	cascade.	This	p42/44	pathway	also	

has	 a	 regulatory	 effect	 on	 CAV1	 expression,	 suggesting	 a	 positive	 feedback	mechanism,	 whereby	

activation	 of	 the	 pathway	 limits	 CAV1	 expression,	 resulting	 in	 stronger	 activation,	 or	 priming	 for	

more	signal,	but	is	normally	negatively	regulated	by	CAV1	(Engelman	et	al.,	1998).	

In	 alveolar	macrophages,	 CAV1	 KD	 has	 been	 shown	 to	 increase	 proinflammatory	 cytokines	 TNF-α	

and	IL-6	and	decrease	the	anti-inflammatory	cytokine	IL-10	upon	LPS	stimulation.	Over	expression	in	

the	same	cell	type	has	the	directly	opposite	effects.	This	is	mediated	by	the	p38	MAPK	pathway,	with	

increasing	CAV1	expression,	increasing	p38	phosphorylation.	This	seems	to	modulate	the	NFκB	and	

AP-1	 signals	 that	 drive	 production	 of	 the	 regulated	 cytokines.	 CAV1	 over	 expression	 causes	 a	

decrease	 in	 both	 NFκB	 and	 AP-1	 binding.	 When	 a	 p38	 inhibitor	 was	 included	 with	 CAV1	 over	

expression,	 this	 inhibition	 of	 transcription	 factor	 binding	 was	 abolished	 thus	 implicating	 p38	 and	

CAV1	 in	 anti-inflammatory	 roles	 in	 immune	 cells.	 Interestingly,	 in	 the	 LPS	 stimulation	 model	 of	

alveolar	macrophages,	 ERK	 and	 JNK	phosphorylation	was	 decreased,	while	 the	 p38	was	 increased	

contrary	to	the	accepted	view	that	CAV1	is	a	negative	regulatory	element	(Wang,	Kim,	et	al.,	2006).	
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The	 p38	 MAPK	 pathway	 activation	 during	 cellular	 stress	 results	 in	 phosphorylation	 of	 CAV1	 on	

tyrosine	14.	While	p38	is	an	S/T	kinase,	it	can	activate	c-Src	as	a	downstream	Y	kinase,	which	results	

in	 the	 CAV1	phosphorylation	 on	 Y14.	 The	 phosphorylation	 event	 is	 important	 for	 recruiting	 signal	

transduction	molecules	such	Grb2	and	SOS1	again	showing	CAV1	as	a	scaffolding	protein	for	multiple	

protein-protein	 interactions	 within	 a	 signalling	 pathway.	 This	 stress	 induced	 pathway	 of	 p38	

activation	 leading	 to	 CAV1	 phosphorylation	 can	 be	 decoupled	 by	 limiting	 cellular	 cholesterol,	 and	

thus	losing	caveolin	based	lipid	rafts,	therefore	highlighting	their	importance	in	mediating	the	signal	

transduction	possibly	by	concentrating	the	pathway	 intermediates	 into	the	small	area	of	a	caveola	

(Volonte	et	al.,	2001).	

The	 internal	 anti-proliferative	 pathway,	 initiated	 by	 BCL2	 and	 BCLxL	 on	 mitochondrial	 outer-

membranes	is	also	controlled	by	CAV1.	Phosphorylation	of	Y14	by	tyrosine	kinases	such	as	Src,	Abl	

and	Fyn	promotes	the	association	of	CAV1	with	BCL2	and	BCLxL,	which	is	not	observed	in	the	CAV1-β	

isoform	that	lacks	Y14.	This	association	promotes	the	phosphorylation	of	both	BCL2	and	BCLxL	thus	

initiating	 the	 anti-proliferative	 pathway	 when	 stimulated	 with	 the	 apoptosis	 inducer	 paclitaxel.	

Immunoprecipitation	 of	 phosphorylated	CAV1	 and	phosphorylated	 JNK	 gave	 some	 initial	 evidence	

that	JNK	is	associating	with	CAV1	phospho-Y14,	and	when	coupled	with	specific	inhibition	of	JNK,	it	

was	possible	to	show	that	the	JNK	pathway	is	 involved	in	phosphorylation	and	therefore	activation	

of	BCL2	and	BCLxL,	which	 is	promoted	by	CAV1	phospho-Y14.	This	 is	an	example	of	how	CAV1	can	

scaffold	signalling	molecules	at	locations	other	than	the	plasma	membrane	(Shajahan	et	al.,	2012).		

	

1.6.10	Caveolin	and	the	Glucocorticoid	Receptor	

Initially,	the	only	evidence	that	GR	could	be	complexed	with	CAV1	came	by	extrapolating	data	from	

ER	which	was	 shown	 to	be	associated	with	CAV1	at	 the	membrane.	 Later,	GR	 in	 complex	with	 its	

chaperone;	 HSP90	 was	 found	 in	 detergent	 resistant	 membrane	 fractions	 along	 with	 CAV1	 and	

STAT3.	DEX	administration	increased	the	amount	of	GR	found	in	the	detergent	resistant	membranes,	

suggesting	 a	 link	 between	 activation	 and	 localisation.	Whether	 DEX	 induces	 GR	 to	 associate	with	
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rafts	or	whether	 ligand	stimulated	GR	dissociates	from	rafts	and	 is	replaced	by	free	cytosolic	GR	 is	

unknown,	however	 the	 latter	 is	 favoured	(Jain	et	al.,	2005).	There	 is	some	contradictory	evidence;	

using	 fluorescence	microscopy	 techniques,	 it	was	 shown	 that	CAV1	and	mGR	do	not	 co-localise	 in	

caveolae	 (Spies	 et	 al.,	 2006).	 This	 experiment	 depended	 on	 the	 over-expression	 of	 CAV1	 with	 a	

fluorescent	tag,	which	can	be	localised	to	different	compartments	due	to	a	difference	in	CAV1:Cavin	

ratios	 (Parton	and	Del	Pozo,	2013),	which	may	explain	 the	contradictory	 findings,	especially	as	 the	

cellular	 specific	 location	 of	 CAV1	was	 not	 established,	 only	whether	 it	was	 colocalised	with	mGR.		

Filipin	 III	 disruption	 of	 membrane	 rafts	 by	 cholesterol	 depletion	 (Bavari	 et	 al.,	 2002)	 causes	 a	

reversible	inhibition	of	mGR	signalling	assessed	using	a	luciferase	reporter	gene	with	a	GRE.	Similar	

results	 were	 found	 using	 progesterone	 as	 a	 raft	 disruptor.	 DEX	 administration	 causes	

phosphorylation	of	 CAV1	which	 allows	 the	CSD	 to	 interact	with	many	proteins.	 This	 suggests	 that	

both	 CAV1	 and	 GR	modulate	 each	 other’s	 signalling	 events.	 Selective	 inhibition	 showed	 that	 this	

phosphorylation	was	dependent	on	both	GR	and	PI3K,	with	the	tyrosine	kinase	responsible	for	the	

phosphorylation	likely	to	be	c-src.	Using	the	CSD	as	a	dominant	negative	it	was	possible	to	show	that	

there	was	less	phosphorylation	of	CAV.	It	also	inhibited	Gc	induced	phosphorylation	of	PKB.	The	CSD	

was	able	to	stop	TNF-α	reporter	gene	activation,	suggesting	that	CAV1	phosphorylation	is	required	

for	 TNF-α	 signal	 transduction	 events.	 However,	 it	 did	 not	 prevent	 activation	 of	 a	 similar	 reporter	

gene	 containing	 a	 GRE.	 Similarly	 in	 a	 CAV1	 KD	 model,	 TNF-α	 signalling	 was	 abrogated,	 but	 GR	

transactivation	was	unaffected	using	the	same	reporter	genes.	These	data	indicate	that	CAV1	is	not	

essential	for	GR	translocation	(Matthews	et	al.,	2008).		

The	non-genomic	pathways	of	Gcs	are	controlled	by	CAV1.	Gcs	have	potent	anti-proliferative	effects;	

however,	 this	ability	 is	 lost	 in	CAV1	KD	or	KO	cells.	Due	 to	 the	 fact	 that	CAV1	does	not	affect	 the	

transactivation	 potential	 of	 GR,	 the	 observation	 that	 loss	 of	 CAV1	 stops	 the	 anti-proliferative	

signalling	 can	 be	 attributed	 to	 CAV1	 control	 over	 the	 non-genomic	 effects	 of	 the	 GR.	 The	

transrepression	was	not	analysed,	therefore	it	 is	possible	that	CAV1	may	affect	these	properties	of	

GR	too	(Matthews	et	al.,	2008).	
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High	 throughput	 proteomic	 analysis	 has	 aided	 in	 the	 understanding	 of	 how	 CAV1	 interacts	 with	

mGR.	Using	BSA	conjugated	Gcs	 it	 is	possible	 to	distinguish	 the	mGR	effects	 from	the	cGR	effects.	

The	BSA	moiety	prevents	the	steroid	crossing	the	plasma	membrane	and	therefore	is	only	accessible	

by	the	mGR.	Proteomics	analysis	found	that	mGR	and	CAV1	are	associated.	When	using	the	5E4	anti-

GR	 antibody	 to	 validate	 the	 result	 via	 in	 situ	 proximity	 ligation	 assay	 (PLA)	 no	 GR	 was	 detected,	

however	mGR	was	detected	using	the	M20	antibody.	This	was	explained	by	the	previous	observation	

that	 5E4	 recognises	GR	 by	 the	AF-1	 domain,	which	 is	 the	 proposed	 site	 of	mGR-CAV1	 association	

(Vernocchi	et	al.,	2013).	KD	of	CAV1	resulted	in	a	70%	loss	in	CAV1-mGR	dimers	and	a	reduction	in	

membrane	 localised	 GR.	 Interestingly	 CAV1	 can	 control	 the	 outcome	 of	mGR	 stimulation.	 In	 cells	

expressing	CAV1,	stimulation	with	BSA	conjugated	cortisol	results	 in	down	regulation	of	HADH	and	

CoxVb	 genes,	 two	 genes	 that	 are	 both	 classically	 regulated	 by	 GR.	 However	 upon	 CAV1	 KD,	 the	

cortisol-BSA	stimulation	resulted	in	an	up	regulation	of	CoxVb,	and	no	change	for	HADH.	When	the	

same	cortisol-BSA	assays	were	performed	in	CCRF-EFM	cells	and	Jurkat	cells,	which	do	not	express	

CAV1	unlike	the	U2-0S	cells	used	before,	the	GR	was	still	able	to	translocate	to	affect	transcription.	

This	suggests	that	CAV1	is	not	needed	for	GR	nuclear	translocation,	unlike	the	ER	(Vernocchi	et	al.,	

2013).	

GR	(and	MR,	but	not	the	sex	steroids)	agonists	have	been	shown	to	increase	the	expression	of	CAV1,	

and	the	total	protein	content	in	vascular	cell	 lines	(Igarashi	et	al.,	2013).	The	expression	increase	is	

reversibly	stopped	by	GR	inhibitors.	There	is	indeed	a	GRE	1526bp	upstream	of	the	CAV1	promoter	

which	 is	 implicated	 in	 transactivation	of	CAV1.	This	 increase	 in	expression	was	also	 reproduced	 in	

lung	epithelial	 cells,	however	because	 the	whole	organ	 lysates	did	not	show	a	change	 in	mRNA	or	

protein	 levels	 after	 48hours,	 it	 is	 unlikely	 that	 DEX	 affects	 CAV1	 concentration	 in	 non-endothelial	

cells,	at	least	according	to	these	data.		

	

When	 looking	at	VEGFR	signalling,	 the	DEX	 induced	CAV1	up	 regulation	caused	attenuation	of	 the	

phosphorylation	events	at	VEGFR2,	Akt,	ERK1/2	and	eNOS.	This	was	abolished	by	using	either	siRNA	
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for	CAV1,	or	by	using	a	GR	antagonist.	The	role	of	GR	activation	 in	 inhibiting	the	VEGF	signal	 is	by	

increasing	the	amount	of	CAV1,	as	fractionation	showed	that	CAV1	was	localised	to	the	membrane	

whether	 the	 cells	 were	 stimulated	 with	 DEX	 or	 not.	 This	 could	 be	 a	 physiological	 control	 of	

angiogenesis	 by	 Gcs.	 Interestingly;	 CAV1	 up-regulation	 by	 Gcs	 can	 explain	 some	 of	 the	 anti-

inflammatory	 effects	 by	 increasing	 the	 CAV1	 mediated	 inhibition	 of	 eNOS.	 The	 same	 study	 also	

implicated	 the	 same	 pathway	 induced	 by	 DEX	 and	 modulated	 by	 CAV1	 in	 limiting	 microtubule	

formation	(Igarashi	et	al.,	2013).	

	

1.7.1	 In	 vivo	Models	 of	 Inflammation	 Sensitive	 to	 Glucocorticoids:	 Aerosolised	 Lipopolysaccharide	

Challenge	

TLR4	is	the	major	receptor	involved	in	the	response	to	its	ligand	LPS.	It	is	highly	expressed	in	immune	

cells;	macrophages,	dendritic	cells	and	B	cells.	LPS	is	a	marker	of	Gram	negative	bacteria	(Strieter	et	

al.,	2002).	It	 is	also	expressed	on	epithelial	cells.	Bronchial	epithelial	cells	are	the	first	to	come	into	

contact	with	aerosolised	LPS.	Upon	TLR4	activation,	MyD88	is	recruited,	and	through	a	series	of	MAP	

kinases,	 the	 signal	 is	 propagated	 to	 activate	 NFkB	 and	 AP-1	 transcription	 factors	 resulting	 in	 the	

induction	 of	 pro	 inflammatory	 cytokines	 (Akira	 and	 Takeda,	 2004).	 Gc	 repress	 both	 of	 these	

transcription	factors.	

The	 inhaled	 LPS	 mimics	 the	 pathology	 of	 ALI	 (acute	 lung	 injury),	 and	 is	 a	 way	 to	 separate	 the	

adaptive	 immune	 response	 from	 the	 innate	 immune	 mechanisms	 thanks	 to	 it	 being	 a	 sterile	

challenge,	i.e.	there	is	no	microorganism	in	the	challenge,	only	the	TLR4	ligand,	LPS.	

The	 challenge	 causes	 high	 levels	 of	 pulmonary	 neutrophilia,	 and	 chemokines	 associated	 with	

neutrophil	 movement	 in	 the	 BALF.	 These	 neutrophils	 can	 be	 found	 throughout	 the	 lung,	 at	 the	

bronchioles	and	in	alveolar	spaces	(Roos	et	al.,	2014).	

As	 the	 LPS	 is	 inhaled,	 it	 is	 not	 absorbed	 into	 the	blood	 stream,	which	minimizes	 systemic	 effects.	

Systemic	LPS	can	lead	to	complications,	and	cause	death,	however	the	localisation	of	the	challenge	

to	the	lung	means	that	less	Gc	release	as	the	HPA	axis	will	not	be	highly	activated.	The	release	of	Gc;	
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corticosterone	 in	mice,	 results	 in	 immune	 suppression	 and	 therefore	will	mask	 the	 effects	 of	 any	

exogenous	Gc	treatment.	

TLR4	activation	can	propagate	via	two	 independent	pathways,	 the	MyD88	pathway,	or	 the	MyD88	

independent	pathway.	The	MyD88	pathway	signals	through	the	adaptor	proteins	IRAK-4,	IRAK-1	and	

TRAF6.	IRAK-4	KO	macrophages	and	mice	show	defects	in	LPS	stimulation	and	are	resistant	to	sepsis	

(Suzuki	et	al.,	2002),	while	 IRAK-1	KO	macrophages	show	a	 less	 severe	phenotype	 (Swantek	et	al.,	

2000).	The	cascade	then	reaches	TAK-1	(TGFb-associated	kinase-1),	a	MAPK	(MAP3K8).	TAK-1’s	role	

in	 the	 inflammatory	 signalling	 is	 complex,	 KD	 in	 vivo	 results,	 paradoxically,	 in	 a	 pro-inflammatory	

phenotype,	(Vink	et	al.,	2013)	however,	a	full	KO,	results	in	poor	inflammatory	signalling,	with	a	lack	

of	activation	of	JNK	and	IKKB,	but	not	IKKa	(Shim	et	al.,	2005).	Nevertheless,	TAK-1	activation	results	

in	 phosphorylation	 of	 IKK,	 therefore	 degradation	 of	 IKB,	 and	 activation	 of	 NFkB.	 Similarly,	 TAK-1	

signals	through	MAPKs	(JNK,	p38)	to	activate	AP-1(Lu,	Yeh	and	Ohashi,	2008).		

The	MyD88	 independent	 pathway	 is	 less	 well	 studied,	 and	 results	 in	 another	 transcription	 factor	

being	 recruited	 as	 well	 as	 NFkB	 and	 AP-1:	 IRF3	 (Interferon	 regulatory	 factor).	 This	 pathway	 is	

involved	more	 in	an	anti-microbial/anti-viral	 response	 than	 the	MyD88	pathway	 (Bowie	and	Haga,	

2005).		

	

1.7.2	In	vivo	Models	of	Inflammation	Sensitive	to	Glucocorticoids:	Ovalbumin	Sensitisation	

Ovalbumin	is	used	as	a	model	for	antigen	induced	asthma.	The	type	of	airway	inflammation	induced	

is	 dependent	 on	 the	 adjuvant,	 ovalbumin	 plus	 Alum	 (aluminium	 hydroxide)	 results	 in	 a	 Th2	 type	

response,	 with	 increased	 airway	 eosonophilia,	 in	 comparison	 to	 the	 CFA	 (Complete	 Freund’s	

Adjuvant)	 which	 consists	 of	 inactivated	 mycobacteria,	 and	 generates	 a	 TNF-a	 dependent	 Th1	

response,	with	high	neutrophilia,	which	is	resistant	to	Gc	suppression	(Dejager	et	al.,	2015).		

	

The	procedure	can	vary,	with	no	treatment	regimen	being	accepted	as	the	de	facto	way	to	 induce	

asthma	 pathology.	 However,	 all	 procedures	 follow	 a	 similar	 pattern	 of	 intraperitoneal	 or	
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subcutaneous	 injection	 of	 ovalbumin	with	 an	 adjuvant	 over	 2+	weeks	 to	 induce	 allergy	 and	 T-cell	

proliferation,	 followed	 by	 an	 inhaled	 challenge	 of	 dissolved	 ovalbumin	 to	 induce	 airway	

inflammation,	cellular	infiltrate	and	hyperresponsiveness.	The	ovalbumin	model	does	not	depend	on	

mast	 cells,	 as	 mice	 lacking	 mast	 cells	 are	 indistinguishable	 from	 littermate	 controls	 in	 terms	 of	

response	to	ovalbumin,	despite	being	implicated	in	many	allergic	diseases	(Takeda	et	al.,	1997).	The	

mouse	 allergic	 response	 displays	 some	 similarity	 to	 human	 asthma,	 as	 previously	 mentioned	 -	

eosoniphilia,	 Th2	 response,	 airway	 remodelling,	 and	 a	 reversible	 inflammatory	 response	 (Kumar,	

Herbert	and	Kasper,	2004).		

The	 ovalbumin	model	 does	 has	 its	 limitations;	 it	 is	 not	 a	 perfect	model	 of	 human	 asthma.	 This	 is	

demonstrated	 by	 there	 being	 poor,	 or	 no	 late	 phase	 response	 of	 airway	 hyperresponsiveness,	

despite	 large	 numbers	 of	 cells	 found	 at	 this	 time	 point,	 in	 mice.	 While	 a	 late	 phase	 response	 is	

characteristic	of	asthma	in	humans	(Zosky	et	al.,	2008).		

	

CavKO	 mice	 are	 reported	 to	 show	 an	 increase	 in	 airway	 responsiveness	 at	 baseline,	 and	 after	

ovalbumin	 challenge	 compared	 to	 WT	 mice.	 CavKO	 mice	 also	 showed	 an	 increase	 in	 cellular	

infiltrate,	 increase	 in	 TNFa	 receptor	 and	 IL4	 receptor	 in	 comparison	 to	WT,	 both	 at	 baseline	 and	

when	 treated	with	ovalbumin.	 Interestingly,	WT	mice	 show	an	 increase	 in	 cav1	protein,	 and	cavin	

proteins,	 suggesting	 that	 cav1	 has	 a	 protective	 role	 in	 airway	 hyperresponsivity.	 The	 authors	

attribute	 this	 to	 increased	 ariginase	 activity,	 resulting	 in	 decreased	 NO	 and	 therefore	 increased	

airway	 tone.	 They	 also	 highlight	 the	 increased	 collagen	 deposition	 found	 in	 CavKO	 mice	 which	

contributes	to	the	observed	phenotype	(Aravamudan	et	al.,	2012).	

	

1.7.3	Molecular	Mechanisms	of	Resistance	to	Glucocorticoid	Treatment	During	Inflammation		

At	 the	 most	 basic	 level,	 Gc	 resistance	 occurs	 by	 a	 down-regulation	 of	 GR	 expression	 caused	 by	

administration	of	GR	agonists.	The	down	regulation	becomes	apparent	rather	quickly,	often	coming	

into	effect	within	24	hours.	This	physiological	effect	of	Gcs	is	exacerbated	by	chronic	administration.	
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A	 meta-analysis	 of	 many	 different	 data	 has	 suggested	 that	 the	 GR	 has	 around	 50%	 expression	

reduction	 upon	 addition	 of	 agonist	 (Schaaf	 and	 Cidlowski,	 2002),	 although,	 all	 of	 the	 data	 were	

obtained	in	various	cell-lines,	so	how	this	affects	the	HPA-axis	isn’t	defined.	The	mechanism	for	the	

down-regulation	of	GR	by	agonists	is	not	well	characterised.	There	is	evidence	that	it	is	controlled	at	

the	 transcriptional	 phase	 (Rosewicz	et	 al.,	 1988)	whereby	 there	 is	 a	 direct	 down-regulation	of	GR	

mRNA,	which	is	correlated	to	the	decrease	in	GR	protein.	However,	there	is	counter	evidence	to	this,	

as	 mRNA	 half-life	 was	 unaffected	 by	 DEX	 treatment,	 indicating	 that	 there	 is	 post-transcriptional	

control	 on	 GR	 production	 (Dong	 et	 al.,	 1988).	 Therefore,	 it’s	 expected	 to	 involve	more	 than	 one	

mechanism	(Schaaf	and	Cidlowski,	2002).	Degradation	of	GR	via	the	proteosome	contributes	to	the	

down-regulation	 of	 GR.	 Ligand	 binding	 causes	 hyperphosphorylation	 of	 GR,	 which	 has	 been	

implicated	in	the	stability	of	GR	(Webster	et	al.,	1997).	This	phosphorylation	mediates	ubiquitination	

of	 the	GR	at	K426,	 located	 in	 the	PEST	 sequence	 (Wallace	and	Cidlowski,	 2001).	 This	proteosomal	

ligand-dependent	degradation	was	confirmed	by	the	use	of	proteosome	inhibitors	and	mutation	of	

the	 ubiquitination	 site	 (K426A);	 resulting	 in	 a	 loss	 of	 ligand	 induced	GR	 down-regulation	 (Wallace	

and	Cidlowski,	2001).		

The	alternate	isoforms	GRβ	(Bamberger	et	al.,	1995;	Oakley	et	al.,	1997;	Taniguchi	et	al.,	2010),	GRγ	

(Ray	et	al.,	1996;	Taniguchi	et	al.,	2010),	GR-P	and	GR-A	(Moalli	et	al.,	1993)	(discussed	in	more	detail	

eailer)	have	been	 implicated	 in	Gc	resistance,	 in	the	case	of	GRβ	and	GRγ	via	a	dominant	negative	

action.	The	mechanisms	of	the	dominant	negative	effects	produced	by	these	isoforms	are	not	well	

characterised.	One	hypothesis	 states	 it	may	be	mediated	by	 formation	of	 transcriptionally	 inactive	

heterodimers	 between	 GRα	 and	 the	 other	 isoforms	 (Oakley	 et	 al.,	 1997;	 Strickland	 et	 al.,	 2001).	

Opposing	hypotheses	exist,	such	as	that	GRβ	may	compete	for	co-activators	with	GRα,	thus	reducing	

the	transactivation	effects	(Yudt	et	al.,	2003;	Taniguchi	et	al.,	2010).	

NFκB	is	another	factor	 involved	in	Gc	resistance,	due	to	 it	having	a	repressive	effect	on	GR	activity	

via	interaction	of	GR	with	the	p65	subunit	found	in	NFκB	proteins	(Caldenhoven	et	al.,	1995;	McKay	

and	Cidlowski,	1998).	This	inhibition	of	the	GR	via	the	p65	subunit	is	mirrored	by	other	NRs,	like	ER	
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(Galien,	 Evans	 and	 Garcia,	 1996).	 Translocation,	 transactivation	 and	 DNA	 binding	 of	 NFκB	 is	 not	

required	for	the	mechanism	of	mutual	inhibition,	as	shown	by	removal	of	these	individual	domains	

(Doucas	et	al.,	2000),	however	the	same	research	showed	that	it	does	require	PKA	(protein	kinase	A)	

phosphorylation	of	NFκB.	This	suggests	that	NFκB	is	unable	to	inhibit	GR	when	it	is	not	activated	and	

held	 in	 an	 inactive	 conformation	by	 IκB.	 This	was	backed	up	by	 further	 research	which	 implicates	

that	 IκB	 must	 be	 removed	 to	 allow	 the	 mutual	 inhibition	 of	 GR	 and	 NFκB	 (Zhong	 et	 al.,	 1997).	

However,	there	is	evidence	to	suggest	the	opposing	view;	that	GR,	NFκB	and	IκB	complex	together	in	

both	the	nucleus	and	cytoplasm	via	the	p65	and	p50	subunits.	Importantly	this	was	shown	to	occur	

without	 stimulation	 from	 Gcs	 or	 TNFα	 (tumor	 necrosis	 factor	 α),	 indicating	 that	 it	 occurs	

constitutively	within	the	cell.	The	same	study	found	that	TNFα	increases	GR	association	with	HSP90	

(90kDa	heat	shock	protein),	 showing	a	cross-talk	between	the	pathways	of	 inflammation	and	anti-

inflammation	 (Widen,	 Gustafsson	 and	Wikstrom,	 2003).	 Therefore,	 problematically,	 inflammation,	

the	pathology	that	Gcs	are	used	to	treat	can	cause	resistance	to	the	drug.	This	means	that	treatment	

requires	careful	consideration	into	dose.	It	must	be	able	to	both	be	enough	to	over-come	the	effects	

of	resistance,	but	as	many	have	recommended;	the	lowest	dose	possible	to	limit	side	effects.		

	

1.8	Circadian	Rhythms		

Circadian	rhythms	are	defined	as	self-sustaining	oscillations	that	occur	over	24	hour	periods.	These	

oscillations	 can	be	 found	 throughout	evolution,	and	 in	mammals	are	 controlled	by	 light	 signalling,	

input	 into	 the	 brain	 to	 the	master	 pace	maker	 the	 suprachiasmatic	 nucleus	 (SCN)	 located	 in	 the	

hypothalamus.	The	SCN	is	entrained	by	light,	that	is,	it	will	synchronise	its	24	hour	oscillations	with	

light	 in	 the	 environment,	 however,	 in	 constant	 darkness,	 it	 will	 continue	 to	 maintain	 a	 24	 hour	

rhythm.	 Surgical	 lesioning	 of	 the	 SCN	 causes	 loss	 of	 circadian	 behaviour	 (Ralph	 et	 al.,	 1990).	 This	

ensures	 that	 the	physiology	of	 the	organism	 is	matched	 to	 the	 rhythmic	environment.	 Light	 is	not	

the	only	time	information,	different	organs	respond	strongly	to	other	signals,	for	example	the	liver	

can	be	entrained	to	feeding	signals,	causing	mice	to	phase	shift	under	restricted	feeding	regimens,	
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where	 food	 is	 only	 available	 in	 the	usual	 inactive	phase.	However,	 this	 does	not	 fully	 switch	 their	

clock,	 as	 evidenced	 by	 their	 plasma	 corticosterone	 levels.	 Corticosterone	 normally	 peaks	 directly	

before	 the	 active	 phase,	 but	 reverse	 phase	 fed	 mice	 display	 a	 biphasic	 peak,	 where	 the	

corticosterone	peaks	before	feeding,	but	then	also	again	before	their	usual	active	phase	(Le	Minh	et	

al.,	 2001).	 The	 clocks	 in	 tissues	 other	 than	 the	 SCN	 are	 termed	 peripheral	 clocks.	 They	 operate	

independently	 to	 the	 SCN,	 but	 are	 synchronized	 by	 it.	 This	 can	 be	 demonstrated	 by	 the	 fact	 that	

tissues	removed	from	the	body,	are	able	to	oscillate	independently	for	days,	with	no	time	signal.		

Circadian	 rhythms	 control	 many	 aspects	 of	 physiology,	 including	 inflammation	 and	 metabolism.	

Glucose	homeostasis	 is	 tightly	 controlled,	and	hormones	 involved	 in	 it	display	 rhythmicity.	 Insulin,	

glucagon	and	Gcs	are	all	secreted	rhythmically	(Boden	et	al.,	1996;	Ruiter	et	al.,	2003).	SCN	lesioned	

mice	 lose	any	 rhythmicity	 in	plasma	glucose	 concentrations,	demonstrating	 the	 importance	of	 the	

daily	 rhythm	 in	 controlling	 these	 fluctuations.	 Interestingly,	 the	 glucose	 concentration	 was	

unaffected	 by	 scheduled	 or	ad	 libitum	 (at	 will)	 feeding,	 with	 glucose	 peaking	 at	 the	 onset	 of	 the	

animal’s	active	phase,	showing	that	food	timing	does	not	affect	plasma	glucose,	but	daily	rhythms	do	

(La	Fleur	et	al.,	1999).	 Lipid	metabolism	 is	also	controlled	 in	a	circadian	manner,	with	many	genes	

being	 directly	 regulated	 by	 circadian	 transcription	 factors.	 Circulating	 lipids	 and	 cholesterol	 are	

higher	 in	 the	 active	 phase	 of	 rats,	 and	 this	 is	 likely	 controlled	 by	 changes	 in	 lipoproteins	 such	 as	

apolipoprotein	B,	which	is	higher	at	the	end	of	the	active	phase	(Pan	and	Hussain,	2007).	

Energy	 production	 seems	 to	 be	 one	 of	 the	 key	 aspects	 of	 biology	 that	 circadian	 rhythms	 control.	

Mitochondrial	 oxidative	 function	 is	modulated	 by	 the	 clock.	 	 This	 is	 through	 daily	 cycles	 of	 NAD+	

which	are	the	ligand	for	the	NAD+	dependent	deacetylase	SIRT3.	Due	to	the	cycling	levels	of	the	co-

factor,	 NAD+,	 SIRT3	 deacetylation	 of	 the	mitochondrial	 proteins	 and	 therefore	 the	 inactivation	 of	

said	proteins	also	cycles.	In	mutant	mice	deficient	in	circadian	rhythms	(BMAL1	knockout	mice),	the	

SIRT3	 activity	 was	 reduced	 thanks	 to	 an	 overall	 reduction	 in	 NAD+	 suggesting	 that	 cycling	

mitochondrial	activity	is	dependent	on	a	functional	clock	(Peek	et	al.,	2013).	



 74 

Protein	 translation	 is	 strongly	 circadian	 regulated.	 Ribosomal	 production	 changes	 over	 a	 24	 hour	

cycle,	 and	authors	 speculated	 that	 translation	would	be	decreased	by	 roughly	20%	 in	 the	 inactive	

phase.	Therefore,	protein	production	is	highest	when	the	mammal	is	active	and	feeding,	caused	by	

an	 increase	 in	 total	 rRNA,	 and	 activation	 of	 EIF4E	 (eukaryotic	 translation	 initiation	 factor	 4	 E)	 via	

phosphorylation	 (Jouffe	 et	 al.,	 2013).	 BMAL1	 also	 associates	 directly	 with	 ribosomes	 after	

phosphorylation	by	ribosomal	s6	protein	kinase	1.	This	also	stimulates	protein	synthesis,	adding	to	

the	rhythmic	control	of	protein	synthesis	directly	by	the	circadian	machinery	(Lipton	et	al.,	2015).	

	

	

	

	

	

	

Fig.1.7.	The	molecular	clockwork.	BMAL	and	CLOCK	cooperate	to	regulate	rhythmic,	clock	controlled,	

genes,	as	well	as	the	repressors	Per	and	Cry,	which	act	as	a	negative	feedback	loop	to	turn	off	the	

expression	of	BMAL,	therefore	reducing	their	own	expression,	allowing	BMAL	to	be	expressed	again,	
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restarting	the	loop.	BMAL	also	controls	the	expression	of	the	RORs	and	REV-ERBs,	which	activate	and	

repress	genes	 respectively.	The	RORs	and	REV-ERBs	act	as	a	 fine	 tuning	 to	gene	expression	within	

the	clock	controlled	genes,	and	BMAL	expression.	Adapted	from	(Ko	and	Takahashi,	2006).	

	

1.8.1	The	Molecular	Clock.	

The	 core	 clock	 consists	of	multiple	 transcription	 factors,	which	 form	a	 transcriptional-translational	

feedback	 loop,	whereby	BMAL1	 (Brain	 and	Muscle	ARNT-Like	 1)	 and	CLOCK	 (Circadian	 Locomotor	

Cycles	 Kaput)	 activate	 the	 transcription	 of	 many	 genes,	 including	 the	 negative	 arm	 of	 the	 clock	

(Fig.1.7).	 Cry	 (Cryptochrome)	 1	 and	2	 along	with	Per	 (Period)	 1	 and	2	 are	 thereby	 translated,	 and	

inhibit	 the	 action	 of	 BMAL1	 and	 CLOCK,	 thus	 preventing	 their	 own	 transcription,	 and	 starting	 the	

cycle	 over	 again.	 This	 transcriptional-translational	 feedback	 loop	oscillates	 roughly	 every	 24	hours	

(Doherty	and	Kay,	2010).	Alongside	this	“core	clock”	consisting	of	BMAL1,	CLOCK,	Cry	and	Per,	there	

is	 the	auxiliary	 loop.	This	consists	of	 the	nuclear	 receptors	NR1D1,	NR1D2	 (Rev-erbα,	Rev-erbβ)	as	

the	negative	arm	and	NR1F1	(RORα)	as	the	positive	arm.	The	DNA	binding	sites	of	the	BMAL1	and	

Rev-erb	RORα	overlap,	 indicating	that	Rev-erb	and	RORα	have	an	 input	 into	the	action	of	the	core	

clock	 loop	 	 (Cho	et	al.,	 2012;	 Zhang	et	al.,	 2015).	 See	Fig.1.7	 for	a	diagram	of	 the	molecular	 clock	

work	and	transcriptional	translational	feedback	mechanism.	

The	actions	and	dynamics	of	the	core	clock	have	been	well	studied.	An	extensive	study	using	ChIP-

seq	 (Chromatin	 Immunoprecipitation	 followed	by	high	 throughput	 sequencing)	demonstrated	 that	

the	activation	and	repression	of	circadian	controlled	transcription	is	not	only	down	to	transcription	

factor	 binding,	 but	 daily	 remodeling	 of	 chromatin	 caused	 by	 the	 core	 clock.	 The	 histone	 marks	

H3K4me3,	H3K9Ac	and	H3K27Ac	(all	activating	marks	showing	poised	or	activated	enhancer	regions)	

are	rhythmic,	driven	by	the	molecular	clock.	Similarly,	RNA	polymerase	II	is	differentially	recruited	to	

chromatin	 depending	 on	 the	 time	 of	 day,	 driving	 circadian	 oscillations	 in	 mRNA	 production.	 This	

gave	 insight	 into	how	transcription	varies	by	time	of	day:	Enhancers	become	activated	at	circadian	

time	6-8,	with	peak	transcription	occurring	at	15	hours,	followed	by	repression	from	16	to	22	hours	
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circadian	time	(Koike	et	al.,	2012).	This	rhythmic	transcription	can	be	found	in	multiple	organs,	and	

those	 rhythmic	 mRNAs	 are	 specific	 to	 each	 organ.	 The	 phase	 at	 which	 most	 of	 the	 circadian	

transcription	 occurs	 varies	 by	 tissue	 also,	 with	 different	 tissues	 running	 out	 of	 phase	 with	 one	

another.	It	was	also	found	that	many	of	the	rhythmic	genes	were	targets	for	major	drugs,	suggesting	

that	the	concept	of	chronotherapy	is	more	important	than	previously	thought	(Zhang	et	al.,	2014).	

The	 molecular	 action	 of	 the	 Rev-erb/RORα	 is	 different	 from	 the	 common	 competition	 model	

assumed.	Recent	advancements	by	Zhu	et	al	demonstrated	that	the	competition	model	is	unlikely	as	

the	repressors	Rev-erb	and	the	activator	RORα	are	bound	to	chromatin	at	the	same	time,	suggesting	

a	 facilitated	 loading	model,	whereby	RORα	and	BMAL1	open	 the	 chromatin,	 and	allow	Rev-erb	 to	

bind,	thus	initiating	the	repression.	Opposing	the	repression	model,	over	expression	of	BMAL1	and	

RORα	increase	the	binding	capacity	of	Rev-erb,	which	has	a	preference	for	open	chromatin	(Zhu	et	

al.,	2015).	

Rev-erbα	is	strongly	associated	with	metabolic	actions	within	the	clock.	Rev-erbα	knockout	mice	gain	

significantly	more	fat	mass	than	wild	type	mice	when	put	on	a	high	fat	diet,	and	rely	on	lipids	more	

as	energy	than	their	wild	type	littermates.	Similarly,	glucose	metabolism	functions	are	perturbed	in	

Rev-erbα	KO	mice,	they	are	hyperglycemic,	but	not	insulin	resistant.	Nor	do	they	have	defects	in	the	

gluconeogenic	pathway	as	shown	by	a	pyruvate	tolerance	test	(Delezie	et	al.,	2012).	The	effects	of	

Rev-erbα	 are	 not	 limited	 to	 the	 liver,	 it	 is	 essential	 for	 mitochondrial	 biogenesis,	 and	 Rev-erbα	

knockout	mice	 show	 a	 decreased	 exercise	 tolerance,	 due	 to	 a	 decrease	 in	mitochondrial	 number	

(which	can	be	recovered	in	vitro	by	Rev-erbα	over	expression).	The	AMPK	(AMP	dependent	protein	

kinase)	 pathway,	 which	 is	 important	 in	 sensing	 AMP/ATP	 levels	 and	 mitochondrial	

activity/biogenesis,	 is	also	affected	by	 loss	of	Rev-erbα.	The	mRNA	 levels	of	Lkb1	 (liver	kinase	b1),	

the	 AMPK	 activator	 are	 decreased	 as	 are	 the	 activity	 levels	 of	 AMPK	 itself,	 suggesting	 this	 is	 the	

mechanism	for	decreased	muscular	mitochondria	(Woldt	et	al.,	2013).	
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1.8.2	Interaction	Between	the	Molecular	Clock	and	the	Glucocorticoid	Receptor		

Corticosterone	the	endogenous	Gc	 in	mice	 is	 rhythmic,	as	 is	 the	equivalent	 in	humans	(cortisol).	 It	

peaks	at	the	onset	of	the	active	phase,	 in	mice,	at	dusk.	 It	 is	 involved	 in	 inducing	wakefulness	and	

activity.	When	 the	 food	 zeitgeber	 is	 altered,	and	access	 to	 food	 is	 restricted	 to	 the	 inactive	phase	

(light	phase),	mice	will	alter	their	sleep/wake	cycle	to	fit	this,	and	move	from	nocturnal	to	diurnal,	

however,	 this	 only	 affects	 the	 circadian	 rhythm	 of	 peripheral	 clocks,	 such	 as	 the	 liver,	 while	 the	

dominant	pace	maker	in	the	SCN	remains	unchanged.	Adrenalecatomised	mice	more	rapidly	become	

accustomed	to	the	phase	switching	compared	to	their	sham	operated	counterparts,	suggesting	that	

Gc	 inhibit	 this	phase	change	 in	 the	peripheral	 tissues	by	 resetting	 the	clock	genes	 (Le	Minh	et	al.,	

2001).	Further	evidence	that	Gc	reset	clock	controlled	genes	comes	from	transriptomic	studies.	Gc	

reset	and	 therefore	synchronise	 the	circadian	 transcriptome,	 likely	 through	direct	effects	on	some	

genes,	but	also	by	regulating	core	clock	genes	such	as	Per1,	BMAL1	and	Cry1.	The	liver	has	a	strongly	

circadian	 transcriptome,	and	Gc	administration	affect	 around	60%	of	 rhythmic	 transcripts	 in	mice.	

Interestingly,	many	of	the	circadian	genes	that	Gc	affect	also	contain	HNF4α	binding	elements.	These	

genes	 lose	 rhythmicity	 in	 SCN	 lesioned	 animals	 and	 HNF4α	 knockout	 animals,	 but	 maintain	 Gc	

responsiveness	only	in	the	SCN	lesioned	animals,	suggesting	that	HNF4α	is	key	for	regulation	of	GR	

action	 in	vivo	 (Reddy	et	al.,	2007).	The	GR	directly	regulates	Rev-erbα,	a	key	repressive	element	of	

the	 circadian	 clock	 at	 the	 transcriptional	 level	 in	 both	 rat	 and	 human	 primary	 hepatocytes.	 This	

shows	 a	 direct	 interaction	 with	 the	 circadian	 clock,	 and	 also	 how	 Gc	 may	 affect	 lipid	 metabolic	

processes	 in	 liver	 -	 by	 repressing	 a	 repressor,	 thus	 resulting	 in	 an	 increase	 in	 hepatic	 lipid	 levels	

(Torra	et	al.,	2000).		

Using	 immunoprecipitation,	 it’s	 been	 shown	 that	 the	 GR	 interacts	 directly	 with	 the	 core	 clock	

components	 Cry1	 and	 Cry2,	 but	 on	 a	 physical	 level,	 rather	 than	 a	 transcriptional	 level.	 Further	

dissection	of	this	interaction	in	Cry1/2	double	knockout	mouse	embryonic	stem	cells	shows	that	Gc	

elicit	 a	 stronger	 transcriptional	 response,	 with	 higher	 amounts	 of	 Gc	 induced	 transcript	 being	

produced	in	the	double	knockout	cells.	This	suggests	that	the	interaction	between	the	Cry	proteins	
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and	GR	is	inhibitory	in	nature,	and	indeed,	glucose	tolerance	tests	show	that	Gc	treated	Cry	double	

knockout	mice	have	elevated	 fasting	blood	glucose	and	decreased	glucose	 tolerance	 compared	 to	

wild	type	Gc	treated	mice	(Lamia	et	al.,	2011).	

Despite	 the	 removal	of	cryptochomes	causing	an	 increase	 in	Gc	action	 in	 the	 liver,	GR	requires	an	

intact	 clock	 for	 its	 immunosuppressive	 functions	 in	 the	 lung.	 Loss	of	BMAL1	 in	bronchial	epithelial	

cells	causes	an	increase	in	CXCL5,	a	pro	inflammatory	cytokine.	This	loss	of	BMAL1,	and	therefore	the	

loss	of	 clock	 function	 in	 the	epithelial	 cells	 is	 also	associated	with	decreased	GR	binding	 to	CXCL5	

promoter	suggesting	that	the	 intact	clock	 in	responsible	 for	correct	GR	 loading	onto	the	DNA.	This	

can	also	be	seen	in	the	glutamine	synthetase	promoter	upon	bronchial	epithelial	cell	specific	BMAL1	

ablation,	suggesting	the	GR	loading	effect	is	not	limited	to	immunosuppressive	function	only	(Gibbs	

et	al.,	2014).	

	

1.9	Side	Effects	Associated	with	Glucocorticoid	Use	

The	use	of	Gcs,	especially	chronic	use	has	been	associated	with	serious	side	effects;	 including,	but	

not	limited	to:	osteoporosis,	metabolic	syndrome,	cardiovascular	disease,	infections,	osteonecrosis,	

cataracts	 and	diabetes	 (Moghadam-Kia	 and	Werth,	 2010).	 These	 side	 effects	 are	mainly	 dose	 and	

time	 dependent,	 but	 even	 short	 term	 use	 of	 Gcs	 was	 shown	 to	 have	 an	 effect	 on	 risk	 of	 bone	

fracture	(De	Vries	et	al.,	2007).	Gc	use	can	cause	the	development	of	exogenous	Cushing’s	syndrome	

by	dysregulating	the	HPA	(Hypothalamic-Pituitary-Adrenal)	axis.	This	leads	to	further	problems	when	

Gc	treatment	is	withdrawn	from	patients,	as	the	continual	down-regulation	of	the	HPA	axis	causes	a	

decrease	in	endogenous	Gc	release	(Hopkins	and	Leinung,	2005).		

Due	to	the	potent	anti-inflammatory	actions	of	Gcs,	one	risk	of	prolonged	usage	is	 infection.	It	has	

been	found	that	limiting	the	Gc	dose	(even	while	maintaining	a	chronic	usage)	has	a	significant	effect	

at	preventing	potential	 infections	 (Cutolo	et	al.,	2008).	The	dose	dependent	risk	factors	have	been	

quantified	 (Dixon	et	 al.,	 2012)	 allowing	 for	 better	 treatment	 of	 patients	whilst	 limiting	 the	 risk	 of	
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infection.	The	anti-inflammatory	effects	also	cause	issues	 in	wound	healing,	mainly	by	 inhibition	of	

proinflammatory	cytokines	(Beer,	Fassler	and	Werner,	2000).		

	

1.9.1	Glucocorticoid	Induced	Side	Effects;	Osteoporosis	

Osteoporosis	 is	 a	 common	 and	 serious	 risk	 factor	 with	 Gc	 treatment.	 Glucocorticoid	 induced	

osteoporosis	(GIO)	includes	two	phases:	an	early	rapid	phase	characterized	by	bone	loss	caused	by	

bone	resorption	and	a	second	phase	when	bone	formation	is	impaired.	Gcs	have	been	shown	to	limit	

the	 development	 of	 osteoblasts	 by	 inhibition	 of	 Krox-20	 (Leclerc	 et	 al.,	 2005)	 as	 well	 as	 causing	

apoptosis	of	osteoblasts	and	production	of	proteins	that	suppress	their	activity	(Leclerc	et	al.,	2004).	

While	not	especially	deadly	in	younger	patients,	it	does	lead	to	a	decreased	quality	of	life	and	extra	

pain	symptoms	and	therefore	must	be	taken	into	account	when	initiating	Gc	therapy,	particularly	in	

demographics	 that	 are	 already	 at	 risk	 of	 osteoporosis.	 There	 is	 also	 evidence	 that	 Gc	 induced	

transrepression	affects	collagen	I	and	osteocalcin,	which	are	important	for	bone	mineralisation.	Gcs	

can	work	 indirectly	 too,	by	 limiting	calcium	absorption	 in	the	gut,	and	calcium	reabsorption	within	

the	 kidneys	 too	 (Bultink,	 Baden	 and	 Lems,	 2013).	 Transrepression	 appears	 to	 be	 the	 main	

mechanism	 of	 Gc	 action	 on	 bone.	 Studies	 using	 the	 GRdim	 (dimerisation	 deficient)	 mouse,	

demonstrated	 that	 the	 Gc	 induced	 osteoporosis	 was	 still	 in	 effect,	 while	 a	 full	 deletion	 of	 GR	 in	

osteoblasts	via	the	Runx2	Cre-driver	abrogated	the	side	effects.	Interestingly,	it	was	found	that	the	

cytokine	IL-11	played	a	major	role	in	the	differentiation	of	preosteoblasts	to	osteoblasts,	which	was	

inhibited	by	Gc	(Rauch	et	al.,	2010).	

Linked	 to	 osteoporosis,	 Gc	 treatment	 also	 causes	 irreversible	 osteonecrosis,	 resulting	 in	 9-40%	 of	

patients	 receiving	Gc	 therapy	 and	 the	highest	 cause	of	 all	 non-traumatic	 osteonecrosis	 cases.	 The	

apoptosis	 of	 osteocytes	 caused	 by	 Gcs	 leads	 to	 a	 build-up	 of	 dead	 cells	 in	 the	 bone	 due	 to	 their	

unavailability	for	phagocytotic	removal	(Weinstein,	2012).	
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1.9.2	Glucocorticoid	Induced	Side	Effects;	Insulin	Resistance	

As	previously	mentioned,	Gc	up	regulate	the	gluconeogenic	pathway	in	liver,	whilst	simultaneously	

down	regulating	glucose	utilisation	in	muscle	and	adipose	tissue.	Gc	also	increase	lipolysis,	therefore	

resulting	 in	 increased	 levels	 of	 serum	 fatty	 acids	 and	 glucose.	 However,	 Gc	 have	 been	 shown	 to	

increase	 abdominal	 fat	 deposits,	 which	 are	 linked	 to	 insulin	 resistance.	 The	 effects	 in	muscle	 are	

particularly	 important.	80%	of	glucose	uptake	stimulated	by	insulin	is	done	by	skeletal	muscle,	and	

the	 bulk	 of	 glycogen	 reserves	 are	 found	 in	 skeletal	muscle	 (Rafacho	 et	 al.,	 2014).	 Glucocorticoids	

drastically	reduce	the	effect	of	insulin	by	reducing	Glut4	(glucose	transporter)	transcription,	reducing	

IRS1	(insulin	receptor	substrate)	and	IRS2	transcription	and	activity,	and	inhibiting	the	action	of	PI3K	

(phosphatidylinositol-4,5-bisphosphate	3-kinase)	by	up	regulating	the	transcription	of	the	regulatory	

subunit;	PIK3R	 (Saad	et	al.,	1993;	Dimitriadis	et	al.,	1997).	This	 reduces	 the	uptake	of	glucose	 into	

skeletal	muscle,	and	 reduces	 the	effect	of	 insulin	 simultaneously.	The	same	effects	can	be	seen	 in	

the	 liver,	but	there	are	data	to	show	that	the	effects	of	Gc	on	glucose	homeostasis	 in	the	 liver	are	

dependent	on	the	orphan	nuclear	receptor	LXRβ	(Liver	X	Receptor),	where	LXRβ	is	important	for	the	

Gc	induced	transcription	of	PEPCK,	the	rate	limiting	step	in	gluconeogenesis	(Patel	et	al.,	2011).	Patel	

et	al.	demonstrated	increased	glucose	tolerance,	lower	levels	of	insulin	and	faster	glucose	clearance	

in	LXRα/β–/–	double	knockouts	compared	to	WT,	while	mice	were	treated	chronically	with	Gc	over	5	

days.	This	highlights	an	interesting	link	between	other	nuclear	receptors	and	the	actions	of	GR.	The	

Gc	antagonist	RU486	can	aid	with	the	insulin	resistance	in	mice,	again	demonstrating	a	key	role	for	

the	 GR	 in	 mediating	 this	 effect	 (Taylor	 et	 al.,	 2009).	 The	 effects	 of	 Gc	 on	 insulin	 production	 are	

counter	 intuitive.	 Chronic	 dosing	 of	Gc	 causes	 an	 increase	 in	 insulin	 production,	 attributed	 to	 the	

constant	hyperglycaemia	caused	by	Gc	treatment,	which	outweighs	any	effect	Gc	have	on	pancreatic	

β-cells	(Petersons	et	al.,	2013).	Gc	have	been	shown	to	induce	apoptosis	on	β-cells	in	vitro,	however,	

when	tested	in	vivo,	the	effect	was	found	to	be	reversible	after	cessation	of	Gc	treatment	(Rafacho	

et	al.,	2010).		
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1.9.3	Dissociative	Agonists	

Due	to	the	previously	mentioned	side	effects	of	Gcs,	there	has	been	a	lot	of	effort	put	into	finding	

agonists	 which	 retain	 the	 anti-inflammatory	 actions,	 but	 do	 not	 cause	 the	 unwanted	 detrimental	

effects.	The	logic	behind	such	attempts	is	that	Gcs	work	via	transrepression,	transactivation	and	non-

genomic	mechanisms.	The	transactivation	generally	has	the	unwanted	effects,	and	thus	if	this	action	

can	 be	 avoided,	 new,	 stronger,	 safer,	 synthetic	 Gcs	 can	 be	 sold.	 These	 so	 called	 “dissociative	

agonists”	 come	 in	 two	 flavours:	 “soft	 steroids”	 which	 are	 rapidly	 metabolised,	 and	 thus	 the	

mechanism	to	stop	side	effects	is	speedy	expulsion	from	the	system.	Or	have	a	local	application	(e.g.	

topical	and	inhalation)	in	order	to	limit	the	bioavailability	and	therefore	side	effects.	These	are	not	

applicable	to	every	use	of	Gcs	though,	especially	in	cases	of	chronic	inflammation	or	ALI	(acute	lung	

injury).	 The	 other	 type	 of	 drug	 is	 the	 more	 precise	 definition	 of	 “dissociative	 agonists”,	 which	

attempt	 to	 separate	 the	 anti-inflammatory	 effects	 from	 deleterious	 effects.	 A	 major	 issue	 when	

trying	 to	 create	dissociative	Gcs	 is	 that	even	classic	Gcs	have	dose	dependent	dissociative	effects;	

DEX	 (dexamethasone)	 needs	 a	 lower	 concentration	 for	 transrepression	 effects	 than	 for	 the	

transactivation	effects	(McMaster	and	Ray,	2008).	There	have	been	advances,	where	apparently	fully	

dissociated	molecules	have	been	found,	although	their	mechanism	of	action	seems	to	augment	Gc	

use,	 rather	 than	 replace	 it	 (De	Bosscher	et	al.,	 2005)	 suggesting	 that	a	new	approach	 to	how	side	

effects	of	Gc	therapy	are	combated	is	needed.		
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1.10	Aims	and	Hypothesis	

Gc	responses	have	been	shown	to	be	strongly	affected	by	both	cellular	cues	(Matthews	et	al.,	2011)	

and	environmental	cues	(Nader	et	al.,	2010;	Uhlenhaut	et	al.,	2013),	resulting	differential	control	of	

genes	 by	 Gcs.	 Caveolin-1	 has	 been	 previously	 implicated	 in	 Gc	 responses,	 both	 in	 non-genomic	

(Matthews	 et	 al.,	 2008)	 and	 genomic	 (Peffer	 et	 al.,	 2014)	 mechanisms,	 thus	 understanding	 how	

Cav1-GR	interaction	can	affect	inflammation	is	necessary	due	to	Gcs	being	used	as	anti-inflammatory	

compounds.	

In	terms	of	environmental	effect	on	Gc	signaling,	Gcs	potently	regulate	core	clock	genes	(Torra	et	al.,	

2000;	 So	 et	 al.,	 2009).	 The	 circadian	 clock	 has	 also	 been	 shown	 to	 affect	 GR	 DNA	 binding	 and	

transcriptome,	 using	 knockout	 models	 (Lamia	 et	 al.,	 2011).	 However,	 whether	 this	 changes	 the	

transcriptome	 of	 Gc	 responses	 throughout	 the	 day	 had	 not	 yet	 been	 explored.	 	 Therefore,	 the	

following	aims,	hypotheses	and	objectives	were	formulated.	

	

Aim	1:	

To	 assess	 the	 role	 of	 the	 membrane	 lipid	 raft	 component	 caveolin-1,	 in	 modulating	 the	 anti-

inflammatory	actions	of	glucocorticoids	in	the	lung	using	mouse	models	of	airway	inflammation.	

	

Hypothesis	1:	Caveolin-1	is	essential	for	Gc	signalling	in	inflammation.	Loss	of	caveolin-1	will	result	in	

a	 reduction	 of	 inflammation	 in	 response	 to	 LPS,	 and	 a	 pro-inflammatory	 response	 to	 ovalbumin.	

Both	of	these	inflammatory	challenges	will	be	resistant	to	Gc	treatment	due	to	the	loss	of	caveolin-1.		

	

Objectives:	

1) Characterise	Gc	 transcriptional	 responses	 in	 vivo	 and	 in	 vitro	 in	 a	murine	model	 of	 Cav1KO	

using	qRT-PCR	to	identify	genes	differentially	regulated	by	Gcs	in	Cav1KO	tissue.	

2) Characterise	 the	 anti-inflammatory	 effects	 of	Gcs	 in	 lung	 inflammation	 in	 vivo	with	 Cav1KO	

mice,	focusing	on	inflammatory	cell	infiltrate	and	cytokine	production.	
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3) Determine	whether	any	effect	found	is	due	to	a	lung	specific	phenotype	of	CAV1KO	mice,	or	

due	 to	 the	 interaction	 of	 CAV1	 and	 GR	 in	 the	 innate	 immune	 system	 by	 comparing	 two	

different	models	of	lung	inflammation	–	an	innate	immunity	LPS	challenge	and	an	adaptive	

immunity	ovalbumin	challenge.	

	

Aim	2:	

To	determine	 the	effect	of	 circadian	 rhythms	on	glucocorticoid	 responses	 in	different	 tissues,	 and	

determine	the	transcription	factors	involved	in	the	effect	found,	in	order	to	separate	side	effects	of	

Gc	treatment	from	beneficial	anti-inflammatory	effects.	

	

Hypothesis	2:	Time	of	day	regulates	Gc	response,	which	is	modulated	by	the	core	components	of	the	

molecular	 clock	 through	 direct	 DNA	 interactions	 between	 clock	 components	 and	 GR.	 Circadian	

oscillations	 in	 chromatin	 architecture	 will	 determine	 the	 accessibility	 for	 GR	 and	 thus	 Gc	

responsiveness.	

	

Objectives:	

1) Determine	the	transcriptome	of	C57BL/6	mice	in	response	to	Gcs	during	the	day	and	the	night	

using	RNA-sequencing	in	lung	and	liver	tissue.	

2) Identify	any	genes	regulated	by	Gcs	specifically	at	one	time	of	day	or	another,	and	determine	

a	suitable	animal	model	to	test	any	ontological	link.	

3) Propose	 a	mechanism	 for	 Gc	 time	 of	 day	 regulated	 genes	 by	 looking	 directly	 at	 core	 clock	

transcription	factors	through	in	silico	methods.	Then	use	knockout	this	target	and	assess	the	

time	of	day	Gc	responses	in	WT	and	KO	mice.	
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CHAPTER	2:	Materials	and	Methods	

2.1	Animals	

Experimentation	was	 performed	 on	mouse	 strains	 C57BL/6J	 (WT)	 from	Harlan	 Blackthorn,	 UK.	 All	

mice	were	acclimatised	 in	the	biological	services	facility	 for	one	week	before	any	procedures	were	

undertaken.	All	procedures	were	performed	in	compliance	with	Animals	(Scientific	Procedures)	Act	

of	1986.	While	housed	 in	Manchester,	mice	had	free	access	to	food	(unless	stated)	and	water	and	

were	multiply	 housed	 in	 a	 12:12	 light/dark	 cycle.	 Animals	 were	 randomly	 allocated	 to	 treatment	

groups	and	coded,	then	samples	processed	and	decoded	post	analysis	to	limit	any	investigator	bias.	

	

2.2	Transcript	analysis	

2.2.1	RNA	Extraction		

Samples	were	 lysed	 and	 total	 RNA	was	 prepared	 using	 SV	 Total	 RNA	 Isolation	 System	 (Promega).	

RNA	quality	was	checked	using	the	RNA	6000	Nano	Assay,	RNA	samples	with	a	260:280	nM	ratio	of	

~2	taken	forward	for	analysis.		

	

2.2.2	Two-Step	qRT-PCR	

Total	 RNA	 was	 reverse	 transcribed	 to	 cDNA	 using	 High	 Capacity	 RNA	 to	 cDNA	 kit	 (Applied	

Biosystems)	 and	 subjected	 to	 qPCR	 using	 SYBR	 Green	 (KAPA	 Biosystems)	 detection	 in	 a	 q-PCR	

machine.	All	samples	were	analysed	in	duplicate.	The	mRNA	expression	levels	were	measured	using	

appropriate	 primer	 sets	 (Europhins).	 Expression	 levels	 were	 calculated	 using	 the	 δδCT	 method	

normalising	to	GAPDH	control.		

	

2.3	Histological	analysis	

2.3.1	Processing	tissue	for	histology	

Lung:	After	 cervical	 dislocation,	mice	were	 intubated	 and	 the	 lungs	were	 instilled	with	 1ml	 of	 4%	

para-formaldehyde.	 The	 bronchus	 was	 clamped	 and	 the	 lungs	 fixed	 by	 immersion	 in	 4%	 para-
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formaldehyde	overnight.	Tissue	was	embedded	 in	paraffin	blocks	and	cut	 into	5μm	sections	 (Leica	

RM2255	Microtome).		

	

2.3.2	Immunohistochemical	Preparation	

Sections	were	 rehydrated	 and	washed	 3	 times	 in	 PBS.	 Endogenous	 peroxides	were	 quenched	 via	

incubation	with	0.003%	v/v	hydrogen	peroxide.	(DAB	staining	only).	Antigen	retrieval	was	performed	

by	boiling	sample	in	10mM	citric	acid	pH	6	for	20	minutes,	and	then	washed	3	times	in	PBS.	Samples	

were	incubated	over-night	at	4°C	with	primary	antibody	(GR	1:400,	clone	M-20,	sc-1004,	Santa	Cruz;	

Caveolin-1	 1:200,	 clone	N-20,	 sc-894,	 CCSP	 1:200,	 clone	 diluted	 in	 PBS	 (pH	 7.4,	 0.1%	 v/v	 Triton-X	

100)	with	3%	goat	or	horse	serum	(Invitrogen).	

	

2.3.3	3,3’-diaminobenzidine	Staining	

Following	 antigen	 retrieval	 samples	were	washed	 3	 times	 in	 PBS	 and	 incubated	with	 biotinylated	

secondary	antibody	(BA-1000,	Vector	Laboratories)	diluted	in	PBS	(pH	7.4,	0.1%	v/v	Triton-X	100)	for	

2	hours	at	4°C,	 followed	by	another	3	PBS	washes.	Samples	were	then	 incubated	with	streptavidin	

conjugated	Horse	radish	peroxidase	(SA-5004,	Vector	Laboratories)	for	1	hour	at	4°C.	Sample	were	

incubated	 with	 3,3’-diaminobenzidine	 (DAB,	 SK-4100,	 Vector	 Laboratories)	 dissolved	 in	 water,	

washed	 3	 times	 in	 PBS,	 then	 incubated	 for	 5-10	 minutes	 with	 DAB	 dissolved	 in	 water	 with	 3%	

hydrogen	peroxide	added.	After	DAB	staining,	sections	were	counterstained	with	Toludine	blue	and	

dehydrated.	Samples	were	then	dehydrated	and	mounted	using	entallan.	

	

2.3.4	Haematoxylin	and	Eosin	Staining	

Paraffin	 embedded	 adipose	 sections	were	dehydrated	 and	brought	 to	 distilled	water.	 Frozen	 liver	

sections	were	equilibrated	to	room	temperature,	then	immersed	in	distilled	water.	All	sections	were	

then	processed	 in	parallel.	Nuclei	were	 stained	with	Haemotoxylin,	 then	 rinsed	 in	 tap	water,	 then	

stained	with	Eosin	(2min),	rinsed	with	tap	water,	dehydrated	and	mounted	using	entallan.	
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2.4	Microscopy	

2.4.1	Brightfield	

Images	 were	 acquired	 on	 an	 Axio	 Imager.A1	 (Zeiss)	microscope	 using	 either	 a	 10x	 Zeiss	 EC	 Plan-

NEOfluar	or	20x	Zeiss	EC	Plan-NEOfluar	objective.	Images	were	collected	using	AxioCam	MRc	(Zeiss).	

Raw	images	were	visualised	using	AxiovisionRel.	4.7	(Zeiss)	and	processed	using	Image	J.	

	

2.4.2	Deltavision	

Images	 were	 acquired	 on	 a	 Delta	 Vision	 RT	 (Applied	 Precision,	 GE	 Healthcare)	 restoration	

microscope	using	either	a	40X/0.85	Uplan	Apo	objective	or	a	60X/1.42	Plan	Apo	N	objective	and	the	

Sedat	Quad	filter	set	 (Chroma	86000v2,	VT,	USA).	The	 images	were	collected	using	a	Coolsnap	HQ	

(Photometrics,	AZ,	USA)	camera	with	a	Z	optical	spacing	of	0.5μm.	Raw	images	were	 	deconvolved	

using	the	Softworx	software	(GE	Healthcare)	and	average	intensity	projections	of	these	deconvolved	

images	processed	using	Image	J.	

	

2.5	Statistical	Analysis	

Standard	 statistical	 tests	 were	 completed	 using	 Graph	 pad	 prism	 statistical	 software.	 Data	 is	

presented	 as	 group	 means	 with	 standard	 deviation	 or	 as	 individual	 data	 points	 with	 median	 (as	

indicated	in	the	figure	legend).	Column	statistics	were	used	to	determine	whether	data	was	normally	

distributed,	 and	 parametric	 or	 non-parametric	 tests	 used	 accordingly,	 determined	 by	 pairwise	 or	

multiple	comparisons.	Data	were	analysed	by	student’s	t-test,	Mann-Whitney	test,	1-way	analysis	of	

variance	 (ANOVA)	 with	 the	 Holm-Sidak	 post-hoc	 analysis,	 Kruskal-Wallis	 with	 Dunn’s	 multiple	

comparisons	test	or	2-way	ANOVA	with	the	Tukey’s	post-hoc	test.	Specific	tests	used	can	be	found	in	

the	figure	legends	along	with	an	indicated	level	of	support	(p-value<0.05	or	0.01).		
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CHAPTER	3	RESULTS:	Lipid	Rafts	and	Glucocorticoid	Action	

	

3.1	Caveolin-1	Regulates	Glucocorticoid	Function	in	Lung	Parenchyma	to	Suppress	Inflammation	

	

3.2	Abstract:	Glucocorticoids	(Gc)	are	a	commonly	used	treatment	for	a	wide	variety	of	inflammatory	

diseases	and	are	known	to	inhibit	inflammatory	signalling	through	transrepression	of	NF-κB	induced	

genes,	and	induction	of	multiple	anti-inflammatory	genes	such	as	DUSP1	and	GILZ.	Caveolin-1	(cav1)	

is	also	an	important	modulator	of	inflammatory	signalling,	regulating	the	activity	of	NF-κB,	through	

interacting	with	mitogen	 activated	 kinases.	 Previous	work	 identified	 Cav-1	 as	 an	 interting	 partner	

protein	 with	 GR,	 and	 capable	 of	 regulating	 antiproliferative	 GR	 function.	 	 Therefore,	 here	 we	

investigate	the	effect	of	Cav1	on	Gc	inhibition	of	pulmonary	inflammation	in	two	in	vivo	models.	We	

show	that	mice	lacking	Cav1	have	reduced	inflammatory	cellular	infiltrate	in	response	to	aerosolized	

lipopolysaccharide	 (LPS),	 a	 TLR4	 agonist.	 This	 model	 of	 acute	 lung	 injury	 showed	 equivalent	

repression	 of	 inflammation	 by	 Gc	 in	 both	 wild	 type	 and	 cav1	 knockout	 mice.	 Using	 a	 model	 of	

allergic	 asthma,	 loss	 of	 cav1	 had	 no	 effect	 on	 the	 extent	 of	 inflammation	 measured	 by	 cellular	

infiltrate	 in	 response	 to	 an	 ovalbumin	 sensitization	 and	 challenge,	 and	 again	 the	 repression	 of	

inflammation	 by	 Gc	 was	 unaffected.	 Our	 data	 therefore	 suggests	 that	 Cav1	 regulates	 innate	

inflammation,	 but	 does	 not	 affect	 adaptive	 immune	 responses.	 Despite	 regulating	 GR	 function	 in	

vitro,	and	affecting	GR	transactivation	of	genes	in	lung	tissue	there	was	no	Cav-dependent	Gc	anti-

inflammatory	phenotype	observed	in	two	in	vivo	models.	

	

3.3	Introduction	

	Glucocorticoids	(Gc)	are	steroid	hormones,	widely	used	as	anti-inflammatory	agents	to	treat	chronic	

and	acute	inflammatory	diseases	such	as	asthma	and	rheumatoid	arthritis.	Gc	signal	through	the	Gc	

receptor	 (GR);	 a	 ligand	 activated	 transcription	 factor,	 which	 upon	 activation	 translocates	 to	 the	

nucleus,	where	 it	 can	 transactivate	or	 transrepress	genes,	 in	a	 cell	 type	specific	manner.	Many	Gc	
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targets	 are	 genes	 involved	 in	 regulating	 the	 immune	 response.	 GR	 binds	 to	 proinflammatory	

transcription	 factors	 such	 as	 NF-κB	 and	 AP-1	 to	 repress	 their	 activity	 (Payvar	 et	 al.,	 1981,	 1983;	

McKay	 and	 Cidlowski,	 1998;	 Uhlenhaut	 et	 al.,	 2013),	 resulting	 in	 potent	 immunosuppression.	 Gc	

activated	targets	also	include	important	anti-inflammatory	proteins,	such	as	GILZ	and	DUSP1	which	

also	contribute	to	the	Gc	dependent	suppression	of	inflammation	(Hübner	et	al.,	2015).	

Caveolin-1	 (cav1),	a	protein	 involved	 in	membrane	 lipid	 raft	 formation,	and	 the	key	constituent	of	

caveolae,	 flask	 shaped	 invaginations	 found	 in	 the	 plasma	 membrane.	 Cav1	 is	 known	 to	 be	 an	

essential	 regulator	 of	 endocytosis,	 cholesterol	 and	 lipid	metabolism	 (Murata	et	 al.,	 1995;	 Schlegel	

and	 Lisanti,	 2001;	 Liu,	 Rudick	 and	 Anderson,	 2002;	 Razani	 et	 al.,	 2002),	 but	 also	 in	 inflammatory	

signalling,	specifically	 through	regulating	 the	activity	of	NF-κB.	Knockout	of	cav1	 is	associated	with	

protection	 from	 inflammation,	 through	 reduced	 NF-κB	 activity	 and	 less	 efficient	 immune	 cell	

infiltration	(Garrean	et	al.,	2006;	Jiao	et	al.,	2013;	Wu	et	al.,	2016).	However,	there	is	also	evidence	

that	 Cav1	 loss	 can	 cause	 increased	 inflammatory	 activation	 of	macrophages	 (Zhang	 et	 al.,	 2013),	

suggesting	 that	 the	 role	 of	 caveolin-1	 in	 inflammation	 is	 both	 complex	 and	 poorly	 understood.	

Previously	we	have	identified	a	functional	interaction	between	cav1	and	GR	in	cell	cycle	regulation	in	

lung	epithelial	 cells	 (Matthews	et	al.,	 2008),	 therefore	we	 tested	how	 these	 two	key	mediators	of	

inflammation	interact	during	an	in	vivo	inflammatory	challenge.			

Using	 two	 models	 of	 pulmonary	 inflammation,	 LPS	 induced	 acute	 lung	 injury,	 and	 ovalbumin	

sensitization	to	mimic	allergic	asthma	we	examined	at	the	effect	of	loss	of	Cav1	on	the	suppression	

of	inflammation	by	Gcs	in	order	to	identify	new	signalling	pathways	involved	in	immunosuppression	

and	aid	in	the	identification	of	therapeutic	targets	upstream	of	the	GR.	

The	number	of	animals	required	for	the	LPS	challenge	(Fig.	3.2,	C	and	Fig.	3.4)	was	determined	from	

(Gibbs	 et	 al.,	 2014).	 The	 number	 of	 animals	 required	 for	 the	 Ovalbumin	 challenge	 (Fig.	 3.6)	 was	

calculated	 using	 G*Power	 statistical	 power	 analysis	 software	 (University	 of	 Dusseldorf)	 via	 F-test	

(ANOVA,	Fixed	Effects)	with	the	final	calculated	total	sample	size	as	39	animals,	for	an	effect	size	of	

0.9,	and	a	confidence	interval	of	0.95.	Fewer	animals	however,	were	used	due	to	the	poor	breeding	
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and	low	yield	of	homozygous	CAV1KO	mice.	

3.4	Methods		

3.4.1	Animal	Work	

Experimentation	 was	 performed	 on	 mouse	 strains	 C57BL6	 (WT)	 from	 Harlan	 Blackthorn,	 UK	 and	

B6.Cg-Cav1tm1Mls/J	 (CAV1KO)	from	Jackson	Laboratories,	Maine,	USA,	courtesy	of	Professor	Michael	

Lisanti	(University	of	Manchester).	Mice	were	aged	between	10	and	24	weeks.	All	procedures	were	

conducted	in	compliance	with	Animals	(Scientific	Procedures)	Act	of	1986.	Mice	had	free	access	to	

food	and	water	and	were	housed	in	a	12	hour	light/dark	cycle.	

	

3.4.2	Alveolar	Macrophages	Isolation	

Following	 cervical	 dislocation	 of	 C57BL6	 and	 CAV1KO	mice,	 lungs	 from	 naïve	mice,	 were	 lavaged	

using	 1ml	 RPMI-1640	 instilled	 and	 removed	 via	 tracheal	 cannula	 3	 times.	 The	 media	 was	 then	

centrifuged	at	1500	rpm	for	5	minutes	and	the	pellet	was	washed	twice	and	resuspended	in	RPMI-

1640.	After	2	hours	incubation,	non-adherant	cells	were	washed	off	using	RPMI-1640	and	cultured	in	

RPMI-1640	 supplemented	 with	 10%	 v/v	 FBS	 or	 charcoal	 dextran	 stripped	 fetal	 calf	 serum	 (sFCS;	

Invitrogen)	and	1%	v/v	penicillin	and	streptomycin	(Invitrogen)	treated	the	next	day.		

	

3.4.3	Explant	Culture		

	Lungs	 were	 collected	 and	 washed	 twice	 with	 serum	 free	 DMEM.	 Whole	 lung	 was	 diced	 and	

transferred	 to	 DMEM	 containing	 sFCS	 and	 incubated	 in	 a	 humidified	 atmosphere	 of	 5%	 carbon	

dioxide	at	37°C	overnight.	Samples	were	then	treated	with	dexamethasone	100nM	(Sigma	Aldrich)	

or	vehicle	 (Dimethylsulfoxide,	Sigma	Aldrich)	 for	2	hours	before	 rinsing	with	PBS	and	extraction	of	

total	RNA.		

	

3.4.4	Aerosolised	LPS	challenge	
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Age	 matched	 C57BL6	 (Harlan	 Blackthorn,	 UK)	 and	 CAV1KO	 mice	 were	 pre-treated	 with	

dexamethasone	 (1mg/kg,	 intraperitoneal),	 at	 ZT2,	 for	 1h	 then	placed	 into	 a	Perspex	 chamber	 and	

exposed	to	aerosolised	 lipopolysaccharide	 (0127:B8;	2mg/ml)	or	vehicle	 (saline)	 for	20	min	at	ZT3.		

The	 animals	 were	 returned	 back	 to	 their	 cages	 for	 5h	 before	 sacrifice	 (pentobarbital,	

intraperitoneal).		

	

3.4.5	Ovalbumin	Challenge	

Age	matched	C57BL6	(Harlan	Blackthorn,	UK)	and	CAV1KO	mice	were	sensitised	to	ovalbumin	using	

an	 adjuvant	 (10ug	 ovalbumin,	 2mg	 Aluminium	 Hydroxide	 per	 mouse,	 Sigma,	 UK)	 injected	

intraperitoneal	on	days	0	and	14.	Mice	were	then	given	intraperitoneal	dexamethasone	(Sigma,	UK)	

or	vehicle	(Cyclodextrin,	Sigma,	UK)	3	hours	before	intranasal	dosing	of	ovalbumin	(1mg/ml,	50ul)	on	

days	24,	25	and	26.	24	hours	later,	mice	were	sacrificed	via	pentobarbital,	intraperitoneal.		

	

3.4.6	Collection	of	BAL	and	processing	of	protein	and	cell	content	

After	inflammatory	challenge,	the	lungs	were	lavaged	using	1ml	BAL	fluid	(10mM	EDTA	and	1%	BSA)	

instilled	 and	 removed	 via	 a	 tracheal	 cannula.	 	 The	 left	 lobe	 of	 the	 lung	was	 collected	 for	 protein	

analysis	and	the	right	for	RNA	analysis.	The	lavage	fluid	was	centrifuged	and	the	supernatant	utilised	

for	cytokine/chemokine	analysis	using	the	Bioplex	Suspension	Array	System	(BioRad)	or	ELISA	(R&D	

Systems).	 	 The	 cell	 pellet	was	 re-suspended	 in	 fresh	 BAL	 fluid	 to	 allow	 quantification	 of	 total	 cell	

numbers	 using	 a	 Casy	 Cell	 Counter	 (Schärfe	 System,	 Germany),	 and	 cytospins	 were	 stained	 with	

Leishman’s	eosin-methylene	blue	 (VWR)	 to	enable	quantification	of	macrophages	and	neutrophils.		

Images	 were	 captured	 using	 a	 Leica	 DM2000	 microscope	 and	 Leica	 DFC296	 camera	 and	

macrophages	 and	 neutrophils	 were	 counted	 from	 5	 individual	 fields	 to	 determine	 the	 relative	

percentage	 of	 each.	 	 By	 combining	 total	 cell	 counts	 and	 relative	 cell	 counts,	 total	 numbers	 of	

macrophages	and	neutrophils	were	calculated.		
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3.4.7	Flow	Cytometry	

Resident	cells	were	isolated	from	naive	lung	at	CT0	and	CT12	via	lavage	with	BAL	fluid.	Fc	receptors	

were	 blocked	 (1:100	 anti-CD16/32,	 eBioscience	#14-0161)	 before	 application	 of	 the	 following	

antibodies	 in	30	μl	 FACS	buffer	 (PBS,	 1%	BSA	and	0.1%	 sodium	azide):	 CD11b-PerCP-Cy5.5	 (1:200,	

clone	M1/70,	#45-0112),	 CD11c-APC	 (1:400,	 clone	 N418,	#17-0114),	 Ly6G-FITC	 (1:100,	 clone	RB6-

8C5,	#11-5931)(all	 purchased	 from	 eBioscience),	 Siglec-F-Alexafluor700	 (1:100,	 clone	 1RMN44N).	

After	washing,	cells	were	resuspended	in	50μl	FACS	buffer	and	fixed	by	addition	of	an	equal	volume	

of	3.6%	formaldehyde	for	20	min.	Cells	were	resuspended	in	FACS	buffer,	and	analysis	was	carried	

out	 on	 a	 BD	 LSR	 II	 flow	 cytometer.	 Neutrophils	 were	 identified	 as	 CD11b+Ly6G+.	 Alveolar	

macrophages	 were	 identified	 as	 CD11c+CD11bloLy6G-.	 Eosoniphils	 were	 identified	 as	 Siglec-

F+CD11blo.	

	

3.4.8	Immunoblot	Analysis	

Lung	 tissue	 was	 collected	 at	 ZT12	 and	 protein	 prepared	 in	 FastPrep-24	 lysing	 matrix	 tubes	 (MP	

Biomedicals)	then	lysed	using	Radio-Immunoprecipitation	Assay	(RIPA)	buffer	(50	mM	TricCl	pH	7.4,	

1%	NP40,	0.25%	sodium	deoxycholate,	150	mM	NaCl,	1	mM	EDTA)	containing	protease	(Calbiochem,	

San	Diego,	CA,	USA)	and	phosphatase	inhibitors	(Sigma-Aldrich	Corp.).	15	μg	protein	was	run	on	an	

SDS	 8–12%	 Tris-Glycine	 gel	 (Novex,	 Life	 Technologies)	 and	 then	 transferred	 onto	 a	 0.2-μm	

nitrocellulose	membrane	(BioRad)	overnight,	blocked	with	1%	milk	and	probed	for	GR	(1:1000,	clone	

M-20,	sc-1004,	Santa	Cruz),	Cav1	(1:1000,	clone	N20,	Santa	Cruz),	Cavin	(1:1000	O-24,	Santa	Cruz),	

actin	 (1:1000,	 SP-124,	 Sigma	 Aldrich),	 TFIIB	 (1:1000,	 C-18	 Santa	 Cruz).	 Primary	 antibodies	 were	

detected	 using	 donkey	 anti-rabbit-HRP	 linked	 secondary	 antibody	 (VWR).	 Immunoreactivity	 was	

visualized	using	enhanced	chemiluminescence	(GE	Healthcare).	

	

3.4.9	Immunofluorescence	
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Following	the	histological	preparation,	samples	were	incubated	in	permeabilisation	buffer	(TBS,	0.1%	

v/v	 Triton-X	 100)	 overnight	 at	 4°C.	 Sections	 were	 then	 incubated	 overnight	 at	 4°C	 with	 primary	

antibody	(Cav1	1:200,	clone	N20,	Santa	Cruz)	diluted	in	PBS	(pH	7.4,	0.1%	v/v	Triton-X	100)	with	goat	

or	horse	serum.	Sections	were	washed	3	 times	 in	PBS	and	 incubated	with	 fluorophore	conjugated	

secondary	diluted	 in	PBS	(pH	7.4,	0.1%	v/v	Triton-X	100)	 for	2	hours	at	4°C,	 followed	by	another	3	

PBS	 washes	 and	 incubated	 over	 night	 at	 4°C	 in	 another	 primary	 (CCSP	 1:500,	 07-623,	 Merck	

Millipore)	diluted	in	PBS	(pH	7.4,	0.1%	v/v	Triton-X	100)	with	goat	or	horse	serum.	After	washing	3	

times	 in	PBS,	samples	were	 incubated	with	an	alternate	fluorophore	secondary	antibody	diluted	 in	

PBS	(pH	7.4,	0.1%	v/v	Triton-X	100)	for	2	hours	at	4°C.	After	3	washes	in	PBS,	samples	were	mounted	

using	Vectamount	AQ	(Vector	Laboriatories,	Peterborough,	UK)	containing	DAPI.		

	

3.4.10	Trichrome	Staining	

Sections	were	 deparaffinised	 in	 xylene	 and	 rehydrated	 using	 ethanol	 and	 distilled	water.	 Samples	

were	re-fixed	 in	Bouin’s	solution	for	1	hour	at	56°C	and	rinsed	with	tap	water.	Samples	were	then	

stained	 in	Weigert’s	 iron	hematoxylin	 for	10	minutes,	 rinsed	 in	 tap	water	 for	a	 further	10	minutes	

and	washed	 in	distilled	water.	 Following	 this,	 samples	were	 stained	 in	Biebrich	 scarlet-acid	 fuishin	

for	 10	minutes,	 washed	 in	 distilled	water	 then	 differentiated	 in	 phosphomolybdic-phsphotungstic	

acid	solution	 for	10	minutes.	Sections	were	then	 immersed	 in	aniline	blue	 for	5	minutes,	 rinsed	 in	

distilled	water	and	differentiated	in	1%	acetic	acid	for	5	minutes.	Sections	were	mounted	in	entellan.		

	

3.5	Results	

Caveolin-1	knockout	results	in	Gc	sensitivity	

Caveolin-1	 is	 important	 in	 lung	development	(Drab	et	al.,	2001)	and	 lung	 fibrosis	 (Wang,	Zhang,	et	

al.,	 2006).	 Adult	 CAV1KO	 mice	 display	 the	 characteristic	 hypercellularity	 and	 increased	 alveolar	

septum	thickness	are	previously	described	(Fig.3.1A),	while	aged	CAV1KO	mice	(40+	weeks)	display	a	

clear	increase	in	collagen	deposition	around	the	bronchioles	when	stained	using	Masson’s	Trichrome	
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(Fig.3.1B).	As	Gcs	are	important	in	both	lung	development	(Cole	et	al.,	1995)	and	in	the	treatment	of	

fibrosis	(Flaherty	et	al.,	2001;	Dik	et	al.,	2003)	we	analysed	the	capacity	for	Gc	transactivation	in	lung	

explants	from	WT	and	CAV1KO	mice	(Fig.3.1C,	top)	and	in	vivo	transactivation	in	lungs	isolated	from	

WT	 and	 CAV1KO	 mice	 (Fig.3.1C,	 bottom)	 Gc	 treatment	 in	 vitro	 and	 in	 vivo,	 transactivated	 well	

characterised	Gc	target	genes,	GILZ,	DUSP1	and	FKBP5	in	WT	and	CAV1KO	lung	tissue.	The	response	

to	 Gc	 was	 significantly	 greater	 in	 the	 CAV1KO	 lungs,	 suggesting	 increased	 sensitivity	 to	 Gc.	 We	

identified	 no	 difference	 in	 either	 the	 expression	 or	 subcellular	 distribution	 of	 the	 glucocorticoid	

receptor	 in	 lung	sections	(Fig.3.1D,	 left),	or	 lung	tissue	extracts	(Fig.31D,	right),	suggesting	that	the	

increased	Gc	response	seen	in	the	CAV1KO	lung	is	not	simply	due	to	increased	levels	of	GR	protein,	

or	greater	nuclear	occupancy.		
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Figure	 3.1	 Caveolin-1	 Knockout	 Affects	 Gc	 Sensitivity.	 Lungs	 from	 C57BL/6	 mice	 and	 B6.Cg-

Cav1tm1Mls/J	 mice	 were	 fixed	 and	 embedded	 in	 paraffin.	 Sections	 were	 stained	 by	 H&E	 (A)	 and	

Masson’s	Trichrome	(B).	Lungs	taken	from	C57BL/6	mice	and	B6.Cg-Cav1tm1Mls/J	mice,	were	lavaged	

to	 remove	 immune	 cells,	 then	 cultured	ex	 vivo	with	DMSO	 vehicle	 or	Dex	 (100nM).	 qRT-PCR	was	

used	to	determine	Gc	response	in	the	tissue	(C,	top).	C57BL/6	mice	and	B6.Cg-Cav1tm1Mls/J	mice	were	
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treated	with	cyclodextrin	vehicle	or	dexamethasone	(1mg/kg),	lungs	harvested	and	analysed	by	qRT-

PCR	for	Gc	responsive	genes		(C,	bottom).	Lungs	from	WT	and	CAVKO	mice	were	also	fixed	with	4%	

PFA	 and	 analysed	 by	 immunohistochemistry	 for	 GR	 localisation	 (brown)	 (D)	 or	 lysed	 and	 protein	

content	analysed	via	western	blot	for	Cav1,	Cavin,	GR	and	TFIIB	loading	control	(E).	Data	analysed	by	

1-way	ANOVA,	mean	and	standard	error	displayed	unless	otherwise	mentioned.	*	p	<	0.05,	**	p	<	

0.01,	***	p	<	0.0001	

	

Caveolin-1	facilitates	the	pulmonary	innate	immune	response	

To	 assess	 the	 role	 of	 Cav1	 in	 a	 modulating	 Gc	 transrepression,	 we	 first	 used	 a	 model	 of	 innate	

immunity.	WT	 and	 CAV1KO	mice	 were	 pre-treated	 with	 vehicle	 (cyclodextrin)	 or	 dexamethasone	

(1mg/kg,	I.P.)	for	1	hour	before	exposure	to	aerosolised	LPS	(1mg/ml),	or	saline	for	20	minutes,	then	

sacrificed	 5	 hours	 later	 (Fig.3.2A).	 The	 expression	 levels	 of	 caveolin-1	 and	 GR	 in	 lungs	 were	

unaffected	 by	 either	 LPS	 treatment	 or	 dex	 treatment,	 and	 the	 CAV1KO	 mice	 lacked	 caveolin-1	

protein	(Fig.3.2B).	

Quantification	 of	 immune	 cells	 number	 present	 in	 BAL	 fluid	 shows	 an	 increased	 in	 immune	 cell	

infiltration	in	lungs	of	both	WT	and	CAV1KO	mice	post	LPS	challenge.	CAV1KO	mice	however,	have	a	

reduced	inflammatory	response	to	LPS,	with	fewer	immune	cells	found	in	the	BAL	fluid	compared	to	

the	WT.	The	overall	the	response	to	dexamethasone	treatment,	reduced	immune	cell	infiltration	was	

was	 comparable	 between	 genotypes	 (Fig.3.2C,	 left).	 Analysis	 of	 immune	 cell	 subtypes	 revealed	

significantly	less	neutrophilia	in	the	CAV1KO	mice	post	LPS	challenge	(Fig.3.2C,	centre),	with	a	similar	

suppression	 of	 neutrophil	 infiltrate	 by	 dexamethasone	 in	 both	 the	 WT	 and	 CAV1KO	 mice.	

Macrophage	numbers	were	unaffected	by	treatment	or	genotype	(Fig.3.2C,	right).	
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Figure	3.2.	Innate	Immunity	is	Regulated	by	Caveolin-1	Knockout	WT	and	CAVKO	mice	were	treated	

with	saline	or	dexamethasone	(1mg/kg)	for	1	hour	before	being	exposed	to	aerosolised	saline	or	LPS	

(1mg/ml)	for	20	minutes	before	being	culled	5	hours	later	(A).	Animals	were	then	sacrificed	and	lung	

cell	 infiltrate	was	 removed	 by	 bronchoalveolar	 lavage	 prior	 to	 lysis	 of	 lungs	 for	 protein	 extration.	

Protein	was	analysed	by	western	blot	 for	Cav1,	Cavin,	GR	and	TFIIB	 loading	 control	 (B),	 cells	 from	

BAL	 fluid	 were	 counted	 and	 stained	 for	 cell	 specific	 markers	 (Ly6G	 and	 CD11b)	 or	 counted	 by	

cytospin	(C),	data	is	combination	of	two	independent	experiments.	Data	analysed	by	1-way	ANOVA,	

mean	and	 standard	error	 displayed	unless	otherwise	mentioned.	 *	p	 <	 0.05,	 **	p	 <	 0.01,	 ***	p	 <	

0.0001	

	

Caveolin-1	is	absent	from	club	cells	

As	 club	 cells	 are	 important	 mediators	 of	 LPS	 induced	 lung	 inflammation	 (Elizur	 et	 al.,	 2007)	 we	

performed	 dual	 immunofluorescence	 staining	 of	 WT	 lungs	 for	 Cav1	 (red)	 and	 club	 cell	 secretory	

protein	 (CCSP)	 (green).	 There	 was	 no	 overlap	 in	 the	 localisation	 of	 the	 two	 proteins	 (Fig.3.3A),	

suggesting	that	club	cells	do	not	express	Caveolin,	and	therefore	the	reduced	inflammatory	response	

in	 CAV1KO	 is	 unlikely	 to	 be	 mediated	 by	 club	 cells.	 The	 same	 result	 can	 be	 seen	 using	
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immunohistochemistry	 in	mouse	 lungs	 (Fig.3.3B,	 left),	which	we	 then	 further	 confirmed	 in	human	

lung	tissue	(Fig.3.3B,	right),	and	suggesting	that	the	lack	of	Cav1	in	club	cells	is	not	a	murine	specific	

phenomenon.		

	

	

Figure	3.3.	Caveolin-1	 is	Not	Expressed	 in	Bronchial	Epithelial	Cells	Lungs	 from	C57BL/6	mice	and	

B6.Cg-Cav1tm1Mls/J	mice	were	fixed	and	embedded	in	paraffin.	Sections	were	costained	for	caveolin-1	

(red),	clara	cell	secretory	protein	(green)	and	nuclei	were	stained	with	DAPI	(blue).	The	merge	shows	

cellular	localisation	of	each	protein	(A).	

Mouse	 lungs	were	also	stained	 for	caveolin-1	shown	 in	brown	 (B,	 left).	Human	 lung	sections	were	

also	stained	for	caveolin-1	in	brown	(B,	right).		
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Loss	of	Caveolin-1	affects	inflammation	in	a	cytokine	specific	manner	

Despite	a	significant	total	reduction	in	cellular	infiltrate	in	the	BAL	fluid,	cytokines	found	in	the	BAL	

are	upregulated	by	loss	of	caveolin-1,	upon	LPS	stimulation	(Fig.3.4).	For	example,	CCL3,	CCL4	and	IL-

12p70/p40	for	example,	were	all	 increased	in	the	CAV1KO	mice	following	LPS	treatment	compared	

to	WT.	We	therefore	grouped	the	cytokines	according	to	the	effect	of	CAV1KO	with	LPS	and	whether	

the	cytokines	were	sensitive	to	Gcs	in	both	WT	and	CAV1KO	(Fig.3.4A),	sensitive	in	just	WT	(Fig.3.	B),	

or	non-responsive	to	Gcs	(Fig3.4C).		
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Figure	3.4	Caveolin-1	Knockout	Causes	Differential	Expression	of	Cytokines:	WT	and	CAVKO	mice	

were	treated	with	saline	or	dexamethasone	(1mg/kg)	for	1	hour	before	being	exposed	to	aerosolised	

saline	or	 LPS	 (1mg/ml)	 for	20	mins.	Animals	were	 then	 sacrificed	5	hours	 later,	 and	BAL	 fluid	was	

extracted.	Cytokine	content	of	BAL	fluid	was	assessed	by	multiplex.	Cytokines	were	grouped	into	3	
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groups:	 significantly	 different	 between	WT	 and	 CAVKO	 after	 LPS,	 and	 responsive	 to	 Dex	 in	 both	

genotypes	(A),	not	significantly	different	between	WT	and	CAVKO	after	LPS,	and	responsive	to	Dex	

(B)	and	unresponsive	to	Dex	(C).	Data	analysed	by	1-way	ANOVA,	median	displayed	unless	otherwise	

mentioned.	*	p	<	0.05,	**	p	<	0.01,	***	p	<	0.0001	

Caveolin-1	regulates	inflammation	in	a	cell	type	specific	manner	

The	 cytokines	 grouped	 as	 Gc	 responsive	 in	 both	 genotypes,	 and	 showing	 significantly	 higher	

response	in	CAV1KO	mice	are	regulated	in	macrophages,	therefore	we	isolated	RNA	from	“immune	

cell	 depleted”	 lung	 (Fig3.5A)	 (i.e.	 lung	 which	 has	 been	 lavaged)	 and	 also	 from	 purified	 alveolar	

macrophages	(Fig3.5B)	recovered	from	the	BAL.	Samples	were	treated	with	LPS,	or	LPS+Dex	and	the	

expression	of	CCL3	and	CCL4	were	examined	by	Q-RT	PCR.	The	whole	lung	had	significantly	less	CCL3	

and	 CCL4	 upon	 CAV1KO,	 however	 the	 CAV1KO	 alveolar	macrophages	 had	 significantly	more	 CCL3	

and	CCL4	expression.	This	result	conforms	with	the	literature	(Wang,	Kim,	et	al.,	2006),	that	caveolin-

1	 knockout	 in	 macrophages	 induces	 a	 pro-inflammatory	 phenotype,	 and	 may	 also	 explain	 the	

increased	cytokines	found	in	the	BAL.		

	

Figure	3.5.	Caveolin-1	is	Pro-Inflammatory	in	Lung	Parenchyma	and	Anti-Inflammatory	in	Alveolar	

Macrophages:	Lungs	 	 from	WT	and	CAVKO	mice	were	extracted	and	 cultured	ex	 vivo	 and	 treated	
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with	vehicle	(DMSO)	or	dex	(100nM)	for	1	hours	before	vehicle	(saline)	or	LPS	(100ng/ml)	treatment	

for	 5	 hours	 and	 qRT-PCR	 analysis	 of	 CCL3	 and	 CCL4	 expression	 was	 performed	 (A).	 Alveolar	

macrophages	were	 harvested	 from	WT	 and	 CAVKO	mice	 and	 treated	with	 vehicle	 (DMSO)	 or	 dex	

(100nM)	 for	 1	 hour	 then	 LPS	 (100ng/ml)	 for	 5	 hours.	 RNA	was	 extracted	 and	qRT-PCR	 analysis	 of	

CCL3	and	CCL4	expression	was	performed	(B).	Data	analysed	by	1-way	ANOVA,	mean	and	standard	

error	displayed	displayed	for	whole	lung,	median	displayed	for	alveolar	macrophages.	*	p	<	0.05,	**	

p	<	0.01,	***	p	<	0.0001	

	

Caveolin-1	does	not	regulate	T	cell	mediated	immunity	in	the	lung	

To	investigate	the	role	of	cav1	in	controlling	the	anti-inflammatory	effects	of	steroids	during	allergic	

asthma,	C57BL/6	 (WT),	or	Caveolin-1-/-	 (CAV1KO)	mice	were	 sensitized	with	 I.P.	ovalbumin	 (10µg),	

with	an	aluminium	hydroxide	adjuvant	(2mg)	(hereby	referred	to	as	OVA	sensitisation)	once	a	week	

for	2	weeks	before	three	 intranasal	 (I.N.)	challenges	of	ovalbumin	 (50µg)	on	3	consecutive	days	 in	

the	third	week.	Mice	were	given	I.P.	1mg/kg	dexamethasone	(dex)	or	vehicle	(1mg/kg	cyclodextrin)	3	

hours	before	each	dose	of	I.N.	ovalbumin.	(Fig.3.6A).	

Cell	 numbers	 in	 the	 bronchioalveolar	 lavage	 (BAL)	 fluid	 were	 quantified	 and	 cell	 type	 was	

determined	by	FACS.	There	was	an	increased	in	the	total	number	of	immune	cells	in	both	genotypes	

when	challenged	with	ovalbumin,	and	these	are	significantly	reduced	upon	dex	treatment	(Fig.3.6B,	

left).	 Eosinophils	 (Fig.3.6B,	 centre),	 neutrophils	 (Fig.3.6B	 right)	 and	alveolar	macrophages	 (Fig.3.6B	

bottom)	were	all	increased	upon	ovalbumin	challenge,	and	similarly	reduced	by	dex.	The	majority	of	

cellular	infiltrate	was	made	up	of	eosinophils.	
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Figure	3.6.	Caveolin-1	Knockout	Does	Not	Affect	Adaptive	 Immunity	 In	 the	Lung:	WT	and	CAVKO	

mice	were	treated	with	OVA	and	alum	adjuvant	for	I.P.	once	a	week	for	2	weeks	before	treatment	

with	cyclodextrin	vehicle	or	dexamethasone	(1mg/kg)	for	3	hours	before	being	exposed	to	I.N.	OVA	

every	24	hours	for	3	days,	and	culled	24	hours	later	(A).	Animals	were	then	sacrificed	and	lung	cell	

infiltrate	 was	 removed	 by	 bronchoalveolar	 lavage,	 counted	 and	 stained	 for	 cell	 specific	 markers	

(Ly6G,	Siglec-F	and	CD11b)	(B).	Data	analysed	by	1-way	ANOVA,	mean	and	standard	error	displayed	

displayed	unless	otherwise	mentioned.	*	p	<	0.05,	**	p	<	0.01,	***	p	<	0.0001	
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3.6	Discussion	

Here	we	show	that	loss	of	CAV1	results	in	an	increase	in	Gc	action,	specifically	transactivation,	both	

ex	 vivo	 and	 in	 vivo	 in	 lung	 tissue.	 This	 is	 in	 contrast	 to	 data	 previously	 published	 from	 our	 lab	

(Matthews	2008),	where	no	effect	was	seen	on	the	genomic	actions	of	GR,	and	also	contrasting	to	

data	published	on	neural	stem	cell	cultures	(Peffer	2014)	which	showed	a	reduction	in	Gc	action.	As	

CAV1	 expression	 is	 linked	 to	 various	 pulmonary	 inflammatory	 diseases	 such	 as	 asthma	 and	 COPD	

(Hackett	2013),	 it	could	potentially	be	used	as	a	biomarker	to	predict	if	patients	are	likely	to	be	Gc	

sensitive	or	resistant.		

Contrary	 to	 previously	 published	 data,	 there	 was	 not	 an	 increase	 in	 the	 total	 number	 of	 cells	

infiltrating	into	the	lung	after	OVA	challenge	(Aravamudan	et	al.,	2012).	The	total	number	of	cells	in	

the	CAV1KO	mice	(mean	2.59x106),	however,	is	higher	than	that	Aravamudan	et	al.	published,	as	are	

the	total	cells	 in	WT	(mean	2.40x106).	 	This	result	may	be	due	to	the	different	conditions	in	animal	

units	 between	 research	 groups.	 It	 is	 widely	 accepted	 that	 different	 housing	 conditions	 can	 affect	

immune	 responses,	 and	 that	 housing	 mice	 from	 different	 conditions	 together	 can	 affect	 the	

immunity	 of	 both	 (Beura	 et	 al.,	 2016).	We	 did	 not	 yet	 assess	 the	 airway	 remodeling	 in	 the	 OVA	

challenged	mice,	and	due	to	the	importance	of	CAV1	in	airway	smooth	muscle	cells	(Gosens	et	al.,	

2011),	and	their	role	in	airway	remodeling	in	asthma	(Bara	et	al.,	2010),	it	is	important	to	determine	

the	effect	of	CAV1KO	in	this	context.		

We	also	determine	 the	effect	of	CAV1KO	 in	 localized	 lung	 inflammation,	using	 the	aerosolised	LPS	

challenge.	 The	 local	 inflammation	 limits	 the	 activation	 of	 the	 hypothalamic-pituitary-adrenal	 axis,	

therefore	 resulting	 in	 less	 endogenous	Gc	 release	 upon	 inflammation,	which	would	 confound	 the	

effect	 of	 dex	 treatment.	 Surprisingly,	 despite	 the	 increase	 in	 Gc	 transactivation	 seen	 in	 the	 lung	

explant	 culture,	 there	 was	 no	 more	 reduction	 in	 inflammation.	 Gc	 reduced	 the	 total	 cells,	

neutrophilia	and	cytokine	production	to	the	same	 level	 in	 the	WT	and	the	CAV1KO.	This	may	be	a	

limitation	of	the	inflammatory	model;	in	that	it	is	extremely	sensitive	to	Gc	treatment.	To	establish	

whether	the	increased	transactivation	affects	the	inflammatory	status	in	CAV1KO,	above	that	of	WT,	
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it	would	be	necessary	to	titrate	the	Gc	dosage	back.	As	transactivation	is	the	key	determinant	of	the	

anti-inflammatory	 effect	 of	 GR	 (Vandevyver	et	 al.,	 2013),	 it	 is	 likely	 that	 the	 CAV1KO	mice	would	

require	a	lower	Gc	dose	to	sufficiently	repress	the	inflammatory	response,	at	least	in	the	LPS	model.	

Importantly,	these	data	do	not	determine	as	to	whether	the	seemingly	protective	CAV1KO	is	due	to	

increased	 transactivation	 under	 basal	 conditions.	 Increased	 sensitivity	 to	 corticosterone	 may	 be	

another	potential	mechanism	for	the	decreased	inflammatory	cell	infiltrate	seen	in	the	CAV1KO.	This	

should	 be	 assessed	 before	 moving	 forward.	 This	 is	 an	 unlikely	 explanation	 though,	 as	 chronic	

exposure	 to	Gc	 results	 in	 increased	 inflammatory	markers	 in	 response	 to	allergen,	and	 increase	 in	

systemic	 cytokine	 production.	 Furthermore,	 it	 results	 in	 an	 insensitivity	 to	 the	 anti-inflammatory	

actions	of	Gcs		(Bailey	et	al.,	2009;	Cheng,	Jope	and	Beurel,	2015).	

The	 reduced	 immune	 cell	 infiltrate	 in	 CAV1KO	 mice	 under	 LPS	 conditions	 conforms	 with	 the	

literature	(Garrean	et	al.,	2006;	Wu	et	al.,	2016),	as	does	the	increase	in	cytokine	production	(Wang,	

Kim,	et	al.,	2006).	Macrophages	are	a	key	source	of	the	cytokine	production	in	the	lung	(Pribul	et	al.,	

2008),	therefore,	despite	the	lung	parenchyma	displaying	a	reduction	in	 inflammatory	activation	in	

the	 CAV1KO	 mice,	 the	 pro-inflammatory	 macrophages	 are	 able	 to	 compensate	 with	 increased	

cytokine	production.	This,	however,	does	not	result	in	an	increase	in	cell	number	due	to	the	effect	of	

CAV1KO	on	cell	motility.	CAV1KO	macrophages	are	indeed	proinflammatory	when	assessed	ex	vivo	

via	 LPS	 stimulation,	 but	 also	 in	 response	 to	 in	 vivo	 serum	 cytokine	 analysis	 (Medina	et	 al.,	 2006),	

however,	 this	 is	 coupled	by	a	decreased	potential	 for	movement	 to	 the	 site	of	damage,	especially	

the	 lung	 (Garrean	 et	 al.,	 2006).	 The	 mechanism	 of	 this	 is	 proposed	 to	 be	 linked	 to	 a	 lack	 of	

polarization	in	the	mobile	cells	(Grande-García	et	al.,	2007),	but	also	a	loss	of	the	necessary	markers	

for	 leukocyte	motility	 such	 as	 ICAM-1	 (Garrean	et	 al.,	 2006)	 and	VCAM-1	 (Wu	et	 al.,	 2016)	 in	 the	

endothelia.		

The	 lack	 of	 CAV1	 in	 Club	 cells,	 but	 the	 importance	 of	 CAV1KO	 in	 causing	 a	 pro-inflammatory	

phenotype	 in	 macrophages	 sheds	 light	 on	 the	 role	 of	 each	 of	 these	 cells	 in	 the	 aerosolized	 LPS	

model.	Loss	of	Club	cells	results	in	a	proinflammatory	phenotype,	however,	some	of	this	increase	in	
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inflammation	and	cytokines	originates	from	macrophages	of	club	cell	depleted	mice	(Snyder	et	al.,	

2010).	Macrophages	play	a	 key	 role	 in	 inflammation,	producing	key	 cytokines	 for	 the	 induction	of	

the	 innate	 immune	 response	 (Fujiwara	 and	 Kobayashi,	 2005).	 Somewhat	 paradoxically,	 loss	 of	

macrophages	results	in	an	increase	of	proinflammatory	cytokines	during	lung	inflammation	(Elder	et	

al.,	2005)	 implying	a	repressive	role	of	the	alveolar	macrophages.	This	can	also	be	seen	in	resident	

lung	 macrophages	 that	 reduce	 the	 capacity	 for	 inflammation	 in	 alveolar	 epithelial	 cells	 through	

inhibitory	 calcium	 signaling	 (Westphalen	et	 al.,	 2014).	 These	 data	 suggest	 that	 the	macrophage	 is	

more	important	than	the	Club	cell	in	determining	inflammation	in	response	to	both	ovalbumin	and	

LPS,	with	the	role	of	the	“time	keeper”	being	the	responsibility	of	the	Club	cell. 

	

3.7	Supplementary	Data	

Table	3.S1	PCR	Primers	

Gene	 Primers	
β-Actin	 F	-	AGG	TCA	TCA	CTA	TTG	GCA	ACG	A	

	

R	-	CAC	TTC	ATG	ATG	GAA	TTG	AAT	GTA	
GTT	

CCL3	 F	-	GCT	CTC	TGC	AAC	CAG	TTC	TCT	

	
R	-	TCG	CTT	GGT	TAG	GAA	GAT	GAC	A	

CCL4	 F	-	CCA	GCC	AGC	TGT	GGT	ATT	C	

	
R	-	CAC	CTA	ATA	CAA	TAA	CAC	GGC	ACA	

TNFa	 F	-	TGT	TGT	AGC	AAA	CCC	TCA	AGC	

	
R	-	TGT	AGG	CCC	CAG	TGA	GTT	CT	

IL-6	 F	-	CAA	TGA	GGA	GAC	TTG	CCT	GGT	G	

	
R	-	GGT	TGG	GTC	AGG	GGT	GGT	TA	

FKBP5	 F	-	CGG	AAA	GGC	GAG	GGA	TAC	TC	

	
R	-	CGT	GTA	CTT	GCC	TCC	CTT	GA	
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CHAPTER	4	RESULTS:	The	Molecular	Clock	and	Glucocorticoid	Action	

	

4.1	REV-ERBα	Confers	Circadian	Control	to	Glucocorticoid	Action			

	

4.2	Abstract	

The	glucocorticoid	 receptor	 (GR)	 is	a	major	drug	 target	 in	 inflammatory	disease.	However,	chronic	

glucocorticoid	 (Gc)	 treatment	 leads	 to	 disordered	 energy	metabolism,	 including	 increased	 weight	

gain,	 adiposity	 and	 hepatosteatosis;	 all	 programmes	 regulated	 by	 the	 circadian	 clock.	 	 Here	 we	

demonstrate	 that	while	 anti-inflammatory	 actions	 are	maintained	 irrespective	 of	 dosing	 time,	 the	

liver	 was	 significantly	 more	 sensitive	 during	 the	 day.	 Temporal	 segregation	 of	 Gc	 action	 was	

underpinned	 by	 physical	 interaction	 of	 GR	 with	 circadian	 transcription	 factor	 REV-ERBα,	 and	

cooperative	 binding	 of	 the	 two	 nuclear	 receptors	 on	 chromatin.	 Deletion	 of	 Reverbα	 inverted	

circadian	liver	Gc	sensitivity.	REV-ERBα	dependent	Gc-responses	segregated	metabolic	actions,	with	

daytime	 responsive	 genes	 regulating	 carbohydrate	 metabolism,	 and	 night-time	 responsive	 genes	

controlling	 lipid	 metabolism.	 Importantly,	 Reverbα	 null	 mice	 were	 protected	 from	 the	 increased	

adiposity	and	hepatosteatosis	induced	by	chronic	Gc	administration	in	wild-type	mice.	This	reveals	a	

new	mechanism	by	which	the	circadian	clock	acts	through	REV-ERBα	to	direct	GR	action	on	energy	

metabolism.	

	

4.3	Introduction	

Glucocorticoids	(Gcs,	cortisol	in	humans,	corticosterone	in	rodents)	are	critical	regulators	of	energy	

metabolism	and	immunity.	Synthetic	Gc	are	the	most	potent	anti-inflammatory	agents	known,	and	

are	 widely	 used	 therapeutically.	 However,	 long	 term	 use	 is	 accompanied	 by	 severe	 side	 effects,	

notably	 fat	 accumulation,	 hyperglycaemia,	 and	 hepatosteatosis	 (Schäcke,	 Döcke	 and	 Asadullah,	

2002).		Many	aspects	of	metabolism	and	immunity	are	regulated	by	circadian	mechanisms,	and	close	

coupling	 between	 cellular	 clock	 machinery	 and	 the	 glucocorticoid	 receptor	 (GR)	 has	 been	
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established.	 Specifically,	 interaction	 between	 the	 circadian	 factor	 cryptochrome	 (CRY)	 and	 GR	

influences	 Gc	 signalling	 to	 carbohydrate	 metabolism	 (Lamia	 et	 al.,	 2011).	 Given	 the	 potential	

importance	of	dosing	time	of	Gc	action,	we	investigated	circadian	control	of	Gc	responses.	Number	

of	animals	for	RNA-seq	analysis	was	determined	using	ENCODE	guidelines.	For	chronic	dex	dosing	of	

WT	 and	 REV-ERBaKO	 mice,	 group	 sizes	 were	 decided	 for	 primary	 outputs	 (GTT,	 ITT,	 hepatic	

steatosis),	based	on	(Patel	et	al.,	2011).	

	

4.4	Results	

We	first	defined	the	time-dependency	of	acute	Gc	responses	using	the	synthetic	Gc	dexamethasone	

(dex;	 1mg/kg)	 in	 a	 non-metabolic	 (lung)	 and	metabolic	 (liver)	 tissue.	 Secretion	 of	 endogenous	 Gc	

follows	 a	 circadian	 pattern,	 with	 peak	 serum	 concentrations	 before	 the	 active	 phase	 (night	 in	

rodents).	Dex	administration	was	therefore	timed	to	the	middle	of	the	day	(ZT6,	1pm)	or	the	middle	

of	the	night	(ZT18,	1am),	when	endogenous	corticosterone	concentrations	are	similar	(Fig.	4.1A).	In	

both	 tissues,	 GR	 expression	 and	 nuclear	 localisation	 did	 not	 vary	 between	 times	 (Fig.	 4.1B,	 Fig.	

4.S1A).	In	total,	2419	Gc-regulated	genes	were	identified.	Of	these,	the	majority	were	tissue-specific	

(627	genes	 in	 lung,	1665	genes	 in	 liver).	Only	127	genes	were	regulated	by	Gc	 in	both	tissues,	and	

were	associated	with	anti-inflammatory	Gc	effects	(Fig.	4.1C).		

	

In	 lung,	 a	 similar	 total	 number	 of	 genes	 were	 responsive	 to	 Gc	 at	 the	 two	 times	 of	 dex	

administration,	 but	 of	 these,	 only	 43%	 of	 genes	 were	 regulated	 at	 both	 time	 points,	 indicating	

remodelling	 of	 the	 Gc	 response	 (Fig.	 4.1D).	 Gene	 ontology	 analyses	 revealed	 anti-inflammatory	

pathways	as	highly	Gc-regulated	at	both	times	(Extended	data	Table	4.1,	Extended	data	Table	4.2),	

and	 transactivated	 and	 transrepressed	 genes	 were	 equally	 represented	 (Fig.	 4.1E).	 Time	 of	 day	

effects	were	confirmed	by	qRT-PCR	for	EFNA1,	a	night-specific	Gc	target,	and	Wt1,	a	day-specific	Gc	

target	(Fig.	4.1F,G).		
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Timing	of	administration	had	a	major	effect	on	Gc	sensitivity	in	the	liver,	with	1709	genes	responsive	

to	 daytime	 Gc	 administration,	 and	 only	 211	 genes	 regulated	 at	 night	 (Fig.	 4.1H).	 Again,	 similar	

proportions	 of	 transactivated	 and	 transrepressed	 genes	 were	 observed	 at	 both	 times.	 The	 time-

dependent	switch	in	Gc	sensitivity	was	validated	by	qRT-PCR	for	DIO1	and	Aldh1b1	(Fig.	4.1I,J).	The	

mapped	GR	cistrome	annotated	to	 (85%)	of	 the	Gc-regulated	genes	 (Fig.	4.S1B).	Pathway	analyses	

revealed	‘daytime-specific’	Gc	targets	 in	the	 liver	to	be	regulators	of	energy	metabolism	(Fig.	4.S2,	

Table	 4.3,	 Table	 4.4).	 Highlighting	 this	 time-dependent	 impact	 of	 Gc	 administration	 on	 cellular	

energy	 metabolism	 and	 oxidative	 phosphorylation	 there	 was	 a	 profound	 Gc-induced	 loss	 of	

mitochondrial	 mass	 only	 in	 daytime-treated	 animals	 (Fig.	 4.S3A,	 B),	 with	 a	 concomitant	 rise	 in	

hepatic	AMP	concentration,	and	reduction	in	NAD+	(Fig.	4.S3C-E).		
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Figure	4.1	Gc	 sensitivity	 in	 liver	 is	 regulated	by	 time	of	day.	 C57BL/6	mice	were	given	 vehicle	or	

1mg/kg	I.P.	dexamethasone	at	ZT6	(1pm,	day)	or	ZT18	(1am,	night),	culled	2	hours	later	and	lung	and	

liver	 analysed	 by	 RNA-seq	 (A).	 GR	 immunohistochemistry	 in	 lung	 and	 liver	 at	 both	 times.	 GR	

expression	 is	 shown	 in	brown,	nuclei	are	blue.	Br,	bronchioles	 (B).	Venn	depicting	all	Gc	 regulated	

genes	 identified	by	DE-seq	 (N=2).	 Lung	and	 liver	 specific	 targets	are	 indicated,	with	gene	ontology	
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terms	 for	 each	 group	 listed	 below	 (C).	 Time	of	 day	 dependent	Gc	 targets	 for	 each	 tissue	 are	 also	

shown	 (D).	 Base	mean	 expression	 vs	 log2	 fold-change	 plots	 for	 Gc	 regulated	 genes	 in	 lung	 show	

direction	of	regulation	(E)	and	two	time	specific	exemplars	were	validated	by	QPCR	(F,	G).	Base	mean	

expression	vs	log2	fold-change	plots	for	Gc	regulated	genes	in	liver	show	direction	of	regulation	(H)	

and	two	time	specific	exemplars	were	validated	by	QPCR	(I,	J).	Individual	data	points	are	shown	with	

median.	 Statistical	 analysis	 by	 Kruskal-Wallis	 test	 with	 a	 Dunn’s	 multiple	 comparisons	 correction,	

where	*	p	<	0.05,	 **	p	<	0.01.	RNA-seq	analysis	 and	mapping	of	GR	ChIP-seq	peaks	 (E,	H,	 F,	G,	 I)	

performed	by	M.I.	All	animal	treatments,	sample	collection,	IHC,	ontological	analysis	and	Q-PCR	(B,	

C,	D,	E,	F,	G,	H,	I,	J)	performed	by	G.C.	

	

The	time-dependent	switch	in	Gc	sensitivity	suggests	regulation	by	a	daytime	activator,	or	night-time	

repressor	 in	 liver	 (Fig	 4.2A).	 A	major	 regulator	 of	 energy	metabolism	 in	 the	 liver	 is	 the	 circadian	

clock.	 The	 molecular	 clockwork	 is	 conserved	 in	 all	 cell	 types,	 and	 is	 driven	 by	 rhythmic	

transcriptional/translational	 feed-forward	 (BMAL1,	 CLOCK/NPAS2)	 and	 negative	 feedback	 (Cry1/2,	

Per1/2	 and	REV-ERBα/β)	 loops	 (Fig	 4.2B).	 The	 chromatin-loading	 of	 these	 core	 clock	 transcription	

factors	shows	strong	daily	variation	(Fig	4.2C).	To	define	the	role	of	the	core	clock	in	setting	time-of-

day	Gc	sensitivity	we	compared	our	Gc-regulated	genes	with	annotated	circadian	transcription	factor	

responsive	 gene	 lists	 (Cho	et	al.,	 2012;	Koike	et	al.,	 2012).	 The	 largest	overlap	was	observed	with	

REV-ERBa	(58%)	and	REV-ERBb	(53%)	target	genes,	with	more	restricted	overlap	of	CRY1	(48%)	and	

CRY2	 (39%)	 (Fig.	 4.2D),	and	 other	 circadian	 clock	 factors	 (Fig.	 4.S4).	Moreover,	 GR	 and	 REV-ERBα	

were	 found	 in	 the	 same	molecular	 complexes	by	 co-immunoprecipitation	 (Fig.	 4.2E),	 supporting	a	

direct	modulatory	effect	of	REV-ERBα	in	shaping	Gc-response.		

	

To	profile	genome-wide	binding	patterns	of	GR	and	circadian	factors,	we	determined	the	proximity	

of	the	mapped	cistromes	of	GR	to	each	of	the	circadian	transcription	factors	 in	 liver	(Fig.	4.2F,	Fig.	

4.S5A).	Putative	co-binding	was	defined	as	a	distance	of	less	than	120bp	between	ChIP-Seq	summits,	
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and	 high	 stringency	 (FE30)	 co-bound	 sites	 indicative	 of	 cooperative	 binding	 (leftmost	 peak	 in	 Fig.	

4.2F).	 A	 surprisingly	 high	 frequency	 of	 co-binding	 with	 GR	 was	 observed	 for	 REV-ERBa	 and	 REV-

ERBb,	with	median	inter-peak	distances	of	only	93	and	80bp	respectively	(Fig.	4.S5B).	Co-binding	of	

GR	and	CRY	was	 also	 revealed,	 consistent	with	 the	 reported	physical	 interaction	between	GR	and	

CRY	(Lamia	et	al.,	2011).	However,	sites	of	REV-ERBa	and	REV-ERBb	co-binding	represented	52%	and	

49%	of	GR	peaks,	compared	with	36%	and	28%	of	GR	summits	lying	in	proximity	with	CRY1	and	CRY2	

summits,	respectively	(Fig.	4.S5C).	There	was	large	overlap	between	GR-REV-ERBa	and	GR-REV-ERBb	

co-bound	genes	(Fig.	4.S5D).	

	

Given	the	potential	influence	of	REV-ERBa	on	Gc	action,	time-of-day	dependent	dex-responses	were	

defined	in	livers	of	Reverba-/-	mice	(REV-ERBαKO).	In	contrast	to	previous	reports	on	CRY	regulation	

of	GR,	Reverba	null	mice	exhibited	suppression	of	endogenous	corticosterone	by	dex,	and	normal	

glucose	 tolerance	 (Fig.	 4.S6).	 However,	 absence	 of	 REV-ERBα	 caused	 a	 dramatic	 change	 in	 the	

temporal	 characteristics	 of	 Gc	 response,	 with	 loss	 of	 many	 daytime-responsive	 genes,	 and	

acquisition	of	additional	Gc-targets	at	night	(Fig.	4.2G,	Fig.	4.S7A).	Importantly,	there	was	restricted	

overlap	 between	 lost	 daytime	 and	 acquired	 night	 Gc	 targets	 (Fig.	 4.S7B),	 suggesting	 REV-ERBα-

dependent	rewiring	of	the	Gc	response,	and	not	simply	inversion	of	the	liver	clock.	Across	both	time-

points,	 this	 revealed	 a	 REV-ERBα-dependency	 in	 Gc-response	 for	 2018	 genes,	 of	 which	 46%	

contained	 cobound	 sites	 for	 REV-ERBa	 and	 GR	 (Fig.	 4.2H,J).	 The	 REV-ERBα-dependent,	 co-bound,	

day-specific	Gc	target	genes	were	associated	with	glucose	metabolism	(Fig.	4.2H,I),	while	REV-ERBα-

dependent,	 co-bound,	 night-specific	 Gc	 regulated	 genes	 were	 associated	 with	 lipid	 metabolic	

processes	(Fig.	4.2J,K).	 In	keeping	with	REV-ERBα	acting	as	a	transcriptional	repressor,	those	genes	

which	 acquired	 Gc	 regulation	 in	 the	 REV-ERBαKO	 mice	 were	 mainly	 transactivated	 (Fig.	 4.3A,	

Extended	 data	 Table	 4.5).	We	 considered	 CRY1	 and	 LXR	 as	 potential	mediators	 of	 the	 REV-ERBα	

effect,	 however,	 REV-ERBα	deletion	did	not	 affect	 CRY1	or	 LXR	 targets	 genes	 (Fig.	 4.S8,	 Extended	

data	Table	4.6).	Additionally,	there	was	no	effect	of	REV-ERBa	loss	on	anti-inflammatory	Gc	effects	
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in	 liver	 or	 isolated	 bone	marrow	 derived	macrophages	 (Fig.	 4.S9),	 further	 reinforcing	 the	 target-

specific	cross	talk	between	GR	and	REV-ERBα.	

	

Figure	 4.2.	 REV-ERBα	 regulates	 GR	 function.	 The	 time	 of	 day	 variation	 in	 Gc	 sensitivity	 suggests	

regulation	of	GR	 function	by	 a	 day	 activator	 or	 night	 repressor	 (A).	 Components	 of	 the	molecular	
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clockwork	(B)	 function	as	time	of	day	specific	regulators	of	transcription25	 (C).	Venns	show	overlap	

between	 Gc	 target	 genes,	 and	 clock	 transcription	 factor	 (CRY1,	 CRY2,	 REV-ERBα	 and	 REV-ERBβ)	

regulated	 genes	 in	 liver	 (D).	 Co-immunoprecipitation	of	 epitope	 tagged	REV-ERBα	 and	GR	 (E).	 Co-

binding	analysis,	histograms	depict	 the	distance	between	GR	binding	events	and	 the	nearest	clock	

transcription	factor	ChIP-seq	summit,	using	three	stringencies	(fold	enrichment	(FE)	scores).	Median	

interpeak	distances	for	the	highest	stringency	(FE30)	is	shown	inset	(F).	C57BL/6	(WT)	and	REV-ERBα	

knockout	 (REV-ERBαKO)	mice	were	given	1mg/kg	 I.P.	dexamethasone	at	ZT6	 (day)	or	ZT18	 (night),	

culled	2	hours	 later	and	 livers	analysed	by	RNA-seq.	(G).	Day	(H)	and	night	(J)	regulated	Gc	targets	

were	further	stratified	for	regions	of	co-binding	from	(F).	Gene	ontology	of	Gc	regulated,	co-bound,	

REV-ERBα	dependent	genes	using	Enrichr	in	the	day	(I)	and	at	night	(K).)	I.P.	(E)	performed	by	M.P.	

Co-binding	 analysis	 (F)	 performed	 by	 M.I.	 RNA-seq	 analysis	 performed	 by	 P.W.	 (G).	 All	 animal	

treatments,	sample	collection	comparison	of	ChIP-seq	to	RNA-seq	and	gene	ontology	performed	by	

G.C.	(D,	G,	H,	I,	J,	K)	
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Figure	4.3.	Rhythmicity	of	Gc	sensitivity	in	liver	is	determined	by	REV-ERBα	and	HNF	transcription	

factors.	 Base	mean	 expression	 vs	 log2	 fold-change	 plots	 for	 Gc	 regulated	 genes	 in	 day	 and	 night	

show	 direction	 of	 gene	 regulation	 (A).	 Summary	 of	 top	 ranked	 motifs	 (by	 coverage	 %	

observed/expected)	under	all	GR	peaks	or	GR/REV-ERBα	co-bound	peaks	 (interpeak	distance	<120	
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bp)	 (B).	Overlay	of	Gc	 regulated	genes	with	GR/	REV-ERBα/HNF	ChIP-seq	 in	 the	day	and	night	 (C).	

Gene	tracks	of	WT	specific	(IRS1,	GcK)	Gc	targets	in	the	carbohydrate	ontology	(D),	and	REV-ERBαKO	

specific	(SCARB1,	CPT1A)	Gc	targets	in	the	lipid	ontology	(E).	UCSC	gene	tracks	showing	alignment	of	

GR	peaks,	REV-ERBα/HNF4A	summits,	and	H3K9Ac	peaks	 in	day/night.	Schematic	 summarising	 the	

role	of	REV-ERBα	in	regulating	 liver	specific,	 time	dependent	changes	 in	Gc	sensitivity	(F).	RNA-seq	

analysis	(A)	performed	by	P.W.	Motif	analysis	and	ChIP-seq	peak	mapping	(B,D,E)	performed	by	M.I.	

Animal	 treatments,	 sample	collection	and	comparison	of	ChIP-seq	peak	 locations	 (A,	C)	performed	

by	G.C.	

	

Motif	 analysis	 at	 sites	 of	 GR:REV-ERBα	 co-binding	 revealed	 enrichment	 for	 hepatocyte-specific	

transcription	factors,	HNF6	and	HNF4A	(Fig.	4.3B,	Fig.	4.S10,4.S11).	HNF4A	is	highly	expressed	in	the	

liver	 compared	 to	 HNF6	 (Fig.	 4.S12),	 and	 there	 was	 clear	 overlap	 seen	 between	 binding	 sites	 of	

HNF4A,	GR	and	REV-ERBα	at	REV-ERBα-dependent	Gc-regulated	genes	(Fig.	4.3C).		For	example,	Gc-

regulated	 carbohydrate	 (IRS1,	GcK)	 and	 fatty	 acid	 (SCARB1,	 CPT1A)	metabolic	 genes	 show	 striking	

alignment	of	GR,	REV-ERBα,	and	HNF4A	binding	(Fig.	4.3D,E),	identifying	these	as	sites	of	functional	

cross-talk.	 Consistent	with	our	 findings,	REV-ERBα	was	 recently	 shown	 capable	of	 binding	DNA	by	

tethering	to	HNF4A	in	a	mechanism	that	does	not	require	the	REV-ERBα	DNA	binding	domain	(Zhang	

et	al.,	2015)	and	HNF4A	has	been	suggested	as	a	GR	pioneer	factor	(Reddy	et	al.,	2007).	REV-ERBα	

repressive	action	 involves	recruitment	of	NCOR	and	HDAC3	(Zhang	et	al.,	2015),	and	 indeed,	many	

co-bound	enhancers	show	time	of	day	changes	in	Histone	H3K9Ac	(Fig.	4.3D,E),	a	mark	regulated	by	

HDAC3.	Thus,	our	data	indicate	that	time-dependent	Gc	effects	are	a	product	of	(i)	the	daily	rhythm	

of	 REV-ERBα	 expression	 with	 attendant	 HDAC3	 recruitment	 and	 (ii)	 cell	 lineage-determining	

transcription	factors	(eg	HNF4A;	Fig.	4.3F).		

		

Long-term	 Gc	 treatment	 drives	 abnormal	 carbohydrate,	 and	 lipid	 metabolism	 and	 we	 therefore	

investigated	 the	 impact	 of	 GR:REV-ERBα	 cross-talk	 on	 the	metabolic	 consequences	 of	 chronic	 Gc	
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treatment.	Mice	were	treated	with	dex	at	ZT6	every	48	hours	for	8	weeks.	There	was	marked	thymic	

atrophy	 in	 both	WT	 and	 REV-ERBαKO	 animals	 (Fig.	 4.4A),	 further	 supporting	 a	 lack	 of	 cross-talk	

between	GR	and	REV-ERBα	 in	 immune	 regulation	 (Gibbs	et	al.,	 2012,	2014).	Dex-treated	WT	mice	

gained	weight,	while	REV-ERBαKO	mice	did	not	(Fig.	4.4B,	Fig.	4.S13A).	Gc	treatment	did	not	affect	

glucose	 tolerance,	 insulin	 levels,	 or	 liver	 glycogen	 in	 either	 genotype,	 but	 caused	 a	 significant	

increase	in	fasting	glucose	only	in	WT	animals	(Fig.	4.S13B-E).		

	

Importantly,	while	WT	mice	accumulated	significant	fat	mass	on	long-term	Gc	treatment,	REV-ERBα	

null	mice	were	 protected	 from	Gc-related	 adiposity	 (Fig.	 4.4C,D,	 Fig.	 4.S14A).	 Dex	 treatment	 also	

increased	adipocyte	size,	and	heterogeneity	only	in	WT	mice	(Fig.	4.4E-G,	Fig.	4.S14B).	The	catabolic	

actions	of	Gc,	with	accumulation	of	adipose	tissue,	are	characteristic	of	the	changes	seen	in	people	

treated	with	Gc,	 and	 these	 changes	 impose	 a	major	 limitation	 to	 therapeutic	 use	of	 synthetic	Gc.	

Moreover,	 Gc	 actions	 in	 the	 liver	 inhibit	 beta-oxidation	 of	 fatty	 acids,	 ketogenesis,	 and	 promote	

synthesis	 of	 triglycerides	 resulting	 in	 hepatosteatosis.	 REV-ERBα	 deletion	 provided	 a	 striking	

protection	from	Gc-induced	hepatic	triglyceride	accumulation	and	lipid	droplet	formation,	hallmarks	

of	hepatosteatosis	 (Fig.	4.4H,I,	Fig.	4.S15),	with	no	effect	on	serum	free	fatty	acids	or	triglycerides	

(Fig.	4.4J,K).			
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Figure	 4.4.	 REV-ERBα	mediates	Gc	 dependent	 triglyceride	 accumulation.	 C57BL/6	 (WT)	 and	 REV-

ERBαKO	mice	were	 given	 1mg/kg	 I.P.	 dexamethasone	 or	 vehicle	 at	 ZT6	 every	 48hrs	 for	 8	 weeks.	

Thymus	weight	was	measured	at	cull	 (A),	and	body	weight	tracked	throughout	the	study	(B).	Body	

fat	percentage	was	measured	every	14	days	by	Echo	MRI	(C).	Serum	leptin	was	plotted	against	body	
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fat	percentage,	with	r2	and	p	values	shown	inset	(D).	H&E	of	visceral	adipose	(E)	and	quantification	

of	 adipocyte	 size	 (F,G).	 H&E	 of	 liver,	 collected	 at	 cull	 with	 oil	 red	 O	 stain	 shown	 inset	 (H).	 Liver	

triglycerides	 (I),	 serum	 triglycerides	 (J)	 and	 free	 fatty	 acids	 (K)	 were	 also	 analysed.	 Graphs	 show	

either	the	mean	for	each	group,	or	individual	animals	with	median.	In	(A)	and	(F),	the	solid	lines	and	

filled	 regions	 show	 the	model	 output	 (mean	 and	 credible	 regions)	 while	 the	 circles	 are	 the	 data	

points	 (mean	 over	 replicates).	 Statistical	 analysis	 via	 two-way	 ANOVA	 repeated	 measures	 (body	

weight	 and	 fat	 mass),	 Mann-Whitney	 test	 (Thymus	 weight)	 or	 Kruskal-Wallis	 test	 with	 a	 Dunn’s	

multiple	 comparison	 correction	 (hepatic	 triglycerides)	 *	 p	 <	 0.05,	 **p	 <	 0.01.	 Mathematical	

modelling	of	weight	and	fat	mass	(B,	C)	performed	by	M.I.	H&E	(E,	H)	performed	by	R.V.	Oil	Red-O	

(H)	performed	by	L.M.	Leptin,	Triglyceride	and	FFA	(D,	I,	J,	K)	performed	by	A.T.	All	sample	collection,	

weighing	 of	 Thymus	 and	 animals,	 echo-MRI,	 analysis	 of	 all	 data	 (A,	 B,	 C,	 D,	 E,	 F,	 G,	 H,	 I,	 J,	 K)	

performed	by	G.C.	Animal	treatments	performed	by	G.C	with	assistance	from	D.B.		

	

4.5	Discussion	

Therapeutic	use	of	Gc	in	people	remains	common,	but	is	plagued	by	major	off-target	effects,	notably	

disordered	 lipid	metabolism	 that	 can	 lead	 to	metabolic	 syndrome,	 a	major	 risk	 for	 cardiovascular	

disease.	 	 Gc	 use	 is	 a	 major	 risk	 factor	 for	 hepatosteatosis,	 a	 state	 leading	 to	 disruption	 of	 liver	

function,	with	resulting	inflammation,	fibrosis	and	organ	failure.		There	is	renewed	interest	in	timing	

of	Gc	therapy,	with	night-time	release	of	prednisolone	offering	a	small	additional	therapeutic	effect	

(Buttgereit	 et	 al.,	 2008).	We	 now	 demonstrate	 that	 timed	 administration	 of	Gc	 can	minimise	 off-

target	 Gc	 effects,	 and	 thereby	 increase	 therapeutic	 index,	 by	 utilising	 the	 underlying	 circadian	

rhythm	of	liver	Gc	sensitivity.		The	time	of	day	variation	in	Gc	response	is	mediated	by	the	core	clock	

transcription	factor	REV-ERBα.		Our	data	suggests	that	timing	of	Gc	administration	to	coincide	with	

the	 nadir	 of	 REV-ERBα	 expression	 (midday	 in	 humans),	 or	 using	 REV-ERB	 ligands	may	 restrict	 the	

spectrum	of	Gc	activities.	More	generally	embedding	clock	 logic	 in	 therapeutic	use	of	Gc	can	be	a	

powerful	tool	in	targeting	specific	physiological	and	pathological	programmes.				
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4.6	Materials	and	Methods	

4.6.1	Materials	

Mouse	 GR	 antibody	 (Cat#	 sc-1004)	 was	 purchased	 from	 Santa	 Cruz	 biotechnology,	 human	 GR	

antibody	 (Cat#	 24050-1-AP)	 was	 purchased	 from	 ProteinTech.	 GSK6F05	 anti-REV-ERBα	 was	

generated	 in	 collaboration	 with	 GlaxoSmithKline.	 Dexamethasone,	 methyl-cyclodextrin,	 dextrose	

and	standard	chemicals	were	purchased	from	Sigma	Aldrich.		
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4.6.2	Cell	Lines	

	Mycoplasma	free	HEK293	cells	were	purchased	from	ATCC,	and	maintained	in	Dulbecco’s	modified	

eagle’s	 medium	 (DMEM	 4500mg	 glucose/L,	 110mg	 sodium	 pyruvate/L	 and	 L-glutamine,	 Sigma	

Aldrich)	with	10%	v/v	heat	inactivated	bovine	serum	(FBS,	Invitrogen)	in	a	humidified	atmosphere	of	

5%	carbon	dioxide	at	37°C.		

Primary	 bone	marrow	 derived	macrophages	were	 purified	 and	 cultured	 in	 growth	media	 (DMEM	

containing	 4500mg/l	 glucose,	 110mg/l	 sodium	 pyruvate,	 L-glutamine	 and	 10%	 heat	 inactivated	

bovine	 serum)	 supplemented	 with	 0.1mg/ml	 M-CSF	 in	 a	 humidified	 atmosphere	 of	 5%	 carbon	

dioxide	at	37°C.		

	

4.6.3	Animals	

Experimentation	was	performed	on	mouse	 strains	C57BL/6J	 (WT)	 from	Harlan	Blackthorn,	UK	and	

global	REV-ERBα	knockout	mice	and	littermate	controls	 imported	from	GlaxoSmithKline,	Stevenage	

UK.	 There,	 the	 REV-ERBα	 knockout	 mice	 were	 re-derived	 (from	 the	 original	 colony	 held	 by	 Ueli	

Schibler,	 Geneva)	 using	 in-vitro	 fertilisation	 procedures	 with	 resulting	 heterozygous	 REV-ERBα	

animals	subsequently	backcrossed	to	a	C57BL/6J	background	to	over	98%,	as	confirmed	by	MAXBax.	

Homozygous	 REV-ERBα	 knockout	 and	 wildtype	 littermate	 controls	 were	 generated	 through	

Heterozygous	x	Heterozygous	matings.		Animals	housed	at	GlaxoSmithKline	were	multiply	housed	in	

autoclaved	 Techniplast	 GM500	 IVC	 cages	 containing	 IPS	 Lignocel	 BK8/15	 bedding	 with	 Datesand	

Paper	 Shaving	 nesting	 material,	 within	 a	 Techniplast	 SmartFlow	 ventilation	 system.	 Animals	 are	

maintained	 at	 an	 ambient	 temperature	of	 20.5ºC	 to	 23.5ºC	 and	 relative	 humidity	 of	 39%	 to	 61%,	

maintained	 on	 a	 7am	 to	 7pm	 light–dark	 cycle,	 with	 free	 access	 to	 food	 (Labdiet	 Irradiated	 5LF2	

Maintenance	 Diet)	 and	 animal	 grade	 drinking	 water.	 All	 mice	 (8-22	weeks	 old,	male	 and	 female)	

were	 acclimatised	 in	 the	 biological	 services	 facility	 for	 one	 week	 before	 any	 procedures	 were	

undertaken.	All	procedures	were	performed	in	compliance	with	Animals	(Scientific	Procedures)	Act	

of	1986.	While	housed	 in	Manchester,	mice	had	free	access	to	food	(unless	stated)	and	water	and	



 121 

were	multiply	 housed	 in	 a	 12:12	 light/dark	 cycle.	 Animals	 were	 randomly	 allocated	 to	 treatment	

groups	and	coded,	then	samples	processed	and	decoded	post	analysis	to	limit	any	investigator	bias.	

To	 give	 sufficient	 power	 to	 identify	 differences	 between	 treatment	 groups	 for	 RNA-seq	 studies,	

group	sizes	of	2	(lung	and	liver)	or	5	(WT	and	REV-ERBα)	were	used,	for	in	vivo	biology	group	sizes	of	

8	were	used,	and	for	metabolic	profiling,	groups	of	10	were	used.	

	

4.6.4	Acute	Gc	treatment	

Mice	were	treated	at	6	hours	ZT	(6	hours	after	 lights	on,	1:30pm)	or	at	18	hours	ZT	(6	hours	after	

lights	 off,	 1:30am)	 with	 dexamethasone	 (1	 mg/kg	 intraperitoneal)	 or	 vehicle	 (methylcyclodextrin	

1mg/kg	intraperitoneal)	for	either	2	or	4	hours	before	sacrifice	by	cervical	dislocation.		

	

4.6.5	Chronic	Gc	treatment	

Mice	 (N=8)	 were	 treated	 at	 6	 hours	 ZT	 (6	 hours	 after	 lights	 on)	 with	 dexamethasone	 (1mg/kg	

intraperitoneal)	 or	 vehicle	 (saline	 intraperitoneal)	 every	 48	 hours	 for	 8	 weeks	 before	 sacrifice	 by	

cervical	dislocation.	Two	mice	(one	REV-ERBαKO	vehicle,	one	REV-ERBαKO	dex)	were	sacrificed	prior	

to	 the	 end	 of	 the	 study	 for	 ill	 health.	 	With	 the	 exception	 of	 hepatic	 triglycerides,	 an	 early,	 and	

robust	Gc	response,	all	other	samples	were	excluded	from	subsequent	analysis.	

	

4.6.6	Glucose	Tolerance	Tests	

Mice	were	fasted	over-night	(12	hours)	and	 injected	at	ZT6	with	2g/kg	dextrose	(glucose	tolerance	

test,	GTT).	Blood	glucose	was	measured	over	3	hours	(GTT)	(Aviva	Accucheck).	GTT	was	performed	

prior	to	chronic	treatment	(week	-1)	N=16	biological	replicates,	during	treatment	(week	7)	WT	N=8	

biological	replicates,	REV-ERBαKO	N=7	biological	replicates.		

	

4.6.7	Body	weight	and	adiposity	
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Mice	were	weighed	every	48	hours	between	ZT3	and	ZT5	and	placed	in	EchoMRI	900	(Echo	Medical	

Systems)	every	two	weeks	between	ZT6	and	ZT9	for	a	total	read	time	of	between	140s	to	160s.	An	

average	of	3	 readings	were	 taken.	Percentage	body	 fat	was	calculated	 from	values	determined	by	

the	 Echo	MRI.	 WT	 N=8	 biological	 replicates,	 REV-ERBαKO	 N=7	 biological	 replicates.	 Raw	 data	 on	

body	 weight	 (26	 measurements)	 and	 body	 fat	 (5	 measurements)	 were	 normalized	 to	 the	 first	

reading	for	each	animal,	as	shown	in	Fig.	S13A	and	14A,	respectively.			

	

4.6.8	Ex	vivo	LPS	challenge	

Bones	from	global	REV-ERBα	knockout	mice	and	littermate	controls	(males,	aged	12-16	weeks)	were	

collected	 and	 processed	 independently	 (N=3).	 Primary	 cells	 were	 cultured	 in	 growth	 media	

supplemented	 with	 0.1mg/ml	 M-CSF	 for	 7	 days	 prior	 to	 experimentation.	 On	 day	 8,	 cell	 culture	

medium	was	replaced	(without	M-CSF)	and	cells	treated	with	vehicle	or	100nM	dex	for	1hour,	and	

then	100ng/ml	LPS	for	a	further	4hours.		Cells	were	lysed	and	processed	for	qRT-PCR.	

	

4.6.9	RNA-seq	and	qRT-PCR	

Lung,	liver	and	macrophages	were	lysed	and	total	RNA	prepared	using	SV	Total	RNA	Isolation	System	

(Promega).	RNA	quality	was	checked	using	the	RNA	6000	Nano	Assay,	RNA	samples	with	a	260:280	

nM	ratio	of	~2	taken	forward	for	analysis.	Quality	and	integrity	of	total	RNA	samples	were	assessed	

using	 a	 2100	 Bioanalyzer	 or	 a	 2200	 TapeStation	 (Agilent	 Technologies)	 according	 to	 the	

manufacturer’s	instructions.		

RNA	 sequencing	 (RNA-seq)	 libraries	 were	 generated	 using	 the	 TruSeq®	 Stranded	 mRNA	 assay	

(Illumina,	 Inc.)	 according	 to	 the	manufacturer’s	 protocol.	 Briefly,	 total	 RNA	 (0.1-4ug)	was	 used	 as	

input	material	from	which	polyadenylated	mRNA	was	purified	using	poly-T,	oligo-attached,	magnetic	

beads.	The	mRNA	was	then	fragmented	using	divalent	cations	under	elevated	temperature	and	then	

reverse	 transcribed	 into	 first	 strand	 cDNA	 using	 random	 primers.	 Second	 strand	 cDNA	 was	 then	

synthesised	using	DNA	Polymerase	I	and	RNase	H.	Following	a	single	'A'	base	addition,	adapters	were	
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ligated	 to	 the	cDNA	 fragments,	 and	 the	products	 then	purified	and	enriched	by	PCR	 to	 create	 the	

final	 cDNA	 library.	 Adapter	 indices	 were	 used	 to	 multiplex	 libraries,	 which	 were	 pooled	 prior	 to	

cluster	 generation	 using	 a	 cBot	 instrument.	 The	 loaded	 flow-cell	 was	 then	 paired-end	 sequenced	

(101	+	101	cycles,	plus	indices)	on	an	Illumina	HiSeq2500	instrument.	For	comparison	of	time	of	day	

Gc	responses	in	lung	and	liver	N=2	biological	replicates	were	sequenced,	for	comparison	time	of	day	

responses	 in	 liver	 between	WT	 and	 REV-ERBαKO	mice	 N=5	 biological	 replicates	 were	 sequenced.	

Demultiplexing	 of	 the	 output	 data	 (allowing	 one	 mismatch)	 and	 BCL-to-Fastq	 conversion	 was	

performed	with	CASAVA	1.8.3.		

FastQ	 files	 containing	 paired-end	 reads	 were	 quality	 checked	 with	 FastQC	 tool,	 followed	 by	

Trimmomatic	 (Bolger,	 Lohse	 and	 Usadel,	 2014)	 in	 order	 to	 trim	 the	 low-quality	 and	 adapter	

sequences	 from	 the	 reads.	 Filtered	 reads	 were	 aligned	 to	 GRCm38.71	 (mm10)	 assembly	 of	 the	

mouse	 genome	 using	 Tophat-2.0.11	 (Trapnell,	 Pachter	 and	 Salzberg,	 2009),	 reporting	 best	 score	

matches	for	every	read.	Mapped	reads	were	counted	to	genes,	for	Ensembl	annotation	GRCm38.71,	

using	HTSeq-count	 (v0.5.4p5,	 (Anders,	 Pyl	 and	Huber,	 2015)),	with	 default	 quality	 score,	 and	with	

options	stranded=reverse,	and	intersection_nonempty.		

DESeq2	 (Love,	 Huber	 and	 Anders,	 2014)	 was	 used	 to	 perform	 normalization	 and	 pairwise	

comparisons	 (flat	 design).	 Differentially	 expressed	 (DE)	 genes	were	 reported	 for	qval	 <=	 0.05	and	

fold	 change	 of	 2	 (Fig.	 1)	 or	 qval	 <=	 0.1	 (Fig.	 3),	 and	were	 taken	 forward	 for	 further	 downstream	

analysis.	High	stringency	q	values	were	used	for	the	small	sample	group	(n=2),	and	lower	stringency	

q	 values	 used	 for	 the	 larger	 group	 size	 (n=5).	 Online	 bioinformatics	 tools,	 webgestalt	

(http://bioinfo.vanderbilt.edu/webgestalt/)	 and	 enrichr	 (http://amp.pharm.mssm.edu/Enrichr/)	

were	used	for	enrichment	analysis	of	the	DE	genes.	

	

4.6.10	Mitochondrial	Genome	Quantification	

Livers	and	lungs	were	homogenised	and	DNA	extracted	using	TRIzol	(Invitrogen)	and	mitochondrial	

DNA	(ND1)	was	quantified	in	using	qRT-PCR	(Applied	Biosystems).	Expression	levels	were	calculated	
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using	 the	 δδCT	 method	 normalising	 to	 the	 nuclear	 genome	 (GAPDH).	 Primer	 sequences	 are	

described	 in	Extended	data	Table7.	N=10	for	 lung,	10	vehicle	 liver	ZT6,	9	dex	 liver	ZT6	and	vehicle	

liver	ZT18	and	7	dex	liver	ZT18.	

	

4.6.11	ChIP-seq	Analysis		

GR	 ChIP-seq	 and	 matched	 control	 data	 from	 GEO:	 GSE46047	 (Grøntved	 et	 al.,	 2013)	 was	

downloaded	and	FastQ	files	were	mapped	to	mm10	genome	using	Bowtie1	(Langmead	et	al.,	2009)	

with	default	options	except	 '−m1'	option,	keeping	only	uniquely	mapped	 reads.	Peaks	were	called	

using	MACS	 2.1.0	 (17)	with	 default	 parameters,	 except	–nolambda	 option.	 To	 associate	 identified	

peaks	to	mm10	annotated	genes,	HOMER	(18)	(annotatePeaks.pl)	was	used,	with	default	options.		

For	co-binding	analysis,	ChIP-seq	datasets	(BED	files	for	mm9	assembly)	for	core	clock	transcription	

factors	were	downloaded	 from	GEO:	GSE3986	and	GSE34020	 (Cho	et	al.,	2012;	Koike	et	al.,	2012)	

and	lifted	to	mm10	assembly	using	UCSC	liftover	tool	(https://genome.ucsc.edu/cgi-bin/hgLiftOver).	

For	each	of	the	clock	TFs,	histograms	were	drawn	for	summit	to	summit	distances	between	each	GR	

peak	to	its	nearest	clock	TF	peak	as	described	previously	(Amin	et	al.,	2015).		

	

4.6.12	Motif	Analysis		

Regions	 from	 the	 GR	 BED	 file	 with	 a	 REV-ERBα	 peak	 within	 120bp	 were	 extracted	 and	 analysed	

further	for	enriched	motifs.	HOMER	(findMotifsGenome.pl)	was	used	to	find	enriched	de	novo	and	

known	motifs	in	these	co-bound	regions,	as	well	as,	locations	of	top	motifs.	Motifs	were	built	using	

options	-len	8,12,15,	and	-size	200,	while	finding	locations	of	the	selected	motifs,	option	-size	given	

was	used.	Output	motifs	were	ranked	based	on	%Ratio	(observed/expected	frequencies).	Duplicate	

motifs,	motifs	with	%Ratio<1.5	or	total	coverage	<5%	were	removed.	

	

4.6.13	Histology	Paraffin	Embedded	Tissues	
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Lungs	were	 immediately	 infused	with	 1ml	 of	 4%	para-formaldehyde	 then	 submerged	 in	 4%	para-

formaldehyde	 overnight.	 Livers	 and	 visceral	 adipose	 were	 submerged	 in	 4%	 para-formaldehyde	

overnight.	 Tissues	were	 embedded	 into	 paraffin	 blocks	 and	 cut	 into	 5μm	 sections	 (Leica	 RM2255	

Microtome).	 For	 frozen	 tissues,	 livers	 were	 embedded	 in	 optimal	 cutting	 temperature	 compound	

(OCT)	and	frozen	in	liquid	nitrogen.	5μm	sections	were	cut	(Leica	CM3050	Cryostat).		

	

4.6.14	Oil	Red	O	Stain		

Frozen	 liver	 sections	 were	 equilibrated	 to	 room	 temperature,	 and	 air	 dried	 for	 5	 minutes,	 then	

incubated	in	water	for	10	minutes.	Sections	were	stained	with	Oil	Red	O	for	10	minutes,	transferred	

to	 70%	 isopropanol	 (2	 minutes)	 then	 rinsed	 in	 tap	 water	 (2	 minutes)	 and	 counterstained	 with	

Mayers	 Haemotoxilin	 (1	 minute).	 After	 blueing	 under	 running	 tap	 water,	 sections	 mounted	 in	

glycerin.	

	

4.6.15	Image	Analysis		

All	images	were	acquired	on	an	Axio	Imager.A1	(Zeiss)	microscope	using	either	a	10x	Zeiss	EC	Plan-

NEOfluar	or	20x	Zeiss	EC	Plan-NEOfluar	objective.	Images	were	collected	using	AxioCam	MRc	(Zeiss).	

Raw	images	were	visualised	using	AxiovisionRel.	4.7	(Zeiss),	processed	and	quantified	using	Image	J	

(http://dev.mri.cnrs.fr/projects/imagej-macros/wiki/Adipocytes_Tool).	

	

4.6.16	Metabolic	profiling		

Quantification	of	ATP,	ADP,	AMP,	NAD,	NADP,	NADPH	from	flash	frozen	liver	was	performed	by	the	

the	Metabolomics	Innovation	Centre	(TMIC)	at	the	University	of	Alberta,	Canada.		

	

4.6.17	Immunoprecipitation	and	immunoblotting	

HEK293	cells	were	transfected	with	1µg	halo-tagged	REV-ERBα	and/or	1µg	halo-tagged	GR	using	PEI	

(3:1	v/w	ratio)	and	left	overnight.	Cells	were	transferred	to	media	containing	charcoal	stripped	FBS	
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(Invitrogen)	4	hours	before	treatment	with	dexamethasone	(100nM)	or	DMSO	for	1	hour.	Cells	were	

lysed	 (150	 mM	 NaCl,	 20	 mM	 Tris-HCl,	 10%	 glycerol,	 1%	 TritonX-100,	 1mM	 PMSF,	 10	 mM	 NEM,	

PhosSTOP,	 Complete	 EDTA-free	 protease	 inhibitor	 cocktail)	 on	 ice	 and	 cell	 debris	 cleared	 by	

centrifugation	(13k	xg,	5	min).	

1	μg	of	anti-REV-ERBα	antibody	(mouse	monoclonal	GSK6F05,	or	1	μg	of	mouse	IgG)	or	1	μg	of	anti	

GR	antibody	(rabbit	polyclonal,	Proteintech,	or	1	μg	of	rabbit	IgG)	was	incubated	with	protein	lysates	

for	 1	 hour	 on	 a	 rotating	 wheel	 at	 4°C.	 Antibody	 complexes	 were	 captured	 by	 addition	 of	 beads	

(Mouse	 -	Sure	beads	Protein	G	magnetic	beads,	BioRad;	 rabbit	 -	MagResyn	Protein	A,	Biosciences)	

for	45	minutes	at	4°C.	Beads	were	washed	three	times	with	lysis	buffer,	then	boiled	for	10	minutes	in	

SDS	loading	dye.	Beads	were	cleared	using	magnetic	separator	and	supernatants	electrophoresed	on	

Mini	Protean	TGX	Precast	Gels	4-15%	(BioRad).	Resolved	proteins	were	transferred	to	a	0.2	µm	pore	

size	Protran	nitrocellulose	membrane	then	rinsed	with	Tris-HCl	pH	7.6	buffered	saline	(TBS)	solution	

supplemented	with	0.1%	Tween-20	(TBST).	Membranes	were	blocked	(5%	skim	milk	powder	in	TBST)	

for	 1	 hour	 at	 room	 temperature	 and	 then	 incubated	 with	mouse	monoclonal	 GSK6F05	 anti-REV-

ERBα	 or	 rabbit	 polyclonal	 anti-GR	 (ProteinTech)	 antibodies	 overnight	 at	 4°C.	 Membranes	 were	

washed	 3	 ×	 10	 minutes	 with	 TBST	 and	 secondary	 HRP-linked	 antibodies	 (GE	 Healthcare)	 were	

incubated	for	1	hour.	After	3	×	10	minute	TBST	washes	immunoreactive	bands	were	detected	using	

Supersignal	West	Dura	 (ThermoScientific)	and	chemiluminescence	visualised	on	Kodak	BioMax	MR	

or	XAR	Film.	Experiments	were	repeated	on	four	separate	occasions,	and	full	scans	of	 images	from	

Fig	4.2E	are	shown	in	Fig.	4.S16.	

4.6.18	Corticosterone	measurements		

Blood	was	left	to	clot	for	30	min,	centrifuged	for	10	minutes	at	1000xg	and	serum	collected.	ELISAs	

were	 performed	 according	 to	 the	manufacturer’s	 instructions	 (Corticosterone	 ELISA	 kit,	 Cat#	 ADI-

900-097,	 ENZO	 life	 sciences).	 Samples	 were	 diluted	 1:40,	 and	 quantified	 in	 duplicate	 and	 run	

alongside	a	standard	curve	within	the	range	32-27,000pg/ml.	N=5	biological	replicates).	
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4.6.19	Insulin	and	Leptin	measurements	

Blood	was	left	to	clot	for	30	min,	centrifuged	for	10	minutes	at	1000xg	and	serum	collected.	Serum	

was	diluted	1:2	and	samples	analysed	according	to	the	manufacturer’s	instructions	(MILLIPLEX	MAP	

Mouse	Bone	Magnetic	Bead	Panel,	Cat#	MBNMAG,		Millipore)	using	the	Bioplex	200	system	(BioRad)	

alongside	standards	curves	ranging	from	37-150,000pg/ml	(insulin)	and	10-40,000pg/ml	(leptin).	WT	

N=8,	REV-ERBαKO	N=7	biological	replicates.	

	

4.6.20	Liver	Glycogen	measurements	

Liver	homogenates	(10mg/100µl)	were	boiled	for	5	min	and	cleared	by	centrifugation	at	13kxg	for	10	

min.	Assays	were	performed	according	to	the	manufacturer’s	 instructions	(Glycogen	Assay	Kit	Cat#	

MAK016,	Sigma	Aldrich).	Single	measurements	of	0.5	and	0.1	µl	 sample/well	were	run	alongside	a	

0.2-2µg	glycogen	standard	curve.	WT	N=8,	REV-ERBαKO	N=7	biological	replicates.	

	

4.6.21	Triglyceride	and	Free	Fatty	Acid	measurements	

Liver	 homogenates	 (10mg/100µl)	 and	 serum	 was	 isolated,	 and	 triglycerides	 and	 free	 fatty	 acids	

assays	 were	 performed	 according	 to	 the	 manufacturers’	 instructions	 (Serum	 Triglyceride	

Determination	 Kit	 Cat#	 TR0100,	 Free	 Fatty	 Acid	 Quantitation	 Kit	 Cat#	 MAK044,	 Sigma	 Aldrich).	

Serum	 samples	 (undiluted)	 and	 liver	 homogenates	 (diluted	 1:2)	were	 run	 in	 duplicate	 alongside	 a	

standard	curve	of	glycerol	(0.037-2.5mg/ml	range,	TG	assay)	or	palmitic	acid	(0.2-1nmole	range,	FFA	

assay).	Triglycerides	isolated	from	liver	were	normalised	to	total	protein	content	of	the	tissue	using	

data	 from	 a	 Bradford	 assay	 run	 in	 parallel.	 All	 samples	 were	 measured	 using	 the	 Glomax	 Multi	

Detection	System	(Promega).	WT	N=8,	REV-ERBαKO	N=8	biological	replicates.	

	

4.6.22	Statistical	Analysis	

To	 model	 the	 underlying	 trend	 in	 the	 body	 weight	 and	 body	 fat	 time-series	 data,	 a	 Gaussian	

Processes	based	model	(Rasmussen,	C.E.	and	Williams,	2006)	using	the	GPy	software	package	(‘GPy:	
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A	Gaussian	process	framework	in	python	[https://github.com/SheffieldML/GPy]’,	no	date)		was	built	

to	fit	a	non-linear	curve	to	the	means	over	the	replicates.	The	model	output	with	mean	and	credible	

region	(corresponding	to	two	standard	deviations	of	the	posterior	distribution)	 is	shown	in	Fig4.4A	

and	4.4F.	

	

4.7	Supplementary	Data	

	

Figure	4.S1.		GR	expression	does	not	alter	throughout	the	day	in	lung	or	liver.	Lung	and	liver	were	

analysed	 by	 immunohistochemistry	 for	 GR	 expression	 (brown)	 and	 nuclei	 counterstained	 with	

toluidine	 blue.	 Three	 examples	 are	 shown,	 and	 higher	 magnification	 regions	 shown	 in	 Fig	 1	
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highlighted	with	red	boxes.	10x	magnification	(A).	Gc	regulated	genes	in	the	liver	were	compared	to	

ChIP-seq	annotated	genes	bound	by	GR	in	mouse	liver	(B).	All	performed	by	G.C.	
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Figure	4.S2.	 	Day	specific	Gc	 regulated	genes	 in	 liver	 control	key	metabolic	pathways.	 Schematic	

summarizing	 KEGG	 Pathway	 analysis	 of	 Gc	 regulated	 genes	 in	 liver.	 Gc	 regulated	 pathways	 are	

shown	in	red.	Ontology	analysis	performed	by	G.C.	

	

Figure	 4.S3.	 	 Gc	 reduces	mitochondrial	 number	 in	 the	 liver	 only	 in	 the	 day.	 C57BL/6	mice	were	

treated	with	 1mg/kg	 I.P.	 dexamethasone	 at	 either	 ZT6	 or	 ZT18	 and	 culled	 4	 hours	 later.	 Relative	

mitochondrial	 DNA	 in	 liver	 (A)	 and	 lung	 (B),	 were	 normalised	 to	 vehicle.	 AMP,	 ADP,	 ATP	 (C)	 and	

NADP,	NADPH,	NAD+	and	NADH	(D)	were	measured	via	HPLC	in	dry	mouse	liver.	Ratios	of	NADP	to	

NADPH	and	NAD+	 to	NAD	H	 (E)	were	 calculated.	Data	 shown	as	median.	 Statistical	 analysis	 of	Gc	

treatment	 via	 one-way	ANOVA	with	 a	Holm-Sidak	multiple	 comparisons	 correction	 (mitochondrial	
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quantification	AMP,	 ADP	 and	ATP)	 or	 one-way	ANOVA,	 followed	 by	 a	 t-test	NADP,	NADPH,	NAD+	

NADP/NADPH	 ratio	 and	 NAD+/NADH	 ratio),	 p	 <	 0.05	 *	 p	 <	 0.001	 **,	 p<0.0001	 ***.	 QPCR	 (A)	

performed	 by	 A.T.	 Metabolite	 concentrations	 (B)	 performed	 by	 The	 Metabolomics	 Innovation	

Centre,	Alberta,	Canada.	All	animal	treatments,	sample	generation	and	analysis	by	G.C.	

	

	

	

Figure	4.S4.	Gc	regulated	genes	show	limited	overlap	with	core	clock	transcription	factors.	Venns	

showing	overlap	between	genes	regulated	by	Gc	and	core	clock	transcription	factors.		Performed	by	

G.C.	
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Figure	 4.S5.	 	 GR	 binding	 shows	 minimal	 overlap	 with	 binding	 of	 some	 core	 clock	 transcription	

factors.	 ChIP-seq	 data	 for	 GR	 and	 core	 clock	 transcription	 factors	 was	 compared	 to	 determine	

proximity	 of	 binding.	 Histograms	 depict	 the	 number	 of	 GR	 binding	 peaks	 against	 distance	 from	

closest	 transcription	 factor	 summit	using	 three	stringencies	 (fold	enrichment	 (FE)	 scores).	 	Median	

interpeak	distances	 for	 the	highest	 stringency	 (FE30)	are	 inset	 (A),	and	plotted	 in	order	of	 ranking	

(B).	 The	 percentage	 of	 GR	 co-binding	with	 each	 transcription	 factor	 is	 also	 plotted	 (C).	 Genes	 co-

bound	by	GR	and	REV-ERBα	or	REV-ERBβ	(D).	Cobinding	analysis	and	mapping	of	ChIP-seq	peaks	(A,	

B,	C,	D)	performed	by	M.I.	Downstream	analysis	(B,	C,	D)	performed	by	G.C.	
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Figure	4.S6.		REV-ERBα	knockout	have	normal	Gc	sensitivity,	serum	insulin	and	glucose	tolerance.	

REV-ERBα	knockout	and	littermate	controls	were	treated	with	dex	at	either	ZT6	or	ZT18	and	culled	2	

hours	later.	Serum	was	harvested	and	corticosterone	(A)	and	insulin	(B)	analysed	by	ELISA.	REV-ERBα	

knockout	and	littermate	controls	were	fasted	overnight	and	injected	I.P.	with	2g/kg	glucose	at	ZT6	

and	blood	glucose	was	measured	over	180	minutes	(N=12)	(C).	Statistical	analysis	via	Mann-Whitney	

(serum	Cort),	Kruskal-Wallis	with	a	Dunn’s	multiple	comparisons	correction	(serum	insulin)	and	two-

way	ANOVA	repeated	measures	with	a	Tukey’s	multiple	comparisons	correction	(GTT)	p	<	0.01	**.	

All	performed	by	G.C.	
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Figure	4.S7.		REV-ERBα	modulates	the	Gc	response.	REV-ERBαKO	mice	and	littermate	controls	were	

treated	with	dex	at	either	ZT6	or	ZT18	and	culled	2	hours	later.	Livers	were	harvested	and	analysed	

by	RNA-seq	 (N=5).	Heat	map	of	genes	differentially	 regulated	by	dex	treatment	 (A).	Day	and	night	

specific	 genes	 in	 WT	 and	 REV-ERBαKO	 were	 compared	 (B).	 RNA-seq	 analysis	 and	 heat	 map	 (A)	

generated	 by	 P.W.	 Identification	 of	 ChIP-seq	 binding	 sites	 (B)	 performed	 by	 M.I.	 Downstream	

analysis	of	regulated	genes	compared	to	ChIP-seq	binding	(B)	performed	by	G.C.	
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Figure	4.S8.		The	effect	of	REV-ERBα	on	Gc	action	is	not	mediated	indirectly	through	activation	of	

CRY1	 or	 LXR.	 Graphs	 show	 RNA-seq	 reads	 for	 GR	 (A),	 and	 reported	 CRY1	 (B)	 and	 LXR	 (C)	 target	

genes.	Individual	samples	(N=5)	are	plotted	with	the	median	for	each	group.	q	<	0.05*,	q	<	0.01**,	q	
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<	 0.001***,	 q	 <	 0.0001****.	 DEseq	 pairwise	 analysis,	 Fisher’s	 Exact	 test	 adapted	 for	 negative	

binomial	distribution	(RNA-seq).	Analysis	of	RNA-seq	performed	by	P.W.	Graphs	generated	by	G.C.	

	

Figure	4.S9.	 	REV-ERBα	does	not	regulate	anti-inflammatory	Gc	effects.	Enrichr	canvases	for	REV-

ERBα	 independent	 Gc	 targets	 with	 the	 two	 highest	 ranking	 terms	 listed	 underneath	 (A).	 Graphs	

show	RNA-seq	 reads	 for	anti-inflammatory	Gc	 target	genes	 from	 liver	RNA-seq.	 Individual	 samples	

(N=5)	 are	 plotted	 with	 the	median	 for	 each	 group	 (B).	 Bone	marrow	 derived	macrophages	 were	

isolated	from	REV-ERBαKO	and	WT	littermate	control	mice,	treated	with	vehicle	or	100nM	dex	for	1	

hour,	then	with	100ng/ml	LPS	for	4	hours.	Gc	regulation	was	determined	by	q-RTPCR	for	DUSP1	and	
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IL-6;	 no	 genotypic	 differences	 were	 observed	 (C).	 q	 <	 0.05*,	 q	 <	 0.01**,	 q	 <	 0.001***,	 q	 <	

0.0001****	Two-way	ANOVA	(macrophage)	DEseq	pairwise	analysis,	Fisher’s	Exact	test	adapted	for	

negative	 binomial	 distribution	 (RNA-seq).	 	 Gene	 ontology	 analysis	 (A)	 performed	 by	G.C.	 RNA-seq	

analysed	(B)	by	P.W.	Macrophage	isolation,	treatment	and	QPCR	performed	by	R.V.	and	Z.Z.	

	

Figure	4.S10.	 	Analysis	of	all	GR	binding	sites	shows	enrichment	of	GREs.	Motif	analysis	for	all	GR	

binding	 sites.	Observed/Expected	 ratios,	 and	 p-values	 are	 indicated	 for	 each	motif.	Motif	 analysis	

performed	by	M.I.	
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Figure	4.S11.	GR-REV-ERBα	co-bound	regions	are	enriched	for	HNF	motifs.	Motif	analysis	for	all	GR-

REV-ERBα	 co-bound	 sites	 (where	 binding	 occurs	within	 120bp).	 Observed/Expected	 ratios,	 and	 p-

values	are	indicated	for	each	motif.	Motif	analysis	performed	by	M.I.	

	



 139 

	

	

Figure	4.S12.		Gc	target	genes	are	enriched	for	HNF	binding	sites.	Graphs	show	RNA-seq	reads	for	

HNF4A	 and	HNF6.	 Individual	 samples	 (N=5)	 are	 plotted	with	 the	median	 for	 each	 group.	 RNA-seq	

analysis	performed	by	P.W.	
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Figure	 4.S13.	 	 Loss	 of	 REV-ERBα	 protects	 from	Gc	 induced	weight	 gain.	 REV-ERBα	 knockout	 and	

littermate	controls	were	treated	with	dex	or	vehicle	at	ZT6	every	48	hours	for	8	weeks.	Weight	was	

tracked	every	48	hours	and	change	relative	to	initial	weight	plotted	for	each	animal	in	the	group.	The	

group	means	are	shown	in	Fig4B	(A).	Serum	insulin	(B),	glucose	tolerance	(C),	liver	glycogen	(D)	and	

fasting	blood	glucose	(E)	were	quantified	(n=8	WT,	7	KO).		Statistical	analysis	via	Kruskal-Wallis	with	

a	 Dunn’s	 multiple	 comparison	 correction	 (insulin,	 liver	 glycogen	 and	 fasting	 glucose)	 or	 two-way	

ANOVA	 repeated	 measures	 with	 a	 Tukey’s	 multiple	 comparison	 correction	 (GTT).	 p	 <	 0.05*.	

Modelling	of	weight	(A)	performed	by	M.I.	Insulin	and	glycogen	assays	(B,	D)	performed	by	A.T.	GTT	

(C)	 performed	 by	 G.C.	 with	 assistance	 from	 N.B.,	 A.T.,	 R.V.	 and	 M.B.	 Fasting	 glucose	 (E),	 all	

treatments		and	sample	collection	performed	by	G.C.	
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Figure	4.S14.		Dex	treatment	increases	adiposity,	adipocyte	size	and	heterogeneity	in	WT	but	not	

REV-ERBαKO	mice.	REV-ERBα	knockout	and	littermate	controls	were	treated	with	dex	or	vehicle	at	

ZT6	every	48	hours	for	8	weeks.	Fat	mass	was	tracked	every	14	days	and	relative	change	in	fat	mass	

for	 each	 animal	 plotted.	 Means	 across	 each	 group	 are	 shown	 in	 Fig4C	 (A).	 Visceral	 adipose	 was	

collected	 at	 cull	 and	 analysed	 by	 H&E.	 Representative	 images	 from	 three	 animals	 per	 group	 are	

shown	(B).	Highlighted	images	are	included	in	Fig4E.	Modelling	of	relative	fat	mass	(A)	performed	by	
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M.I.	H&E	(B)	performed	by	R.V.	All	treatments,	echo-MRI	analysis	and	sample	collections	performed	

by	G.C.	

	

Figure	4.S15.	Loss	of	REV-ERBα	protects	from	Gc	induced	hepatosteatosis.	REV-ERBα	knockout	and	

littermate	controls	were	 treated	with	dex	or	 vehicle	at	 ZT6	every	48	hours	 for	8	weeks.	 Liver	was	

collected	 at	 cull	 and	 analysed	 by	 H&E.	 Representative	 images	 from	 three	 animals	 per	 group	 are	

shown.	Highlighted	images	are	included	in	Fig4H.		H&E	performed	by	R.V.	All	treatments	and	sample	

collection	performed	by	G.C.	
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Figure	 4.S16.	 GR	 interacts	 with	 REV-ERBα	 in	 vitro.	 Expanded	 gel	 images	 of	 GR/	 REV-ERBα	 co-

immunoprecipitation	 studies.	 Full	 gel	 scans	 are	 shown	 with	 cropped	 images	 shown	 in	 Fig2E	

highlighted	by	red	boxes.	Molecular	weight	markers	are	indicated.	Perfomed	by	M.P.	
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Table	4.S1	KEGG	Pathway	analysis	of	Day	Gc	targets	in	Lung	
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Table	4.S2	KEGG	Pathway	analysis	of	night	Gc	targets	in	Lung	
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Table	4.S3	KEGG	Pathway	analysis	of	day	Gc	targets	in	Liver	

Table	4.S4	KEGG	Pathway	analysis	of	night	Gc	targets	in	Liver	
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Table	4.S5	REV-ERBa	dependent	Gc	Targets:	Lipid	Metabolism	

Table	4.S6	REV-ERBa	dependent	Gc	Targets:	Carbohydrate	Metabolism	
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Table	4.S7	Primer	Sequences		
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CHAPTER	5	Discussion:		

Gc	 are	 essential	 regulators	 of	 inflammation,	 and	 as	 such	 are	 in	 wide-spread	 clinical	 use	 in	 the	

treatment	of	a	range	of	inflammatory	diseases.	However,	their	clinical	application	is	hindered	by	the	

development	of	local	Gc	resistance	at	site	of	inflammation,	and	also	the	development	of	severe	side	

effects.	New	strategies	to	overcome	resistance	and	offer	improved	safety	profiles	are	needed.	Two	

novel	 modulators	 of	 GR	 action,	 CAV1	 and	 REV-ERBa	 are	 directly	 related	 to	 Gc	 efficacy	 in	

inflammation,	and	Gc	side	effects.	The	first	is	the	membrane	lipid	raft	protein,	CAV1,	which	regulates	

inflammatory	 responses	 in	 the	 lung	 –	 a	 key	 Gc	 target	 tissue.	 The	 second	 is	 REV-ERBa,	 a	 nuclear	

receptor,	 which	 regulates	 lipid	 metabolism	 in	 the	 liver	 –	 which	 is	 dysregulated	 by	 long	 term	 Gc	

treatment.	

	

CAV1,	an	integral	membrane	protein	coordinates	the	complex	interactions	between	the	kinase	and	

adaptor	 protein	 signalling	 pathways	 underlying	 inflammatory	 signalling.	 Loss	 of	 CAV1,	 selectively	

drives	pro-inflammatory	 innate	 responses	 in	alveolar	macrophages,	 resulting	 in	 increased	cytokine	

expression	 and	 increased	 cytokines	 found	 in	 the	 BAL.	 Paradoxically,	 CAV1KO	 limits	 immune	 cell	

infiltration	into	the	lung.	The	disconnect	between	increased	chemotactic	signal,	and	the	reduction	in	

immune	cell	recruitment	to	the	airways	implies	a	defect	in	cell	migration	(Garrean	et	al.,	2006;	Wu	et	

al.,	 2016)	 and	 trafficking	 to	 the	 site	 of	 inflammation.	 Both	 ICAM1	 and	 VCAM1	 are	 necessary	 for	

leukocyte	motility	during	LPS	induced	inflammation,	and	CAV1KO	causes	a	reduction	in	the	levels	of	

both	 (Garrean	 et	 al.,	 2006;	 Wu	 et	 al.,	 2016).	 Interestingly,	 ICAM1	 and	 ELAM1	 (the	 leukocyte	

expressed	 cognate	 receptor	 for	 ICAM1)	 are	 both	 Gc	 targets,	 and	 are	 down	 regulated	 by	 dex	

treatment,	 causing	a	 reduction	 in	 immune	cell	 infiltrate	 (Cronstein	et	al.,	1992).	 	 This	 reduction	 in	

ICAM1	and	VCAM1	is	a	potential	mechanism	for	the	decreased	immune	cell	 infiltration	seen	in	the	

CAV1KO	mice,	despite	the	increase	of	cytokine	production.		CAV1	expression	in	the	lung	increases	in	

the	first	few	hours	of	a	rat	model	of	ALI	(Qiaoli	et	al.,	2016).	This	may	explain	the	increase	in	immune	
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cell	infiltrate	into	the	lungs	during	injury,	as	the	increase	in	CAV1	would	potentiate	the	chemotactic	

signals,	by	allowing	more	efficient	trafficking	of	cells.	

	

The	regulatory	role	of	CAV1	appears	to	lie	upstream	of	GR,	which	means	that	the	apparent	increase	

in	Gc	sensitivity	in	lung	is	not	necessarily	through	a	direct	interaction	with	GR	itself.	 	As	the	overall	

impact	of	CAV-1	on	 the	physiological	actions	of	Gc	 in-vivo	was	quite	 limited	 I	 chose	not	 to	pursue	

this	 line	 of	 investigation	 further,	 as	 even	 if	 I	 could	 find	 a	 new	mechanism	of	 interaction	 between	

CAV-1	and	the	GR	the	resulting	impact	on	lung	immunity	was	likely	to	be	small,	and	the	translational	

potential	of	 the	work	would	be	predicted	to	be	 low.	 I	 therefore	elected	to	move	my	project	on	to	

analyse	another	promising	candidate	for	regulation	of	the	GR,	namely	the	circadian	clock.	

	

There	are	a	number	of	issues	to	consider	when	studying	the	circadian	clock,	and	overall	targeting	the	

core	 circadian	 clockwork	 is	 unattractive	 as	 it	 is	 likely	 to	 result	 in	 quite	 a	 severe	 phenotype.	 	 For	

example,	shift-work,	or	global	circadian	clock	disruption	 in	animal	studies	 leads	to	aberrant	energy	

metabolism,	 and	 cancer	 (Peek	 et	 al.,	 2013;	 Kettner	 et	 al.,	 2016).	 REV-ERBa	 is	 a	 transcriptional	

repressor,	 a	 key	 component	 of	 the	 molecular	 clockwork,	 and	 is	 an	 important	 regulator	 of	

inflammation	 and	 metabolism.	 REV-ERBa	 is	 an	 orphan	 nuclear	 receptor	 to	 which	 a	 number	 of	

synthetic	drug-like	ligands	have	been	designed.		Importantly	global	loss	of	REV-ERBa		results	in	only	

a	minor	circadian	phenotype,	with	a	slight	lengthening	of	the	circadian	period	seen	under	constant	

darkness	 (Cho	 et	 al.,	 2012).	 	 Loss	 of	 REV-ERBa	 causes	 differential	 regulation	 of	 Gc	 target	 genes,	

resulting	 in	a	 subset	of	 lipid	metabolic	genes	 to	be	unaffected	by	Gc	 treatment.	This	 is	associated	

with	a	decrease	in	Gc	sensitivity	shown	by	loss	of	the	highly	prevalent	phenotype	of	hepatic	steatosis	

associated	with	 chronic	 Gc	 treatment.	 REV-ERBa	 directs	 GR	 to	 specific	 binding	 sites	 on	 the	 DNA,	

either	by	closing	areas	of	chromatin	 through	recruitment	of	HDAC3,	or	by	 interacting	with	 lineage	

determining	factors	and	directing	GR	to	key	genomic	loci	with	multiple	nuclear	receptors	binding.	
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Both	 CAV1	 (Bucci	 et	 al.,	 2000;	 Garrean	 et	 al.,	 2006;	Wang,	 Kim,	 et	 al.,	 2006;	Wang	 et	 al.,	 2009;	

Tourkina	et	al.,	2010)	and	REV-ERBa	 (Migita,	Morser	and	Kawai,	2004;	Barish	et	al.,	2005;	Gibbs	et	

al.,	 2012;	 Eichenfield	et	 al.,	 2016)	 are	 known	 to	 be	 important	 regulators	 of	 inflammation,	 neither	

appear	to	have	a	direct	involvement	on	Gc	regulation	of	anti-inflammatory	actions.	CAV1	loss	does	

not	 result	 in	 increased	 repression	 of	 inflammation,	 despite	 increased	 transactivation	 capacity	 in	

lung.	This	may	have	been	due	to	a	limitation	of	the	global	knockout	system,	as	loss	of	CAV1	results	in	

a	 decrease	 in	 ICAM-1	 induction	 during	 inflammation	 and	 decreased	 PBMC	 (Garrean	 et	 al.,	 2006).	

This	reduction	in	immune	cell	infliltration	capacity	affects	the	core	readout	of	inflammation.	Using	a	

cell	specific	knockout	may	lead	to	different	results,	and	in	particular	provide	a	model	to	dissect	out	

the	role	of	CAV1	in	airway	macrophages.	Similarly,	chronic	treatment	of	WT	and	REV-ERBa	knockout	

mice	with	Gc	 reduced	 thymus	weight	 to	 a	 similar	 extent	 in	 both	 genotypes.	 Treatment	ex	 vivo	 of	

bone	marrow	derived	macrophages	revealed	no	differences	in	the	immunosuppressive	actions	of	Gc	

with	 loss	 of	 REV-ERBa,	 and	 in	 acute	 treatment	 studies	 Gc	 had	 the	 same	 effect	 on	 inflammatory	

mediator	genes	in	liver	with	or	without	the	presence	of	REV-ERBa.			

These	data	predict	that	 in	people	treated	with	Gc	that	exposure	during	the	day	when	REV-ERBa	 is	

low	will	not	adversely	impact	the	anti-inflammatory	profile	of	the	therapeutic	Gc,	but	will	minimise	

the	adverse	effects	on	liver	function;	by	comparison	with	exposure	to	Gc	during	the	night	when	the	

liver	is	far	more	sensitive	to	the	actions	of	Gc.		This	is	relevant	now	as	there	are	moves	to	target	Gc	

exposure	overnight	 in	 an	 attempt	 to	 target	 the	early	morning	 symptoms	 seen	 in	diseases	 such	 as	

rheumatoid	 arthritis.	 	 In	 this	 way	 standard	 prednisolone	 is	 re-formulated	 with	 a	 delayed	 release	

coating.		The	tablets	(LODOTRA)	are	ingested	at	night	but	release	active	compound	while	the	patient	

is	asleep,	overnight	(Buttgereit	et	al.,	2008).	These	studies	predict	that	such	release	kinetics	are	likely	

to	 amplify	 the	 adverse	 effect	 profile	 of	 the	 prednisolone,	 and	 this	 should	 be	 analysed	 in	 treated	

patients.			
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These	 results	 provide	 two	 distinct	 mechanisms	 of	 regulating	 Gc	 sensitivity	 involving	 cross-talk	

between	GR	and	other	signalling	molecules	including	the	membrane	protein	CAV1,	and	the	nuclear	

receptor	 REV-ERBa.	 CAV1	 has	 been	 previously	 reported	 to	 both	 be	 involved	 in	 the	 repression	 of	

inflammation,	 and	 also	 the	 promotion	 of	 inflammation.	 These	 differences	 though	 seem	 to	 be	

affected	by	cell	type,	or	 interactions	between	cell	types.	The	anti-inflammatory	actions	are	seen	in	

macrophages	 (Wang,	 Kim,	 et	 al.,	 2006),	while	 the	 pro-inflammatory	 actions	 are	 seen	 systemically	

(Garrean	 et	 al.,	 2006).	 Both	 of	 these	 observations	 also	 fit	 with	 these	 data,	 where	 the	 acute	 lung	

inflammation	in	response	to	nebulised	LPS	is	reduced	in	the	CAV1KO	mice,	but	cytokine	production	

is	increased,	and	similarly	I	see	increased	pro-inflammatory	cytokine	production	in	ex-vivo	activated	

CAV-1	 null	 macrophages.	 As	 CAV1	 likely	 acts	 upstream	 of	 the	 GR,	 and	 is	 involved	 in	 regulating	

multiple	kinase	signalling	cascades,	it	is	unlikely	that	CAV1	expression	could	be	used	as	a	marker	for	

Gc	 sensitivity,	 or	 indeed	 a	 useful	 drug	 target	 for	 the	 improvement	 of	 Gc	 efficacy	 in	 lung	

inflammation.	A	prediction	made	on	 the	basis	of	my	data	 is	 that	 reduced	CAV1	expression	 should	

result	in	increased	Gc	mediated	transactivation.		The	complexities	of	cell-type	specific	CAV-1	actions	

in	lung	inflammation	will	need	further	study	in	the	context	of	Gc	treatment.		

REV-ERBa	is	also	associated	with	a	pro-inflammatory	phenotype	in	macrophages	(Gibbs	et	al.,	2012)	

however,	 genetic	 ablation	 of	 REV-ERBa	 results	 in	 increased	 systemic	 inflammation	 (Sato	 et	 al.,	

2013).	 Unpublished	 data	 from	 our	 lab	 also	 shows	 a	 pro-inflammatory	 phenotype	 in	 REV-ERBa	

knockout	 mice	 using	 an	 ovalbumin	 model	 and	 aerosolised	 LPS	 model,	 highlighting	 its	 role	 as	 a	

suppressor	 of	 inflammation	 in	 multiple	 different	 contexts.	 This	 may	 be	 because	 REV-ERBa	 is	 a	

constitutive	repressor,	and	directly	associates	with	the	DNA	to	affect	transcription.		

	

REV-ERBa	 is	a	core	component	of	the	molecular	clock.	While	the	REV-ERBs	and	the	related	orphan	

retinoid	receptors,	the	RORs,	were	originally	considered	an	“accessory	loop”	for	fine	tuning	the	main	

rhythm,	however	deletion	of	both	REV-ERBa	and	REV-ERBb	results	in	loss	of	circadian	behaviour	in	

mice	(Cho	et	al.,	2012),	making	the	REV-ERBs	bona	fide	clock	genes.	The	ability	for	REV-ERBa	to	bind	
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DNA	 is	 influenced	 by	 RORs,	which	 recognise	 and	 bind	 to	 identical	 DNA	 sequences	 in	 the	 genome	

(O’Malley	 Cell	 2015).	 	 Early	work	 suggested	 a	mechanism	 of	 competition,	whereby	 the	 RORs	 and	

REV-ERBs	 would	 compete	 to	 bind	 and	 this	 would	 result	 in	 either	 activation	 (bound	 by	 RORs),	 or	

repression	(bound	by	REV-ERBs)	or	target	genes.		However,	now	it	appears	that	the	binding	of	RORs	

prepared	the	element	for	subsequent	loading	of	REV-ERBa.		

As	 loss	of	REV-ERBa	alters	the	Gc	 induced	transcriptome,	 it	 is	 feasible	that	REV-ERBa	 (or	even	the	

RORs)	 are	 involved	 in	 the	 assisted	 loading	 of	 the	GR.	 Therefore,	 loss	 of	 REV-ERBa	 not	 only	 alters	

chromatin	accessibility	by	reducing	the	amount	of	HDAC3	activity	(resulting	in	Gc	responsive	genes	

gained	 in	 the	 REV-ERBa	 KO),	 but	 also	 means	 there	 is	 no	 longer	 a	 potential	 assisted	 loading	

mechanism,	whereby	REV-ERBa	aids	 in	 the	binding	of	GR	 to	chromatin	 (resulting	 in	Gc	 responsive	

genes	lost	in	REV-ERBa	KO	mice).	The	role	of	REV-ERBa	in	maintaining	rhythmic	metabolic	processes	

in	 the	 liver	 is	 the	 link	 between	 the	 GR	 and	 REV-ERBa.	 While	 the	 GR	 has	 its	 rhythmic	 activity	

modulated	by	both	endogenous	 ligand	exposure	and	chromatin	binding	site	availability,	 it	appears	

that	 REV-ERBa	 also	 aids	 in	 directing	 the	 GR	 to	 the	 correct	 binding	 sites	 at	 the	 right	 time	 of	 day.	

Interestingly,	there	are	other	nuclear	receptors	that	also	co-bind	with	GR	such	as	PPARa	and	LXRb	

both	of	which	are	also	heavily	involved	in	lipid	metabolism	(Siersbæk	et	al.,	2014).	Dysregulation	of	

any	one	of	 these	nuclear	receptors,	by	mutation,	disease	state	or	 ligand	availability	could	result	 in	

altered	and	pathophysiological	lipid	metabolism,	such	as	that	seen	under	chronic	Gc	treatment.	

	

There	 is	very	 little	evidence	that	CAV1	and	circadian	rhythms	interact,	although	 it	has	been	shown	

that	CAV1	is	a	Per1	target	gene	(Stow	et	al.,	2012)	and	that	another	component	of	caveolae,	Cavin3,	

regulates	 circadian	 period	 length	 through	 direct	 interaction	with	 Per2	 (Schneider	et	 al.,	 2012).	 As	

CAV1KO	mice	do	not	display	a	circadian	phenotype,	it	is	unlikely	that	alteration	of	the	daily	rhythm	

contributes	to	the	phenotype	I	see	under	inflammation.		
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REV-ERBa	and	CAV1	are	heavily	 involved	 in	 lipid	metabolism,	however	 I	did	not	assess	 the	 role	of	

CAV1	in	the	metabolic	actions	of	Gcs,	 limiting	the	project	to	inflammation	only.	REV-ERBa	controls	

lipid	and	carbohydrate	metabolism	(Cho	et	al.,	2012;	Delezie	et	al.,	2012;	Zhang	et	al.,	2015),	as	does	

GR,	 however	 the	 cooperation	 of	 GR	 and	 REV-ERBa	 in	 the	 liver	 seems	 to	 be	mostly	 involved	with	

regulation	 of	 lipid	 metabolic	 processes.	 GR	 function	 is	 traditionally	 linked	 to	 the	 regulation	 of	

glucose	 metabolism,	 especially	 in	 the	 liver,	 with	 strong	 effects	 on	 free	 serum	 glucose	 and	

gluconeogenesis.	Upon	chronic	Gc	treatment,	the	REV-ERBa	dependent	Gc	regulation	of	metabolism	

was	 more	 strongly	 associated	 with	 lipids.	 The	 most	 obvious	 physiological	 effect	 seen	 was	 the	

protection	from	hepatosteotosis	after	Gc	treatment	in	the	REV-ERBa	null	mice.	The	genes	regulated	

at	 the	mRNA	 level	 included	 both	 carbohydrate	 and	 lipid	metabolic	 processes.	 The	 lack	 of	 change	

seen	in	the	glucose	sensitivity,	insulin	resistance	and	only	minor	change	in	fasting	glucose	could	be	

attributed	to	 the	 involvement	of	other	 tissues.	The	REV-ERBa	mice	have	more	adipose	tissue,	and	

less	muscle	mass,	which	may	buffer	against	the	regulation	of	carbohydrate	genes	in	the	liver.	We	do	

see	an	effect	of	Gc	on	regulating	the	body	fat	of	mice	under	chronic	treatment,	and	the	loss	of	REV-

ERBa	 results	 in	 a	modest	 protection	 from	 this,	 suggesting	 that	 the	 REV-ERBa:GR	 interaction	may	

play	a	role	in	liver	and	adipose	tissue	as	serum	triglycerides	were	unaffected	by	REV-ERBaKO.		

	

CAV1	is	upregulated	in	obesity	in	adipose	tissue,	with	an	increased	number	of	caveolae,	however	it’s	

unclear	 as	 to	whether	 this	 is	 causative	or	 an	effect	of	 the	obesity	 (Grayson	et	al.,	 2013).	 CAV1KO	

mice	are	 lean,	and	resistant	to	high	fat	diet	 (Razani	et	al.,	2002),	and	caveolin-1	plays	a	role	 in	the	

transport	 and	 enclosure	 of	 lipid	 droplets,	 but	 also	 the	 regulation	 of	 lipid	 droplet	 transport	 by	

modulating	PKA	(Cohen	et	al.,	2004),	another	known	Gc	interacting	kinase	(Christoffels	et	al.,	1998).		

	

The	activity	of	the	GR	can	be	modulated	in	multiple	different	ways.	The	initial	binding	of	the	Gc	to	

the	 GR	 initiates	 so	 called	 non-genomic	 effects,	 whereby	 the	 ligand	 binding	 to	 receptor	 causes	

interaction	with	kinases	to	initiate	signalling	cascades	(Mitre-Aguilar,	Cabrera-Quintero	and	Zentella-
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Dehesa,	2015).	CAV1	has	been	shown	to	affect	the	non-genomic	actions	of	the	GR	in	vitro	(Matthews	

et	 al.,	 2008),	 however	my	 data	 suggests	 that	 it	 also	 affects	 the	 genomic	 actions	 in	 vivo,	 whereas	

published	data	 only	 looks	 at	 this	 interaction	 in	 vitro	 (Peffer	et	 al.,	 2014).	My	data	 also	 shows	 the	

effect	on	genomic	actions	of	GR,	with	CAV1	KO	mice	showing	an	increase	in	transactivation	in	whole	

lung.	However,	 it	was	not	possible	 to	assess	 the	non-genomic	effects	 in	vivo	 as	 the	LPS	 treatment	

requires	a	long	time	course	that	far	surpasses	the	non-genomic	window	of	less	than	1	hour.	

REV-ERBa	 has	 a	 predominantly	 nuclear	 localisation	 (Chopin-Delannoy	 et	 al.,	 2003),	 limiting	 the	

potential	for	interaction	between	GR	in	the	cytoplasm	and	regulation	of	non-genomic	effects.	These	

two	proteins	 interact	with	GR	via	disparate	mechanisms,	with	CAV1	 likely	affecting	 the	 interaction	

between	GR	and	other	kinases	by	modulating	 their	 localisation	and/or	 their	activity.	REV-ERBa	on	

the	other	hand	 is	 involved	 in	directing	GR	 to	appropriate	binding	 sites	on	 the	DNA,	 regulating	 the	

interaction	between	GR	and	key	tissue	specific,	lineage	determining	factors.	CAV1	modulation	of	Gc	

sensitivity	 could	 therefore	 be	 recapitulated	 by	 altering	 kinase	 activity,	 and	 a	 kinase	 activity	 array	

could	 provide	 obvious	 CAV1	 regulated	 kinases	 which	 could	 potentially	 alter	 GR	 activity	 on	 the	

transcriptional	level.		

	

Interestingly,	both	CAV1	and	REV-ERBa	have	tissue	specific	effects.	While	there	does	not	appear	to	

be	 a	 cell	 type	 specific	 interaction	 between	 CAV1	 and	 GR,	 not	 many	 tissues	 or	 cell	 types	 were	

examined.	REV-ERBa,	 and	 its	 strong	effect	on	metabolism,	may	be	due	 to	having	 a	 tissue	 specific	

interaction	with	GR	 in	 an	 organ	 heavily	 associated	with	metabolic	 control:	 the	 liver.	Whether	 the	

interaction	between	REV-ERBa	 and	GR	 is	due	 to	 specific	 target	genes	 i.e.	only	 those	 that	 regulate	

lipid	metabolism,	or	whether	it	is	entirely	due	to	tissue	specific,	lineage	determining	factors	was	not	

addressed.	Therefore,	 a	 key	question	 remains	as	 to	whether	other	Gc	 induced	 side	effects	 can	be	

limited	 in	 other	 tissues	 by	 finding	 further	 nuclear	 receptors	 that	 interact	 with	 GR	 and	 the	

appropriate	GR	target	genes.		
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There	 has	 been	 a	 long	 and	 relatively	 fruitless	 search	 for	 so	 called	 “dissociative	 agonists.”	 That	 is,	

agonist	 which	 repress	 inflammation,	 but	 do	 not	 result	 in	 the	 side	 effects	 associated	 with	 Gc	

treatment.	 Generally	 these	 ligands	 are	 reported	 to	 have	 reduced	 transactivation	 activity,	 and	

increase	(or	maintained)	transrepressive	activity	through	GR.		Work	on	the	various	GR	dimerization	

mutant	 mice,	 which	 have	 a	 dramatically	 reduced	 capacity	 for	 transactivation,	 with	 retained	

transrepression	 highlights	 that	 this	 approach	may	 not	 be	 appropriate.	 GRdim	mice	 show	 increased	

inflammation	compared	to	WT	controls	(Vandevyver	et	al.,	2012),	and	loss	of	the	ability	to	repress	

inflammation	through	Gc	treatment	(Kleiman	et	al.,	2012;	Vandevyver	et	al.,	2012;	Vettorazzi	et	al.,	

2015).	The	approach	I	have	taken	is	to	look	for	endogenous	regulators	of	Gc	action,	which	modulate	

the	effects	of	Gc	treatment	in	specific	tissues,	both	at	the	cytoplasmic	and	genomic	level.	This	data	is	

proof	of	concept	that	it	is	possible	to	dissociate	side	effects	from	anti-inflammatory	actions	of	GR	via	

genetic	ablation	of	specific	proteins.	While	it	may	not	be	possible,	or	safe	to	directly	target	specific	

genes	in	the	clinic,	kinases	and	nuclear	receptors	are	easily	druggable	targets.	This	allows	for	further	

potential	therapeutic	approaches	to	modulation	of	Gc	side	effects	by	targeting	appropriate	kinases	

or	nuclear	receptors	that	interact	with	the	GR.	

	

5.2	Summary	

My	data	demonstrates	two	independent	pathways	of	affecting	Gc	sensitivity	in	vivo.	Caveolin-1	loss	

increases	Gc	 transactivation	 capacity	 in	 classically	 activated	Gc	 target	 genes.	 This	 likely	 involves	 a	

pathway	whereby	loss	of	CAV1	alters	MAPK	signalling	cascades,	resulting	in	an	indirect	mechanism	

of	 increased	 Gc	 activity	 through	 increases	 phosphorylation	 of	 GR	 co-activators.	 Caveolin-1	 also	

promotes	a	pro-inflammatory	phenotype	in	lung	parenchyma,	but	an	anti-inflammatory	phenotype	

in	alveolar	macrophages.	REV-ERBa	modulates	GR	activity	directly	 through	 interacting	with	GR	on	

the	genome.	This	alters	GR	binding	locations,	causing	differential	regulation	of	genes	depending	on	

the	circadian	phase.	In	the	liver,	REV-ERBa	directs	GR	to	regulate	triglyceride	metabolism,	resulting	
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in	hepatic	steatosis,	and	thus	loss	of	REV-ERBa	results	in	mice	being	protected	from	this	common	Gc	

metabolic	side	effect.		

	

5.3	Future	work	

To	 confirm	 the	 role	 of	 CAV1	 in	macrophage	 –	 epithelial	 cell	 cross	 talk,	 co-cultures	 between	CAV1	

depleted	 macrophages	 and	 WT	 epithelial	 cells	 (and	 the	 reverse	 experiment)	 would	 aid	 in	 the	

explanation	of	how	there	are	more	pro-inflammatory	cytokines,	but	a	lower	level	of	cellular	infiltrate	

after	LPS	induced	lung	inflammation.	To	further	test	the	involvement	of	non-genomic	Gc	action	and	

CAV1	 in	 inflammation,	 use	 of	 cells	 or	 animals	with	 impaired	 nuclear	 translocation	 of	GR	 could	 be	

used.	This	would	limit	the	transrepressive	action	of	GR	on	the	pro-inflammatory	transcription	factors	

such	 as	 AP-1	 and	 NFkB	 and	 only	 allow	 the	 interaction	 of	 GR	 with	 kinases	 and	 other	 effector	

molecules	in	the	cytoplasm.	

Identifying	the	involvement	of	CAV1	in	Gc	regulation	of	metabolic	processes	would	be	an	important	

follow	up	to	the	inflammation	data.	As	both	CAV1	and	GR	regulate	lipid	metabolism,	the	cross	talk	

between	the	two	is	an	interesting	area	of	further	study.	Furthermore,	to	test	the	application	of	Gc	

and	 the	 role	 of	 CAV1	 in	 inflammation,	 it	 would	 be	 important	 to	 reassess	 using	 more	 clinically	

relevant	 models.	 Streptococcus	 pneumonia	 challenge	 or	 cecal	 ligation	 and	 puncture	 are	 more	

accepted	 models	 of	 acute	 lung	 inflammation	 and	 sepsis.	 Furthermore,	 use	 of	 cell	 type	 specific	

knockout	mice	may	give	deeper	 insight	 into	how	CAV1	affects	 inflammation	and	Gc	suppression	of	

inflammation.	The	use	of	CX3CR1Cre	mice	would	allow	for	deletion	of	CAV1	solely	in	resident,	alveolar	

macrophages,	thus	would	not	affect	the	infiltration	capacity	of	cells	from	the	monocyte	lineage.		

	

The	 use	 of	 kinase	 activation	 arrays	 to	 determine	 the	 dysregulation	 of	 signalling	 pathways	 in	 the	

CAV1KO	mice	 in	 a	 cell	 type	 specific	 manner.	 This	 would	 enable	 identification	 of	 which	 pathways	

result	in	the	increase	of	inflammation	in	the	macrophage,	but	a	decrease	in	inflammatory	signalling	
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in	the	parenchyma.	Furthermore,	it	would	highlight	candidate	kinases	which	may	be	responsible	for	

the	observed	increase	in	CAV1KO	dependent	Gc	induced	transactivation.		

	

To	confirm	the	hypothesis	that	time	of	day	treatment	affects	Gc	induced	side	effects,	but	maintains	

a	reduction	in	inflammation,	use	of	a	clinically	relevant	model,	collagen	induced	arthritis,	and	a	short	

half-life	Gc	(such	as	prednisolone)	to	treat	mice	either	during	the	day,	or	the	night	to	coincide	with	

REV-ERBa	peak	and	trough	expression.	This	would	allow	assessment	of	clinical	score	of	the	arthritis	

to	 determine	 the	 anti-inflammatory	 impact,	 and	 also	 side	 effects	 such	 as	 hepatic	 steatosis	 or	 fat	

accumulation.	Alternatively,	 the	use	of	 REV-ERBa	 antagonists	 could	be	used	 to	mimic	 the	 time	of	

day	effect.	

Comparing	REV-ERBa,	GR	and	other	NRs	(HNF4a	(Reddy	et	al.,	2007;	Lim	et	al.,	2015)		HNF6	(Lim	et	

al.,	 2015;	 Zhang	et	 al.,	 2016),	 FOXA1	 (Swinstead	et	 al.,	 2016),	 PPARa	 (Ratman	et	 al.,	 2016),	 LXRb	

(Patel	et	 al.,	 2011)	 chromatin	 co-localisation	 using	 publically	 available	 data	 sets	would	 also	 be	 an	

important	 step	 forward	 in	 understanding	 how	 nuclear	 receptor	 interactions	 control	 metabolic	

homeostasis,	and	helpful	in	the	identification	of	nuclear	receptor	directed	hot	spots	of	transcription.	

Furthermore,	 it	 would	 be	 important	 to	 test	 whether	 ligand	 treatment	 against	 specific	 nuclear	

receptors	alters	the	GR	cistrome,	transcriptome	and	metabolic	or	inflammatory	phenotype	of	mice.	

This	approach	may	be	more	easily	adhered	to	in	humans,	as	circadian	disruption	is	very	common	in	

people,	as	we	do	not	abide	to	a	set	12	hour	light:dark	cycle	(thus	making	timing	of	the	Gc	treatment	

more	difficult	to	gauge).		

Performing	both	GR	ChIP-seq	and	REV-ERBa	ChIP-seq	at	both	ZT8	and	ZT20	with	and	without	dex,	to	

determine	how	Gc	treatment	rewires	the	REV-ERBa	cistrome.	Similarly,	GR	ChIP-seq	in	REV-ERBaKO	

mice	 to	determine	 the	change	 in	genomic	 location	of	GR	without	 the	co-binding	partner.	 It	would	

also	be	important	to	assess	the	Gc	responsiveness	in	HNF4a	and	HNF6	KO	mice.	Similarly,	to	identify	

the	genomic	location	and	potential	co-binding	of	GR	and	REV-ERB	upon	loss	of	the	hepatic	nuclear	

receptors.	 Finally,	 ChIP-re-ChIP	 assays	 to	 determine	whether	 GR,	 REV-ERBa,	 HNF4a	 and	 HNF6	 all	
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bind	at	the	same	genomic	loci,	followed	up	with	an	Array	MAPPIT	(Tavernier	et	al.,	2002;	Lievens	et	

al.,	2009)	to	determine	the	interaction	domains	between	the	nuclear	receptors	in	a	high-throughput	

manner.	
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