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OVERVIEW	
 
 Classical force fields are the core of classical simulations, particularly of 
molecular dynamics (MD), a technique that is changing our view on the structure, 
flexibility and function of biological macromolecules. Originated from the pioneering 
work of Lifson’s group in the sixties, force fields have been in continuous evolution, 
improving in each generation the accuracy in the representation of proteins and 
nucleic acid.  
 
 Force field development is tightly connected to the refinement of simulation 
procedures and to the extension of simulation time scales. Thus, as simulation time 
passed the microsecond barrier, MD simulations have revealed the existence of some 
errors in the default force field for DNA simulations, parmbsc0 (developed in the 
group). The goal of this thesis is to address these problems by a reparameterization of 
AMBER force field that aims to represent a wide range of DNA structures under 
physiological and non-physiological conditions. Keeping α/γ parmbsc0 corrections 
and parm99 non-bonded parameters, we systematically reparameterized sugar 
puckering, ε, ζ and χ torsions using high level QM calculations both in gas phase and 
solution. The refined force field has been tested for more than 3 years to an 
unprecedented level of detail, considering a large variety of DNAs, and analyzing 
structural, mechanical and dynamical properties of the DNAs resulting from the 
corresponding MD simulations. The refined force field parameters have been also 
subjected for more than 1 year of β-testing by different groups, finding to our 
knowledge no major drawbacks.  
 
 In the world of RNA simulations, despite the recent efforts to improve the 
description of RNA in MD simulations, RNA force fields are still far in accuracy 
from those of DNA. A probable cause could be the incomplete understanding of the 
mechanism of 2’-OH orientation, which in big extent determines the RNA 
conformation and most probably serves as the molecular switch. 
 

	 THESIS	ORGANIZATION	
 
 This thesis is compiled of five publications (or in the process of publication) 
works; first three consider DNA force field development and following validation and 
benchmark while the last two are focused on RNA efforts. For better understanding of 
this work Chapter 1 introduces the central concepts related to nucleic acids, their 
structures and ways to study them. Chapter 2 goes into more details of the 
methodology employed here, briefly explaining basic QM formalism and MD 
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simulations with an emphasis on force fields. Chapter 3 is a small handbook of 
methods employed in the analysis in this work. All together first three chapters should 
provide a solid ground to better understand the details and the relevance of the five 
publications in the following two chapters. Chapter 4 is based on the development of 
new force field, called parmbsc1, its further testing on the Drew-Dickerson sequence 
and benchmarking. Chapter 5 focuses on efforts to understand the mechanism of 
complexity of RNA structures studying 2’-OH rotation, and computational design of a 
new RNA dumbbell structure. A summary of the major results and a general 
discussion that reflects on the five projects and future work are presented in Chapter 
6, with the main conclusions at the end of this work. 
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“All great ideas and all great thoughts have a 

ridiculous beginning.” 
Albert Camus 

	
	
	
	
	
	
	
	
1|	INTRODUCTION	 	
	
 This chapter briefly introduces the reader to topics that will be discussed in this 
thesis, such as principles of nucleic acids’ structures, definition of DNA in helical 
space and theoretical methods of studying nucleic acids. For more extensive 
description, the reader is referred to (Saenger 1984; Neidle 2008). 
 
MY	FIRST	ENCOUNTER	WITH	DNA	
 
 In 1995, a short scientific report was aired on Serbian National Television. It 
was about Human Genome Project. Several leading scientist were talking about how 
we are going to better understand complex processes that occur within our body, from 
a single sequence consisting of just 4 letters. These 4 letters, or 4 nucleic bases, is 
what makes the DNA, our “personal code”. It governs how we look, how we age and 
possibly how we behave. I was 9 y.o. at the time and could hardly keep attention on 
anything for longer than 5 minutes, but the representation of biomolecules in our cells 
stayed in my mind ever since. The idea that we can visualize and see the small world 
of building units that makes us, and the processes that are going on inside of us got 
me truly inspired and eager to understand more. My mother, on the other hand, 
wanted to understand why my behavior was hyperactive and how could she change it. 
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1.1.	One	molecule	to	rule	them	all	 	 	

 
 In 1944, years after revolution in physics and birth of quantum mechanics, the 
famous physicist, Erwin Schrödinger, wrote a book called “What is life?”, which 
focused on one important question: How can the events in space and time which take 
place within the spatial boundary of a living organism be accounted for by physics 
and chemistry?. By that time, Charles Darwin’s work had already explained life after 
it got started, but a big question still bothered scientist, What is the essence of life? 
Schrödinger’s answer was that the essence was the information that had to be present 
in a form of a molecule, an “aperiodic crystal” as he called it, and in configuration of 
covalent chemical bonds. In that time most of the scientific community believed that 
proteins carried the hereditary material, but two young scientists from Cambridge, 
Francis Crick and James Watson, changed everybody’s mind by discovering the 
structure of DNA. Inspired by Schrödinger’s idea, Crick and Watson, managed to 
construct the correct model of DNA double-helix based on X-ray diffraction images 
collected by Rosalind Franklin and Maurice Wilkins (see Figure 1.1). Francis Crick 
poetically called this molecule the secret of life. Their work was published in Nature 
in 1953 (Watson & Crick 1953), for which they jointly received a Nobel Prize in 
1962.1 

 
Figure 1.1. Watson and Crick’s discovery. Watson and Crick next to their model of 
DNA (left), and the X-ray diffraction image of DNA that they used for constructing 
the model (right). 
 
 Previous experimental findings from Erwin Chargaff, who found that the molar 
ratios of adenine:thymine and cytosine:guanine in DNA are both unity inspired and 
coincide with the Watson-Crick’s proposed model. Chargaff also discovered that the 

																																																								
1	The term ‘double-helix’ got popular with the publication of James Watson’s book  ‘The 
Double-helix: A Personal Account of the Discovery of the Structure of DNA’ in 1968.	
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proportion of the bases in the DNA molecule differed widely from species to species, 
which all together matched with Schrödinger’s hypothesis of non-repetitive molecule. 
Combined with Watson and Crick structural model Chargaff’s experiments explained 
basic principles of base-pairing, how genetic code is written and how it can be 
replicated and transcribed. Since that, genetics has advanced significantly. Scientists 
have discovered many aspects of biological function of DNA (Crick 1970); how it is 
transcribed into messenger RNA, which are later translated into protein sequences, 
the exact mechanism of DNA replication, the process of code recognition, the 
mechanisms of DNA compaction into chromatin structure, and the basic principles of 
DNA regulation, amongst many other relevant processes. For more detailed view, the 
reader is referred to specific books, such as (Watson et al. 2003; Boyle 2008).   
 
 
1.2	The	structure	of	DNA	
 
 DNA is a long polymer of non-static structure made of repeating units called 
nucleotides. In living organisms it does not exist as a single molecule, but usually as a 
pair of molecules held tightly together in the shape of a double-helix. A nucleotide 
unit consists of a phosphate-deoxyribose segment, which is the part of the backbone 
holding the chain together, and a nucleobase, which interacts with the other DNA 
strand in the helix. Two main forces stabilize the DNA in a double-helix: base-
stacking interaction among aromatic nucleobases and hydrogen bonding between 
them.  

	
Nucleic	bases	
 
 There are only 4 coding nucleo bases found in DNA classified in two types: the 
purines, adenosine (A) and guanine (G), and the pyrimidines, cytosine (C) and 
thymine (T). The bases are planar aromatic heterocyclic molecules and are divided 
into two groups – the pyrimidine bases, C and T, and the purine bases, A and G. 2 In 
natural base-pairing scheme, also called Watson-Crick pairing, adenine pairs with 
thymine and guanine pairs with cytosine (see Figure 1.2). They are generally 
abbreviated as A-T and G-C base-pairs. Modified forms of these 4 DNA bases occur 
naturally and some of them have biological significance (like methylated-Cytosine). 
Recent findings have showed that levels of modified bases naturally occurring in 
DNA, mostly modification on cytosine, play a major role in gene silencing and DNA 
compaction (Keshet et al. 1986; Kriaucionis & Heintz 2009; Hashimoto et al. 2012). 

																																																								
2	For those cracking their head on how just 4 letter can bring such a huge verity between 
species, consider that one DNA molecule has on average 220 million bps, giving an 
approximate 2*1032 combinations. 
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Base	pairing	
 
 In their DNA model, Watson and Crick proposed that purines and pyrimidine 
bases are held together by specific hydrogen bonds, to form planar base pairs, what is 
now knows as Watson-Crick base pairing (W-C pairing). In this arrangement, 
adenine and thymine (A�T) base pair has two hydrogen bonds compared to the three 
in guanine and cytosine (G�C) pair. Having an additional hydrogen bond makes G�C 
base pair more stable (around 1.5 kcal/mol, coming from theoretical studies (Stofer et 
al. 1999)). In native, double-helical DNA the two bases in a base pair necessarily 
arise from two separate strands of DNA and so hold the DNA double helix together 
(see Figure 1.2).  
 

  
Figure 1.2. Structure of DNA double-helix. DNA double-helix with a highlighted 
nucleotide unit (left), and the 4 DNA bases in paired conformation (called Watson-
Crick pairing) (right). 
 
	
Helical	parameters	 	 	
	
 The individual bases in a nucleic acid are mostly flat, but base pairs can show 
considerable flexibility, mainly related to their base-stacking environments. Thus 
descriptions of base morphology are important in describing and understanding many 
sequence-dependent features and deformations of nucleic acids. A number of 
rotational and translational parameters have been devised to describe the geometric 
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relations between bases and base pairs (defined at EMBO meeting in Cambridge in 
1988, also called “Cambridge Accord”). Most common approach to calculate these 
parameters consists of defining them with respect to a global helical axis, which need 
not be linear. Accordingly, the geometry of a base pair can be characterized by means 
of 6 translational and rotational coordinates:  
 

(a) Propeller twist between bases is the dihedral angle between normals to the 
bases, or their longer axis, Buckle is the dihedral angle between bases, along 
their short axis, while Opening is the dihedral angle between bases along the 
helix axis. 

(b) Stretch, Shear and Stagger are displacements of a base pair from each other 
regarding their long axis, their short axis and the helix axis, respectively.  

 
Base-pair step is characterized with 10 coordinates, 4 of which are referred to the 
previous step:  
 

(a) Inclination is the angle between the long axis of a base pair and a plane 
perpendicular to the helix axis, while Tip is the angle between the short axis 
of the base pair and a plane perpendicular to the helix axis. 

(b) X-displacement and Y-displacement define translations of a base pair within 
its mean plane in terms of the distance of the midpoint of the base pair long 
axis from the helix axis. For example, positive values of X displacement mean 
displacement towards the major-groove (see later). 

 
And 6 coordinates referred to the helix axis, of which 3 rotational and 3 translational:  

 
(a) Helical twist is the angle between successive base pairs about the helix axis. 

More practically, it is measured as the change in orientation of the C1’-C1’ 
vectors on going from one base pair to the next. Similarly, Roll is the dihedral 
angle for rotation of one base pair with respect to its neighbor, about the long 
axis of the base pair. Its positive value opens a base pair step towards the 
minor groove. Tilt is the corresponding dihedral angle along the short axis of 
the base pair.  

(b) Slide is the relative displacement of one base pair compared to another in the 
direction of long axis of the base pair, measured between the midpoints of 
each C6-C8 base pair long axis. Similarly, Shift is defined as the relative 
displacement of a base pair from another in the direction of the base pair short 
axis, and Rise being the displacement of one base pair from its neighbor in the 
direction of helix axis. 
 

All these parameters are called helical parameters (see Figure 1.3). Together, they 
fully characterize the helical structure of the molecule. 
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 Twist and rise determine the handedness (in the direction of the helix axis) and 
pitch (distance between successive nucleotide units per complete turn of the helix), 
respectively, of the helix, while others can be zero. Some of the helical parameters 
exhibit coupled behavior, for example, twist, roll and slide change simultaneously 
with overall bending. Similarly, some helical parameters are connected with particular 
backbone dihedrals (like twist is connected with epsilon/zeta). 
 

 

 
 
Figure 1.3. Base-pair geometry. Helical parameter for base-pair (A) and base-pair 
step (B) (taken from (Lu & Olson 2003)). 
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DNA	degrees	of	freedom	
	
Backbone	dihedrals	
	
 The detailed conformation of the DNA is defined by torsion angles. DNA 
torsion angles in a nucleotide consist of 6 backbone, 5 sugar and one glycosidic 
torsion angle. Following the generally accepted atomic numbering scheme of DNA 
(see Figure 1.4), the torsion can be defined as described in Figure 1.4 (where α = O3' - 
P - O5' - C5' is the rotation about P-O5' bond). Backbone torsions have 3 major ranges, 
gauche-, gauche+ and trans, where some is more dominant while others could be 
rarely occupied. For the definition of torsion angle ranges see Figure 1.4. 

 
Figure 1.4. Definition of DNA torsions. (A) DNA atomic numbering (B) the 
definition of torsion angles and (C) definition of torsion angle ranges commonly used 
to describe them (in blue circle are defined sterically allowed regions of glycosidic 

N
ucleotide unit 

α 

β 

γ 
δ 

ε 
O3’ 

O5’ 

C5’ 

P 

O4’ 
C4’ 

C3’ 

C2’ 

N 

C1’ 

O1 

O2 

ζ 

χ 

Chain 
Direction 

5’ end 

3’ end 

BASE 

Backbone torsions 
α à  O3’ – P – O5’ – C5’  
β à  P – O5’ – C5’ – C4’ 

γ à  O5’ – C5’ – C4’ – C3’ 
δ à  C5’ – C4’  – C3’ – O3’  
ε à  C4’ – C3’ – O3’ – P  
ζ à  C3’ – O3’ – P – O5’   

Glycosidic torsion 
           purines 
χ à  O4’ – C1’ – N – C4  
           
           pyrimidines 
χ à  O4’ – C1’ – N – C2 

A) B) 

C) 

clinal 

clinal 

peri 
planar 

peri 
planar 

Pucker torsions 
ν0 à  C4’ – O4’ – C1’ – C2’  
ν1 à  O4’ – C1’ – C2’ – C3’ 
ν2 à  C1’ – C2’ – C3’ – C4’   
ν3 à  C2’ – C3’ – C4’ – O4’  
ν4 à  C3’ – C4’ – O4’ – C1’  

ν4 

ν3 

ν0 

ν1 

ν2 



10 INTRODUCTION 
 

torsion). 
 
 Similarly to sugar moiety, the base can adopt two main orientations about the 
glycol C1’ - N bond, syn and anti, and a minor one, high-anti. They are defined by 
torsion angle � (O4’ - C1’ - N9 - C4 for purine and O4’ - C1’ - N9 - C2 for pyrimidine 
nucleosides). The sterically preferred ranges for the three domains of χ are anti = 
(180°, 240°) and syn = (0°, 90°), with high-anti region being about 270°. In anti 
conformation the Watson-Crick hydrogen bonding groups are directed away from the 
sugar ring, while in syn conformations these groups are oriented towards the sugar 
and especially its O5’ atom (see Figure 1.5).  For purine bases, the syn conformation is 
slightly less preferred than the anti, except for the guanosine nucleotides, where the 
syn is stabilized due to favorable electrostatic interactions between the N2 amino 
group of guanine and the 5’ phosphate atom. For pyrimidine nucleotides, the anti 
conformation is largely favored respect to the syn conformation, because of 
unfavorable contacts between the O2 oxygen atom of the base and the 5’-phosphate 
group. The energy difference between the two angle conformers vary depending on 
the nucleotide unit and the arrangement, but are in general range of 0.9 to 3.6 
kcal/mol (Neidle 2008). In most of the DNA (and RNA) conformations bases stay in 
anti orientation, but in some exotic conformations of DNA (as well as in RNA), such 
as quadruplexes or H-DNAs, syn conformation plays a significant role (see later). 
  
 Even though, having 6 backbone torsions means (in principle) 6 degrees of 
freedom, motions of some torsional angles are correlated, generating torsional 
couples. First couple, α/γ, controls the orientation of the phosphate group to the 
furanose in the nucleotide unit. As β torsion stays mainly in the trans region (180º), 
α/γ couple controls the orientation of the phosphate group and contribute to the 
overall structure of the molecule. For example, the canonical form of α/γ, gauche-
/gauche+, forms a B-DNA double-helix, while gauche+/trans would yield a ladder-
like structure (a common pam99 problem (Várnai & Zakrzewska 2004; Pérez et al. 
2007); see Chapter 2.4).  
  
 Another torsional couple is ε/ζ, torsions around oxygen O3’. Their local changes 
are coupled with the motion of O3’ atom and the phosphate group from the following 
nucleotide unit (on the 3’ side). Two major regions in ε/ζ landscape are associated 
with high-twist and low-twist states, also known as BI and BII (see Figure 1.5). In the 
more popular high-twist mode, BI, the helix is in the canonical form, while in low-
twist mode, BII, the phosphate group is pushed towards the minor groove, narrowing 
it. Moreover the BI and BII states are sequence dependent, making BI/BII dynamics 
biologically relevant (Heddi et al. 2006). Other studies have shown the coupling of 
BI/BII states with sugar puckering (Wu et al. 2003).  
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Figure 1.5. Important torsional conformations. (A) BI / BII and (B) syn and anti 
orientations of the base. 
 
Sugar	pucker	
 
DNA five-membered furanose ring consists of 5 torsional angles, �0, �1, �2, �3, �
4, and it is generally non-planar. Atoms displaced from the three- or four-atom plane 
on the same side as C5’ are called endo, while those on the opposite side are called 
exo, giving the puckering modes its definition (see Figure 1.6.). Sugar pucker states 
are called after cardinal directions, where C3’-endo-C2’-exo is called North, O4’-endo 
is called East, C3’-exo-C2’-endo is called South and O4’-exo is called West. A more 
elegant representation of the five-membered ring can be done by the concept of 
pseudorotation, described in terms of the degree of pucker, � max, and the 
pseudorotation phase angle, P. The standard formalism of pseudorational phase angle 
P was described by (Altona & Sundaralingam 1972) and it is calculated from the 
endocyclic sugar torsion angles according to 
 

tan! =  !4 + !1 − (!3 + !0)
2 ∙ !2 ∙ (!"#36�+ !"#72�)                                Eq. 1.1 

 

where P = 0º is defined in such way that torsion angle �2 is maximally positive. The 
maximum torsion angle �max describes the maximum out-of-plane pucker, given by: 
 

!!"# =  !2
!"# !                                                      Eq. 1.2 

A) B) 

anti 

syn 

BI 

BII 

sugar 
edge 
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Another fact used in determination of P is that the sum of all sugar pucker torsions is 
equal to zero. The theoretical determination of the change of the ring torsion angles as 
the angle of pseudorotation, and the energy profile associated, were first done by 
Levitt and Warshel (Levitt & Warshel 1978) (see Figure 1.6B). 
 

Figure 1.6. Sugar puckering. (A) sugar ring and puckers, (B) Pseudorotation phase 
angle (taken from (Levitt & Warshel 1978)). 
 
 In practice, nucleic acids display to main conformations of the sugars: North 
(predominant in RNAs) and South (predominant in DNAs), with East conformation as 
the barrier between the two (East conformers can be partially populated in some DNA 
structures), while West is the energetically highly unfavorable (Levitt & Warshel 
1978). 
 
Helices 
 
 Double helical form of DNA yields several structural characteristics. Very 
obvious are the grooves, which are spaces between two strands. The asymmetry in 
the base pairs results in two parallel types of grooves, called major (MG) and minor 
(mG) grooves, whose dimensions are related to the distances of base pairs from the 
axis of the helix and their orientation with respect to the axis. Grooves are 
characterized by two parameters, groove width, defined as the perpendicular distance 
between phosphate groups on opposite strands in respect to the helix axis, and groove 
depth, defined as the difference in polar radii between phosphorus and N2 guanine or 
N6 adenine atoms, for minor and major grooves respectively. These voids can serve 
as a binding site for different molecules such as proteins, in case of major groove, or 

A) B) 

P 
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smaller ligands, in case of minor groove. A common example is binding of dye 
Hoechst 33258 to the minor groove (Harris et al. 2001) (see Figure 1.7). 
 

 
Figure 1.7. DNA complexes. DNA-protein complex with Leucine zipper bounded to 
the DNA major groove (left) [PDB:1YSA], and DNA-ligand complex with the 
Hoeschst stain dye 33258 (in magenta) bound to DNA minor groove (right) 
[PDB:264D]. 
 
 Already original fiber diffraction experiments show that the DNA is a 
polymorphic structure. The most relevant one is what is called the B-form of DNA (or 
B-DNA), characterized by right-handed spiral and clear major and minor grooves 
(Arnott & Hukins 1972). The double helix of B-DNA has 10 base pairs per complete 
turn, with helical repeat of a single nucleotide unit with sugar pucker in C2’-endo 
conformer. The two polynucleotide chains wound antiparallel to each other and are 
linked by Watson-Crick base pairing. The wide major groove of B-DNA is richer in 
base substituents (O6, N6 of purines and O4, N4 of pyrimidines) compared to the 
narrower minor groove, which has hydrophobic hydrogen atoms of the sugar groups 
forming its walls. B-DNA is the most common form of DNA molecules occurring at 
high relative humidity (~92%), but it is not the only form of DNA double-helix. The 
A-DNA is a wider right-handed spiral with a shallow, wide minor groove and a 
narrower, deeper major groove (Dickerson et al. 1982) (see Figure 1.8). Similarly to 
B-DNA form, A-DNA has the helical repeat of a single nucleotide unit, but in 
different sugar conformer. The C3’-endo sugar pucker brings consecutive phosphate 
groups closer together, twisting and tilting the base pairs with respect to the helix 
axis, displacing them nearly 5 Å from it. As consequence, A-DNA helix is in striking 
contrast to the B-DNA one. The A form occurs under non-physiological conditions, 
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such as in a dehydrated environment, in complexes of DNA with certain proteins and 
in hybrids of DNA and RNA. Furthermore, the A-form is the most common form of 
RNA duplexes (see Chapter 1.3). DNA can also adopt the Z- form, (Z-DNA), in the 
alternating sequence poly(dC-dG)�poly(dC-dG) (Drew et al. 1980). The Z-form is 
characterized by a left-handed form with guanosines in the syn conformation, 
resulting in a “zig-zag” arrangement of phosphate groups (thus the term Z-DNA). 
This unusual structure requires unrealistically large ionic strength, but can be 
recognized by binding proteins and maybe involved in regulation of transcription (Oh 
et al. 2002). Other types include H-DNA (with Hoogsteen base-pairing instead of the 
common W-C one; (Abrescia et al. 2002); see below), parallel WC-DNA (Watson-
Crick base-pairing with both strands propagating in the same direction; (Otto et al. 
1991)) or C-DNA (occurring under relatively low-humidity conditions; (Brahms et al. 
1973)) exist as minor forms.	

 
Figure 1.8. Three major forms of DNA double-helix. A-DNA (left), B-DNA 
(middle) and Z-DNA (right) form. 
 
 
 Putting it all together we can characterize the major forms of DNA by their 
structural features (see Table 2.1). For an overview of DNA conformations and their 
sequence preferences see (Neidle 2008; Svozil et al. 2008). 
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Geometry 
attr ibute 

A-DNA B-DNA Z-DNA 

Helix sense right-handed right-handed left-handed 
Repeat unit 1 bp 1 bp 2 bp 

Helical twist 32.7° 36.0° 
C: -49.3° 
G: -10.3° 

Roll 0° 0° 
C: 5.6° 
G: -5.6° 

bp/turn 11 10 6 
Inclination 22.6° 2.8° 0.1° 
Rise 2.54 Å  3.38 Å 7.25 Å 
Pitch 28.2 Å  33.2 Å  45.6 Å 
Propeller twist -10.5° -15.1° 8.3° 

Glycosyl angle anti anti 
C: anti                      
G: syn 

Sugar pucker C3’-endo C2’-endo 
C: C2’-endo         
G: C2’-exo 

Diameter 23 Å 20 Å 18 Å 
Major groove 

Width 
Depth 

 
2.2 Å 

13.0 Å 

 
11.6 Å 
8.5 Å 

 
8.8 Å 
3.7 Å 

Minor groove 
Width 
Depth 

 
11.1 Å 
2.6 Å 

 
6.0 Å 
8.2 Å 

 
2.0 Å 

13.8 Å 
 
Table 1.1. Characteristics of the major DNA double helices. Geometry attributes 
of the 3 conformations of DNA double-helix (Neidle 2008). 
 
 
Nonstandard	and	higher-order	DNA	structures	
 

A part from double helical form, other tertiary structures of DNA of biological 
significance exist under physiological conditions. One of them is the triple-stranded 
DNA, often named a triplex, a structure in which one strand binds to the major groove 
of a B-form DNA double-helix and pairs through Hoogsteen or reversed-Hoogsteen 
hydrogen bonding to form a triple helix (see Figure 1.9). Hoogsteen base pairing is a 
variation on nucleic acids’ base-pairing in which pairing applies the N7 position of 
the purine base and C6 amino group (see Figure 1.9). This orientation gives 
Hoogsteen pairing quite different properties and slightly lower stability than regular 
Watson-Crick pairing (Cubero et al. 2006). Hoogsteen base-pairing have been 
observed in protein-DNA complexes (Aishima et al. 2002), and might coexist as a 
minor species in regular duplexes in fast equilibrium with Watson-Crick pairings 
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(Nikolova et al. 2011; Cubero et al. 2006).3 Hydrogen-bonding of the triplex-forming 
strand to the purine strand can occur in parallel, when both strands are parallel, or 
anti-parallel, when both strands are antiparallel to each other, manner. The 
convention for the triplet is X•YZ, where YZ represent the W-C hydrogen-bonded 
base-pair, with base X being in the third strand and hydrogen-bonded to base Y. 
Study on the parallel triplexes, poly(U•AU) and poly(T•AT), have shown some that 
they have some features of classical A-DNA (significant displacement of bases from 
the helix axis, ~ 3.5 Å,  an average helical twist of ~ 30º, and almost identical minor-
groove with of 10.7 Å), but with wider major-groove width (9.8 Å), which is 
necessary to accommodate the third strand (Chandrasekaran et al. 2000), but many 
others, for example puckering characteristics of a B-DNA (Shields et al. 1997). 
Antiparallel triplexes consist mostly of purine motives (Pu•PuPy), most readily 
formed with G•GC base triplets, together with pyridine-purine motive, namely T•AT 
base triplet (Radhakrishnan & Patel 1993). Antiparallel triplexes show higher stability 
than parallel ones (Soyfer 1996). Triplex-forming oligonucleotide (TFO) can target 
sequences on duplex DNA to form intermolecular triplex that (Campos et al. 2005). 
Triplex DNA can be used as gene-drugs in anti-gene strategy (Hélène 1991). Very 
intriguing, polypurine strands able to form triplexes are very abundant in the promoter 
region (Goñi et al. 2004), suggesting that they might have a role in gene regulation. 
 
 Another significant structure of the DNA in vitro and in vivo is quadruplex 
DNA. It is formed by guanine-rich sequences that form four-base units sets, stabilized 
with a monovalent ion in the middle, and stacked on top of each other. Quadruplex 
formation involves a total of eight hydrogen bonds between the W-C face of one 
guanine and the Hoogsteen major groove face of another. In case of four guanine 
bases forming the core, the structure is called G-tetrad, or G-quadruplex (see Figure 
1.9) (Arnott et al. 1974; Wang & Patel 1993). The four guanosine nucleosides in an 
individual tetrad can in exist in either anti or syn conformation, and thus there are 16 
possible combinations (Burge et al. 2006). The mutual orientation of individual 
strands in a quadruplex depends on the glycosidic angles. In an all-parallel orientation 
of all four strands, all guanosines have to adopt an anti conformation, while in 
antiparallel setup glycosidic angles be in both syn and anti conformation, as 
antiparallel quadruplexes can be formed from separate strands or from a single folded 
strand (like human telomere G-quadruplex in Figure 1.9). These structures play a 
significant role stabilizing the chromosome ends, called telomeres, and preventing 
them from being treated as damage to be corrected (Sun et al. 1997; Nugent & 
Lundblad 1998), allowing the cell to replicate chromosome ends using the enzyme 
called telomerase.  

																																																								
3	Before Watson and Crick published their model of DNA double-helix, Karst Hoogsteeen reported a 
crystal structure of a complex in which analogues of A and T formed a base-pair with a different 
geometry, thus giving its name (Hoogsteen 1963).	
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Figure 1.9. Alternative DNA structures. Structure of parallel Human talomeric G-
quadruplex [PDB: 4G0F] top and side view (left), the structure of an anti-parallel  
triplex DNA with the Hoogsteen strand colored in yellow (middle), and the 
representation of Hoogsteen base-pairing (right). 
 
 On larger scale, DNA, similarly to proteins, has a quaternary structure, referring 
to higher-level of organization of nucleic acids that define the chromatin. DNA 
interaction with the small proteins, called histones, leads to formation of nucleosome, 
which is compacted further more to give the known form of DNA called chromosome 
(Kornberg & Lorch 1999) (see Figure 1.10.). 
 

 
 
Figure 1.10. Eukaryotic DNA compaction. DNA quartenary structures, from double 
stranded linker (far right) to nucleosome and other compact structures, to the single 
chromosome (far left) [taken from IU South Bend Biochemistry webpage]. 
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1.3.	DNA’s	little	brother	–	RNA	
	
The	central	dogma	of	molecular	biology	
 
 Besides storing all genomic data, DNA has no functional ability. Yet, working 
indirectly, genomic sequences define instructions for metabolic processes; a guideline 
explained by the central dogma of molecular biology (Crick 1970) (Figure 1.11), 
which describes the normal flow of biological information where DNA can be copied 
into another DNA (called DNA replication) or copied into messenger-RNA 
(transcription), which can be used to synthesize proteins with help from transfer-RNA 
(translation) and the ribosomes (a supra-molecule rich in ribosomal RNAs). A third 
type of RNA, called ribozyme, has enzymatic activity for catalytic cleavage of RNA. 
Finally many others small and long non-coding RNAs with potential regulatory 
activities have been characterized in nuclei and cytoplasm. As seen from Figure 1.11, 
RNA has many biological roles in decoding, regulation and expression of genes. For 
that reason, many scientists believed that RNA is the central molecule in the 
molecular biology dogma. 

 
Figure 1.11. Central dogma of molecular biology. Information flow in biological 
systems. 
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RNA	vs.	DNA	
 
Although globally very similar to DNA, RNA has two major chemical differences. 
The major one is in the ribose sugar, where RNA has a hydroxyl group at the 2’-
position (see Figure 1.12.). Conformational wise, 2’-hydroxyl group forces the ribose 
into C3’-endo sugar conformation, unlike C2’-endo conformation in DNA, making a 
RNA double-helix change from a B-form to a A-form. As an effect of the extra 
hydroxyl group, RNA sugars are much more rigid than the DNA ones. Moreover, 2’-
hydroxyl group gives another degree of freedom to the conformation of the molecule 
as it is a strong hydrogen bond partner and it is known to interact with many different 
groups in the molecule and solution too (Auffinger & Westhof 1997). Overall, this 
small change in the ribose leads RNA molecules to have a much bigger variety of 
conformations, thus giving them more functionality than DNA (Neidle 2008). 
  
 Second difference from DNA is that RNA uses uracil base instead of thymine. 
Chemically, these two bases are very similar, differing only by a methyl group on C5, 
but with no effect on base pairing (see Figure 1.12). However, uracil is one product of 
hydroxylation of cytosine, making RNA more susceptible to mutations than DNA. 
Overall, the chemical properties of RNA make large RNA molecules inherently 
fragile and suboptimal for storing genetic information in complex organisms. 
 

 
 
Figure 1.12. Basics of RNA. A RNA oligo with highlighted bases and differences 
from DNA (2’-OH group and Uracil). 
 
 Functionally speaking, RNAs can be divided into two groups, coding, also 
called messenger-RNA (mRNA), and non-coding, transfer-RNA (tRNA) and 
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ribosomal-RNA (rRNA). There are also non-coding RNAs involved in other roles like 
gene regulation and RNA processing, named interference RNAs, and others based on 
the nuclei, which might be involved in maintaining chromatin structure. Focusing in 
the three most abundant RNA, and summarizing a complex process we can say that 
mRNA carries the information to ribosome, which is made of rRNAs, that builds 
proteins using building blocks of tRNAs. 
 
RNA	local	structures	
 
 Unlike DNA, RNA is more often found in nature as single-strand folded onto 
itself, rather than in a duplex paired to a complementary strand. Single-stranded RNA 
can form many secondary structures by folding in complex motives stabilized by 
intramolecular hydrogen bonds between complementary bases and a myriad of 
stacking contacts. Most known secondary structures motifs of RNA are single and 
double stranded stems, and, more notably, extra-helical loops, namely hairpin and 
bulge loops (see Figure 1.13). Combinations of stems and loops form secondary 
structure like stem-loops, namely, tri-, tetra- and hexa-loops. An important example 
of complex RNA architectures is the tRNA, discovered by Robert Holley in 1965 
(Apgar et al. 1965), which is defined as a combination of double stranded stems, a 
bulge loop and 3 hairpin loops (see Figure 1.13). The Sarcin-Ricin domain (SRD) 
motif forms a crucial site for the binding of elongation factors during protein 
synthesis and it is one of the longest and better conserved sequences found in the 
RNA of all large ribosomal subunits. SRD motif is a distorted hairpin consisting of a 
GAGA tetraloop, a G-bulged cross-strand A-stack, a flexible region and a terminal A-
form duplex. It has been studies extensively both experimentally (Szewczak et al. 
1993) and theoretically (Kruse et al. 2014). Finally, another biologically relevant 
RNA domain with well defined structure is HIV-1 TAR RNA which has a highly 
folded stem-bulge-loop structure, and serves as the binding site of the viral protein 
Tat, the trans-activator of the HIV-1 LTR. This very dynamic structure has been 
studied extensively in recent years (experimentally mainly by the group of Al-
Hashimi (Merriman et al. 2016)). 
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Figure 1.13. Local structures of RNA. (A) Representation of most common 
secondary structure motifs in RNA and (B) tRNA (double-stranded motifs in color 
and hairpins in grey) (right).  
 
 The functional form any RNA requires a specific tertiary structure, in which 
secondary structure elements are bonded within the molecule through short range 
interactions like hydrogen bonding or stacking. Recurrent structural local RNA motifs 
are kink-turn (K-turn) and C-loop (Lescoute et al. 2005). The K-turn is a common 
structural motif in RNA that introduces a tight kink into the helical axis. This internal 
loop occurs on the shallow/minor groove side and brings together the minor grooves 
of the two supporting helices (see Figure 1.14). It plays an important architectural role 
in RNA and serving as binding site for a number of proteins. C-loops, like K-turn are 
asymmetric internal loops with two bases in the longer strand form non-WC base 
pairs with bases in the shorter strand (see Figure 1.14). In the ribosome, C-loop are 
found in hairpin stem-loop structures that engage in tertiary interactions involving the 
hairpin loop. Another known RNA motifs are pseudoknots and kissing loops (see 
Figure 1.14). In pseudoknots motif a single stranded region of a hairpin loop base 
pairs with an upstream of a downstream sequences within the same RNA strand (like 
in Hepatits Delta virus ribozyme (Ferré-D’Amaré et al. 1998)), while kissing loops 
motif forms when the single-stranded loop regions of two hairpins interact through 
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base pairing. Kissing loops is one type of an Interacting loops motif, other being ring 
RNA. Finally, another small fold motif is the three-way junction, which can be 
categorized into three distinct topological families that depend on the size of the 
junction, and on the relative orientations of the three stems forming the arms of the 
junction. It plays key roles in the architecture of ribozymes and riboswitches 
(Lescoute et al. 2005). 
 

 
 
Figure 1.14. RNA motifs. (A) K-turn, (B) C-loop, (C) RNA pseudoknot 
[PDB:2N6Q], (D) RNA kissingloops with the two strands colored differently 
[PDB:2MI0]. (some taken from (Lescoute et al. 2005)). 
	
RNA	architecture		
 
 Similarly to DNA, RNA can form double helices, triplex and quadruplex 
structures. Because of difference in sugar puckering conformation (see above), RNA 
duplex adopts more A-like form. This is characterized by right-handed helicity, 
slightly wider diameter (of 23 Å), deeper and narrower major groove, and steep and 
wide minor groove. RNA triplexes, unlike DNA triplexes, are often formed through 
minor groove binding. Most common example is the insertion of adenosine base into 
the minor groove, so called A-minor motif (see Figure 1.15). A minor groove triplex is 
present in sarcin-ricin motif, a highly conserved sequence found in the RNA of all 
large ribosomal subunits (Szewczak et al. 1993). Although rare, major groove RNA 
triplex interactions can be observed in several RNA structures. Quadruple helices in 
RNA can be formed in more ways than in DNA. Equivalently to DNA G-quadruplex, 
four consecutive guanine residues can form a quadruplex in RNA by Hoogsteen 
hydrogen bonds, a so-called “Hoogsteeen ring” (Cheong & Moore 1992) [PDB: 
1RAU], but a different bonding pattern makes the core of malachite green aptamer 
(Baugh et al. 2000) [PDB: 1FIT] (see Figure 1.15). The unique structure of 
quadruplex regions in RNA may serve several biological functions like potential 
binding sites for ligands or proteins, regulators of gene expression (Oliver et al. 2000) 
or modulate transcription and replication (Arthanari & Bolton 2001). 

A) B) C) D) 
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Figure 1.15. Variety of RNA architecture. (A) Double stranded RNA [PDB:2L8F], 
(B) Minor groove triplet, A-minor, [PDB ID: 5KSC], (C) RNA G-quartet [PDB ID: 
1RAU], (D) Quadruplex seen in Malachite Green RNA aptamer [PDB ID: 1FIT]. 

	
	
1.4	Structural	methods	for	the	study	of	nucleic	acids		
	
Experimental	methods	
	
 Nucleic acids (NAs) are studied in multiple fields like biochemistry, genetics, 
microbiology, molecular biology, molecular evolution and structural biology with 
high importance. Just for experimental studies of RNA, 30 scientists have received a 
Nobel Prize. The core of all these fields lays in structural biology view of NAs. 
Structural biologists can study DNA and RNA in both experimental and theoretical 
ways. Likewise as already demonstrated by Watson and Crick experimental and 
theoretical studies are complementary and essential for better understanding of the 
structure of nucleic acids. Experimental structural studies of DNA are done in many 
different ways, but 2 most common atomistic-resolution techniques are X-ray 
crystallography and Nucleic magnetic resonance (NMR) spectroscopy. All the 
structures obtained so far with these two methods are stored in large databases; most 
popular being the Protein data bank (PDB; available online at www.rcsb.org). 
 
 X-ray crystallography determines the mean position of atoms and their 
chemical bonds based on the diffraction of a beam of X-ray light by a single crystal 

A) C) B) 

D) 
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(see Figure 1.16). Max Perutz (Perutz et al. 1960) (doctoral advisor of Francis Crick) 
was the first one to develop the X-ray crystallography method for biomolecules. The 
method consists of taking multiple two-dimensional images of the crystal at different 
rotations, which allows reconstructing the three-dimensional model of the electron 
density. Its drawbacks are the resolution dependence on the quality of the crystal, and 
that crystal packing forces can slightly change the native structure of the molecule, 
among other factors. On top of that, obtaining crystals of a given molecule (DNA or 
protein) is extremely challenging, especially for flexible systems. 
  
 Using X-ray structures for structural validation of a molecular dynamics 
simulation (see below) is not a completely justifiable way of doing the analysis since 
the experimental conditions don't perfectly agree with biological environment. Crystal 
packing can have an effect on the structure that can cause a deviation (Johansson et al. 
2000), an artifact that can be spotted by visual inspection of the crystal structure (see 
Figure 1.16). A more accurate approach would be to simulate the structure in its 
crystal environment and then compare the results with experimental findings (see 
Figure 1.16). This technique has been used several times in the group of prof. David 
Case (Liu et al. 2014).  
 

 
Figure 1.16. Packing effects of X-ray structures. (A) An example of packing 
effects on the structure of a Drew-Dickerson dodecamer [PDB ID: 1EHV] and (B) an 
illustration of a MD simulation unit of crystal. Figure taken from parmbsc1 
publication (see Chapter 4.1).   
 
 Thanks to pioneers such as Kurt Wuthrich and technological advances in last 30 
years, NMR (nuclear magnetic resonance) spectroscopy has gained much attention 
in structural determination of biomolecules (Palmer & Patel 2002). NMR method is 
based on exploiting the magnetic properties of certain atomic nuclei. Chemical 
environment of such nuclei gives rise to observables like the Nuclear Overhauler 

	

	 	

	
A) B) 
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Effect (NOE) and spin-spin coupling, mostly J-coupling (see Figure 1.16). NOEs 
occur through spatial cross-relaxation of nuclear spin polarization, quantitatively 
describing the proximity, or the distance, of protons. The strength of the NOE signal 
then depends only on the spatial proximity of protons and it can be used to originate 
distance restraints between atoms within 1.8 Å and 6 Å. Angle restraints instead can 
be obtained from J-coupling, arising from the interaction of different spin states 
through the chemical bonds of atoms linked by 2-3 covalent bonds. It contains 
information about bond distance and angles between active spin nucleic (usually 13C 
and 15N).  
  
 The information on the dynamics became accessible with the development of 
special NMR techniques like residual dipolar coupling (RDC), the dipolar coupling 
between two nuclei that depends on the distance between them and their angle 
relative to the external magnetic field, providing both structural information at the 
long distance and dynamical information on the time scales slower than a 
nanosecond. RDCs are obtained in special field-oriented NMR and provide spatially 
and temporally averaged information about the angle between the external magnetic 
field and a bond vector in a molecule. Rather than distance restraints (as NOEs) they 
can provide orientational constraints about the relative orientation of parts of the 
molecules, even when they lye far apart. However, two issues complicate the data 
interpretation: first, the definition of the ever-changing tensor that describes the 
alignment of a flexible molecule with respect to the laboratory field; and secondly, the 
decoding of the information packed into ensemble averages, which often requires the 
support of theoretical models to be transformed into atomic positions. RDCs have 
been proven as very useful technique specially in the RNA world for understanding, 
for example the dynamics of complex structural motives (Zhang et al. 2007). 
  
 Overall, NMR spectroscopy is very useful in providing detailed information 
about the structure, dynamics, reaction state, and environment of biomolecules, and 
has the additional advantage that the experiments are done under physiological 
conditions. The shortcomings of the technique are related to the size of the system to 
be studied and to a generally poor resolution in the detail than that obtained from X-
Ray crystallography. 
  
 In addition to high resolution techniques other experimental approaches have 
been used to study nucleic acids, such as electron microscopy (Beer et al. 1966; 
Douglas et al. 2009) and ultra-resolution fluorescence (Weiss 1999; Lakowicz 2013), 
which have provided information, for example on the packing of chromatin in the 
nuclei (Solovei et al. 2002), or a variety of biophysical methods providing 
information on macroscopic properties of DNA and RNA structures, such as small-
angle X-ray scattering (SAXS) technique (Lipfert & Doniach 2007), circular 
dichroism (Kypr et al. 2009) or hydrodynamic measures (Eimer & Pecora 1991), or 
on subtle details of the interactions, such as UV, RAMAN or Infrared spectroscopies 
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(Mergny et al. 1998; Thamann et al. 1981; Gabelica et al. 2008) . 
 
 

 
Figure 1.17. Experimental techniques schemes. (A) X-ray crystallography, (B) 
NOE, (C) J-coupling, (D) RDC (taken from (Zhang et al. 2007)). 
	
	
Theoretical	modeling	
 
Theoretical models are based on computational modeling of a given system using 
principles of physics, at different levels of simplifications, which allows us to expand 
the range of systems from small molecules to biomolecules and cells. All these 
modeling, also called in-silico models, are performed on highly sophisticated 
computers, called supercomputers. As computer power is limited, simplifications are 
essential to theoretical modeling in order to extend the magnitude of system size and 
simulation time. The focus of this thesis is precisely the development of 
computational models for a simplified representation of DNA. While an entire DNA 
molecule is immensely big (an extended human chromosome measure around 5 cm), 
its structural unit, a base-pair interaction, is happening in the 10-10 m scale. This multi-
scale nature of DNA molecule makes it extremely challenging for any theoretical 
framework to properly study it. DNA is studied on multi-scale level ranging from 
atomic effect to nucleosome packing. For that reason theoretical framework includes 
several multi-level techniques moving from high-accurate methods able to deal only 

A
) 

B) C
) 

D
) 
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with nucleobases to rough approximations able to manage entire chromosomes (Dans 
et al. 2016). 
 
Ab-initio	methods	
 
 In principle, everything in Nature can be explained using Schrödinger’s 
equation. Exact Schrödinger equation can be solved only for very small systems, so 
simplifications are needed for any system of interest. Quantum mechanics (QM) 
methods comprise then a variety of approaches of different accuracy and computer 
cost, but that provide the most accurate results on any chemical system. These 
methods are typically known as ab initio (‘from first principle of quantum 
mechanics’) and include, in practice, a big number of approaches aimed to simplify 
the complexity of the calculation. Most commonly they start with the Born-
Oppenheimer approximation, disconnecting nuclei (treated as classical particles) and 
electron movements. The inter-correlation between electron movements can be 
represented in an average way, like Hartree-Fock approximation (HF), or in a more 
accurate way, such in the post-HF calculations like Moller-Plesset (commonly to the 
second order, MP2), Configuration Interaction (CI), Coupled Cluster (CC) or 
Complete Active Space Multiconfigurational SCF (CASSCF) method. An alternative 
to these computationally demanding methods are the DFT (density functional theory) 
approaches, which are based on the assumption that the spatial distribution of 
electrons at any point of space is sufficient to be able to describe any property of a 
system. QM methods are strictly necessary to study processes depending on the 
electronic structure, including catalytic, photophysical or spectroscopic properties that 
cannot be described with classical Molecular Mechancis (MM). In any case, even for 
the highest levels of simplification, QM methods are very costly, so they are limited 
to small model systems (around one nucleotide unit) and very short time scales.  A 
closer look on QM methods used in this study will be given in the following chapter. 
  
 Big and complex in its conformational space, nucleic acids demand for methods 
capable of threating, in a dynamical way, up to several thousand atoms and allowing 
for simulations over time scales that cannot be achieved with any QM methods. In 
that sense, hybrid approaches, like QM/MM (Warshel & Levitt 1976), that combine 
the strengths of QM method for the chemically active region and the MM method for 
the surroundings, provide good alternatives to studies systems where the region 
requiring QM level of theory can be precisely localized, like in the case of the study 
of intra-strand oxidative crosslink lesions in DNA (Garrec et al. 2012) (see Figure 
1.17). Pure QM and QM/MM methods are providing invaluable information on 
nucleic acids properties, impossible to obtain from other theoretical or experimental 
approach. For a better view on QM and QM/MM methods used in study of nucleic 
acids see (Sponer et al. 2008; Banáš et al. 2009). 
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Classical	approaches	
 
 Macromolecular systems consisting of hundreds to millions of atoms, like DNA 
and proteins, can be approximated to classical mechanics, which is less 
computationally demanding, by using the “balls and strings” model. This approach is 
based on representing atoms as deformable and charged balls of a given radius and 
chemical bonds as strings, described by Hook’s law and integrated through Newton’s 
laws of motion. This is the basis of molecular dynamics (MD) simulations. The core 
of MD simulations is the force field, a set of classical expressions that allows us to get 
a simple energy functional correlating the energy of a given configuration of the 
system with its energy. Within the force field approximation the electronic degrees of 
freedom are not specifically considered, but introduced parametrically in a simplified 
way. The accuracy of MD simulations is tightly connected with the development in 
nucleic acid force fields. Overall, with its various approaches, computational 
simulations have had an important impact on our understanding of structure and 
dynamics of nucleic acids. More details on MD simulations will be given in the 
following chapter. 
  
 More efficient approximations to represent large segments of nucleic acids 
imply the representation of sets of atoms as single particle, or grain, (thus the name 
coarse-grain (CG)). These methods loss then atomic resolution, but allow the study 
much bigger systems like long sequences of DNA consisting of thousands of base-
pairs. For DNA, depending on the length scale of interest, quite different resolution in 
CG modeling can be applied. Usually, the number of grains per nucleotide varies 
from 8 to 3 grains, given the model. For a review on MD and CG methods used in 
study of nucleic acids see (Orozco et al. 2003; Cheatham & Case 2013; de Pablo 
2011; Dans et al. 2016). 
	
Mesoscopic	models	
 
 Given the DNA’s unique properties (a long polymer made of repetitive base-
pair building blocks that form a double-helix), an obvious choice of studying DNA 
would be through mathematical models. Several different mathematical models are 
based on each of DNA’s characteristics. The elastic rod model (Landau & Lifshitz 
1986), based on Kirchhoff elastic rod model, uses the fact that DNA is a long polymer 
which can be macroscopically represented by average properties. The model has been 
used in many studies involving long sequences of DNA, such as DNA loops (Balaeff 
et al. 1999), supercoiled DNAs (Bouchiat & Mezard 2000) or DNA mini-circles 
(Swigon et al. 1998). Another popular approach that describes the behavior of semi-
flexible polymers is worm-like chain model (Bustamante et al. 1994; Marko & 
Siggia 1995), which is frequently used to characterize the average elastic properties of 
long sequences of DNA (Baumann et al. 1997). Other approaches have been 
developed to treat not ideal fibers, but real chromatin, introducing the nucleosomes as 
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specific particles in the model (Arya et al. 2006).  This type of models have been used 
to determine the impact of linker histones or core histone modifications on the 
chromatin compaction (Collepardo-Guevara et al. 2015).  
  
 Each of the methods has its advantages and limitations and are used depending 
on the interest and bimolecular system. For better view on broad scale of 
computational methods, the reader is advised to look into (Sim et al. 2012; Dans et al. 
2016). 
 

 
 
Figure 1.17. Multi-scale techniques schemes. Techniques used in studying DNA 
systems represented with its representative system size, time scale and resolution 
(taken from (Dans et al. 2016)). 
 
 
 
 involved detailed analysis of backbone rotamers in DNA

[6] and RNA [7] and the impact of ion polarization on the
stabilization of certain quadruplexes, which are very
difficult to represent by means of classical force-fields
[8]. The same groups used also QM to study another
complicate DNA motif: the complex of two G-DNA
quartets with a monovalent cation. Calculations revealed
important differences between MM and QM descriptions
of the system, and predicted the 50-anti-anti-30 GpG
dinucleotide step to be the most stable one, closely
followed by the 50-syn-anti-30 step, in agreement with
the experiments [9!]. However, the study also illustrated
the problems of using ultra-reduced systems in these
model QM calculations. Similar conclusions on the
strength and limitations of QM theory applied to nucleic
acids were obtained by the same group in their study of
the Sarcin–Ricin internal loop [10]. Following similar

ideas and approaches other groups have recently ex-
plored specific details of nucleobase interactions in cer-
tain types of DNA. For example, Phan’s group
characterized the guanine base stacking in G-quadruplex
nucleic acids [11], and Parker and coworkers described
the nature of p–p stacking of nucleobases using symme-
try adapted perturbation theory (SAPT), finding good
predictive power, but detecting again the limitations
implicit to the reduced size of the model systems
[12!!]. Nawort and coworkers used DFT theory to ana-
lyze the impact of the presence of 20thiouridine and
degradation products in tRNA on the fidelity of the
translation process [13], and Brovarets and Hovorun used
Bader’s theory and DFT or MP2 calculations to charac-
terize the probability of occurrence of ground-state tau-
tomerization of the G-C Watson–Crick base pair by a
double proton transfer (DPT) [14]. The latter is a process
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force-field for DNA simulations, adapted from [44!!]. (c) LacI-DNA dynamics by multiscale simulations using the SIRAH force-field from Pantano’s
group (adapted with permission from [125!!]). (d) The model from Schlick and coworkers was used to study the chromatin fiber dynamics.
Chromatin fibers in the canonical and hairpin-like conformations are depicted (adapted with permission from [156]).
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OBJECTIVES	

 
 

The main aim of this thesis is to improve theoretical representation of DNA and 
RNA molecules in atomistic MD simulations by addressing the known caveats of 
current force fields. We divided this process in several steps with specific objectives: 
 

1. Reparameterization of the current state-of-the-art DNA force field by fitting 
it to the high-level QM data, focusing mainly on parameterizing ε/ζ backbone 
torsions, sugar puckering and the glycosidic torsion, χ. 
 

2. Validation of the new force field. Testing it on big variety of DNA systems 
under various conditions, comparing the results with the experimental 
findings, as well as direct experimental observable like RDCs and NOEs.  

 
3. Extension of the study to the Drew-Dickerson sequence testing the 

robustness of the new force field in respect to the choice of model of solvent 
and ions. Performing an extended simulation to check if the performance 
quality of the new force field remains, verify the convergence in longer 
timescales, and characterize the long-time dynamics of DNA. 

 
4. The confirmation the lack of “overtraining artifacts” by benchmarking the 

new force field comparing its performance with other recent DNA force fields, 
in front of de novo obtained high quality NMR measures. 

 
5. Understanding the conformational preference and role of 2’-OH in RNA 

conformation, and its potential role as a molecular switch controlling RNA-
protein interactions. 

 
6. Explore the possibility of current RNA modeling tools to design new RNA 

motifs, in particular a new RNA dumbbell structure, mimicking the behavior 
of synthetic siRNAs, but with higher resistance to degradation by nucleases. 
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“The secret to modeling is not being perfect. You have 

to be given what’s needed by nature, and what’s 
needed is to bring something new.” 

Karl Lagerfeld 
	
	
	
	
	
	
	
	
2|	MOLECULAR	MODELING	 	
	
 Just as my grandmother uses different glasses for reading recipes, watching TV 
shows or talking with her friends, choosing a molecular modeling method depends on 
the interest and the size of the system. For small systems, up to 50-100 atoms, in 
which we are mainly interested in finding the correct geometry and properties derived 
from the electron distribution, QM calculations are the clear choice. Bigger systems 
consisting of up to a million atoms, with no changes in electron density, are ideal for 
classical MD simulations. QM/MM methods are reserved for large systems where the 
change in electron density can be located in a small section of the entire system, 
which can be then treated quantum mechanically (QM), while the rest is treated 
classically (MM).  
 
 In this chapter, I will introduce basic concepts of QM and MM that are required 
for a correct understanding of the thesis. For more detailed view on QM and MD 
methods reader is addressed to references (Szabo & Ostlund 1996; Cramer 2004; 
Monticelli & Salonen 2013; Rapaport 2004). 
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2.1	Quantum	chemistry	
 
 According to quantum mechanics, the exact description of any physical system 
is represented by Schrödinger’s equation. Thus, quantum chemistry is a branch of 
chemistry that focuses on the application of quantum mechanics, or solving 
Schrödinger’s equation, for chemical systems. In principle, the Schrödinger equation 
is able to represent the time-dependent evolution of a QM system. However, for 
computational reasons, most times we use a time-independent equation, that is useful 
for the characterization of stationary states. In practice the exact solution of even the 
time-independent Schrödinger equation is limited to very small systems, very far 
away from those of interest in biology. Luckily several approximations to the general 
Schrödinger formalism can be used to reduce the computational cost of the QM 
calculations. 
 
Basic QM formalisms 
 
 The Born-Oppenheimer approximation (BO) assumes that the motion of 
atomic nuclei and electrons in a molecule can be separated. It exploits the fact that 
atomic nuclei are much heavier than electrons and move then very slowly compared 
to the electrons. This allows the Schrödinger’s equation to be separated into two parts, 
the electrons in the field of fixed nuclei and nuclei in the field of effective electron 
cloud.  
  
 The Hamiltonian of a quantum system consisting of nuclei (denominates with 
capital latters) and electrons (denominated with lowercase letters) can be written as 

 

ℋ = − 1
2∇!

!

!
−  1

2!!
∇!! – 

!

!!
!!,!!

 +
!

 1
!!,!!

+
!

 !!!!
!!,!!!

 

 

      Eq.2.1. 
 

where !! is the ration of the mass of nucleus A to the mass of an electron, and  !! is 
the atomic number of nucleus A. The first two terms in Eq.2.1 are the operators for the 
kinetic energy of the electrons and the nuclei, respectively, while the last three terms 
are coulomb attraction between the electrons and nuclei, the repulsion between 
electrons and the repulsion between nuclei, respectively. Within BO approximation, 
the kinetic energy of the nuclei can be neglected and the repulsion between the nuclei 
can be considered to be constant, naming the remaining terms from Eq.2.1, the 
electronic Hamiltonian. The wave function that solves the electronic Hamiltonian  

 

Φ = Φ!"!# !! ; !!                                            Eq. 2.2. 
 

describes the motion of the electrons and explicitly depends on the electronic 
coordinates but depends parametrically on the nuclear coordinates.  
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 The BO approximation is fundamental to quantum chemistry, and is present in 
most of the QM methods used today. 
 
 The Hartree-Fock approximation (HF), one of the most commonly used QM 
methods, is an approximation for the determination of the wave function and the 
energy in a stationary system. It assumes that the exact N-body wave function of the 
system can be approximated as a collection of N spin-orbitals ! (the electron wave 
function describing both its spatial distribution and its spin), also know as Slater 
determinant |Ψ! . 
 

|Ψ! = |!!!!⋯!!!!⋯!!                                Eq. 2.3.   
 

The best wave function of this functional form is the one that gives the lowest 
possible energy 

!! = Ψ!|ℋ|Ψ!                                             Eq. 2.4.  
 

where ℋ is the full electronic Hamiltonian. By minimizing !! with respect to the 
choice of spin orbitals, one derives an eigenvalue equation, which determines the 
optimal spin orbitals. This equation, also known as the Hartree-Fock equation, is of 
the form 
 

! ! ! !! = !" !!                                        Eq. 2.5.  
 

where !(!) is an effective one-electron operator, called the Fock operator.  
 

! ! = − 12∇!
! − !!

!!,!!
+ !!" !                          Eq. 2.6. 

  

where !!" !  is the average potential experienced by the i-th electron due to the 
presence of the other electrons, making the method non-linear that must be solved 
iteratively. The solutions to the non-linear Hartree–Fock equations is solved by the 
self-consistent-field (SCF) method, in which from an initial guess at the spin orbitals, 
one can calculate the average field electron and then solve the eigenvalue equation for 
a new set of spin orbitals. Using these new spin orbitals, one can repeat the procedure 
until self-consistency is reached (when the initial guess matches the calculated spin 
orbitals within a certain threshold). The solution of the Hartree-Fock eigenvalue 
problem  
 

!! = !|ℎ|!
!

+ 12 !!|!! −
!,!

!"|!"                    Eq. 2.7. 
 

yields a set of orthonormal ( !! !! = !!" ) Hatree-Fock spin orbitals !!  with 
orbital energies, !! … . The Hartree-Fock equation consists of classical coulomb 
term (second term in Eq.2.7) and non-classical exchange term (third term in Eq.2.7). 
As the Slater determinant is asymmetrical in respect of the exchange of the spin-
orbitals (to fulfill the Pauli exclusion principle), the exchange operator acts on any 
identical spin-orbitals and it does not have any classical interpretation. 
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 As an effect of mean-field approximation, electron correlation (around 1% of 
the overall energy) is neglected in HF approximation, which represents a problem in 
certain type of studies. This imprecision can be treated by many post-HF methods. 
Most popular is Møller-Plesset perturbation theory (MP) (sometimes called 
Rayleigh-Schrödinger), which can be applied at several orders of perturbation, the 
most popular one being the second one (MP2). This approach partitions the total 
Hamiltonian of the system into two pieces: a zeroth-order part, H0, and a perturbation, 
V.  
 

ℋ Φ! = ℋ! + ! Φ! = ℰ!|Φ!                              Eq. 2.8.   
 

where we know the eigenfunctions and eigenvalues of ℋ!.  
 

ℋ! Ψ!! = !!! Ψ!!                                              Eq. 2.9.   
 

If we would want to expend the perturbation in a way in which systematically 
improved eigenfunctions and eigenvalues of ℋ! would become closer and closer to 
the eigenvalues and eigenfunction of the total Hamiltonian, ℋ, we can introduce an 
ordering parameter ! (which we will later set to unity),  
 

ℋ =ℋ! + !"                                             Eq. 2.10.   
 

and expend the exact eigenfunction and eigenvalues in a Taylor series in ! . 
Eventually, it can be shown that  

ℰ! = !!(!) + !"!(!) + !!!!(!) + !!!!(!) +⋯                     Eq. 2.11.  
 

where  
!!(!) = !!! 
 

!!! = !!"!!"
!!(!) − !!

(!) 

 

!!! = !!"!!!!!"
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!!"!!!!!"
!!
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where !!(!)  is the first-, !!(!)  second-, and !!(!)  third-order energies, and  !!" =
1|!|2  is the correlation between states |1  and |2 , where |1  is the state with lower 

eigenvalue. 
 
 Another popular post-HF method is the Coupled-cluster (CC) one, known for 
producing highly accurate results in comparison to experiments (Kümmel 2003). 
Developed by Čížek and Paldus (Čížek 1966; Cizek & Paldus 1980), CC method 
addresses the size-consistency problem that truncated Configurational Interaction 
(CI) method has (see (Szabo & Ostlund 1996)), for which the larger the system, the 
smaller the fraction of correlation energy. Instead of linearly expending the multi-
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electron wavefunction from Slater determinant (obtained from HF method), like in the 
case of CI, CC method expends the wavefunction exponentially, 
 

|Ψ!! = e!|Ψ!"                                             Eq. 2.12.  
 

using exponential cluster operator, T, defined as  
 

! = !! + !! + !! +⋯+ !!                                  Eq. 2.13.  
 

where n is the total number of electrons. Ti operators generate a linear combination of 
all possible determinants, having i excitations from the reference. For example, 
 

!! = !!"!"|Ψ!"!"
!"#.

!!!

!"".

!!!
                                      Eq. 2.14 

 

CC is typically defined by the highest number of excitations allowed, from which 
CCSD(T) is most commonly used (includes single, double and triple excitations, the 
later ones as a perturbative approximation). CC energies are obtained by expanding 
Eq.2.12. into a Taylor expansion of the exponential function and computing 
 

!!! = Ψ!"|ℋ|e!Ψ!"                                        Eq. 2.15.  
 

For its high accuracy, CCSD(T) is considered the “gold-standard” of QM calculation 
for closed-shell systems, but the accuracy is obtained at a cost of high computational 
demand, which limits its applicability to relatively small systems. 
 
 On the contrary to HF methods, a computationally less demanding method, 
Density functional theory (DFT) determines the properties of the many-body system 
with N electrons using the functional of the spatially dependent electron density, 
avoiding the resolution of the Schrödinger equation, and assuming that the energy of a 
system (for a nuclear configuration) can be expressed as a function of the electron 
density. DFT methods reduce the problem from 3N spatial coordinates to 3 spatial 
coordinates, but have difficulties in expressing the exchange part of the energy (last 
term in the Eq. 2.16) 
 

!!"# ! = ! ! + !!" ! + ! ! + !!" !                      Eq. 2.16. 
 

where T is the kinetic energy of the electrons, !!" is the nuclear-electron attraction 
energy, ! is the electron-electron repulsive energy, and !!" is the electron-electron 
exchange-correlation energy; all of which are the function of the electron density, !, 
which itself is a function of the three positional coordinates, making each term in Eq. 
2.16 a functional. The difficulty of expressing the exchange part of the energy can be 
relieved by including a component of the exact exchange energy calculated from 
Hartree–Fock theory. Functionals of this type are known as hybrid functionals. One of 
the most commonly used versions of these hybrid functionals is B3LYP (stands for 
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Becke, 3-parameter, Lee-Yang-Parr) (Becke 1988; Lee et al. 1988)1. The hybrid form 
of the exchange functional of B3LYP is expressed as following 
 

!!" = 1− !! !!!"# + !!!!!" + !!!!!!! + !!!!!"#!! + 1− !! !!!"#!"   
 

Eq. 2.17. 
 

where  !! = 0.2, !! = 0.72, !! = 0.8, !!  is the Becke-1988 exchange functional, 
and !! is the correlation functional from Lee-Yang-Parr for B3LYP. Note that various 
approximations – local density approximation (LDA), Hartree-Fock (HF), Becke-
1988 (B88) (Becke 1988), Lee-Yang-Parr-1988 (LYP88) (Lee et al. 1988), and Vosko, 
Wilks, Nusair 1980 (VWN80) (Vosko et al. 1980) are part of this hybrid functional. 
The three parameters defining B3LYP have been taken without modification from 
Becke’s original fitting of the analogous B3PW91 function (Becke 1993). Since 
B3LYP, many other hybrid functions have been developed and tuned to deal with 
specific systems, or interactions (Zhao & Truhlar 2008; Hobza et al. 1995), but 
B3LYP still remains the ‘industry standard’. 
  
 In general, DFT provides quality results with fast computation, but in general it 
is not as accurate in describing the energetics as MP2 calculations is, and is far from 
the performance of the “gold standard” CCSD(T). Thus, DFT functionals like 
B3LYP, are used as good initial methods in structure optimization, which can be later 
used as a initial guess for higher-level calculations. 
 
Basis sets 
 
 QM methods are always coupled with a specific basis set, a set of mathematical 
functions from which the wave function is constructed. For example, each molecular 
orbital (MO) in HF theory is expressed as a linear combination of basis functions, the 
coefficients for which are determined from the iterative solution of the HF SCF 
equations. The full HF wave function is expressed as a Slater determinant formed 
from the individual occupied MOs. The HF limit (the best results that can be obtained 
at the HF level) is achieved by the use of an infinite basis set, which necessarily 
permits an optimal description of the electron probability density.  In practice, 
however, one cannot make use of infinite basis set. Much work has been done into 
identifying mathematical functions that allow wave functions to approach the HF 
limit arbitrarily closely in as efficient a manner as possible, meaning keeping the total 
number of basis functions to a minimum, permitting various integrals, and having a 
large amplitude or small amplitude depending on the probability density. 
 A good description of atomic orbitals (AO) is achieved using Slater-type 
orbitals (STOs), the basis functions used in an semiempirical method called extended 

																																																								
1	Becke’s original paper is one the most cited papers of all time, indicating how popular and well 
established in literature the B3LYP method is.	
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Hückel theory. Even though, having a number of advantages (like proper radial 
shape), STOs suffer a fairly significant limitation, as there is no analytical solution 
available for the general four-index integral (like the one being solved from Eq.2.7). 
Boys proposed an alternative to STOs, approximating it as linear combinations of 
Gaussian functions (Boys 1950). The STO-3G basis set is what is known as a ‘single-
ζ’ basis set, where there is only one basis function defined for each type of orbital 
core through valence. One way to increase the flexibility of a basis set is to 
‘decontract’ it, constructing two basis functions for each AO where the second would 
be normalized third primitive. A basis set with two functions for each AO is called 
‘double-ζ’ basis set. Coming from the fact that the valence orbitals carry more 
importance in chemical bonding, ‘split-valence’ basis sets represent core orbitals by a 
single (contracted) basis function, while splitting valence orbitals into arbitrary many 
function. Most notable used split-valence basis sets are those of Pople et al., which 
include 3-21G, 6-31G and 6-311G (Krishnan et al. 1980). Split-valence basis sets, 
which have single primitives used in all contracted basis functions, but with different 
coefficients, are called ‘correlation-consistent’ basis sets. Examples are the cc-pVnZ 
(cc-pVDZ, cc-pVTZ, etc.) sets, where the acronym stands for ‘correlation-consistent 
polarized Valence (Double/Triple/etc.) Zeta’ (Woon & Dunning Jr 1993). 
Correlation-consistent means that the exponents and contraction coefficients were 
variationally optimized not only for HF calculations, but also for calculations 
including electron correlation. 
  
 Polarization functions are one of the most common additions to the minimal 
basis sets, as MOs require more mathematical flexibility than do the AO. Polarization 
functions make use of higher quantum number functions that in principle required, but 
are absolutely needed in order to make reasonable geometry predictions of molecules 
that include such atoms, like phosphates. In split-valence basis sets, ‘*’ implies a set 
of d functions added to polarize the p functions (second ‘*’ implies light atoms as 
well), but nowadays the standard notation for Pople basis sets typically includes an 
explicit enumeration of those functions instead of the star nomenclature. Dunning’s 
type of basis set have the polarization already included (small p in the name) in form 
of d functions on heavy atoms and p functions on H.  
  
 Significant errors in energies are produced when a basis set does not have the 
flexibility necessary to allow a weakly bond electron to localize far from the 
remaining density, like is the case of anions. To address this, standard basis sets are 
‘augmented’ with diffuse functions. In the Pople family of basis sets diffusion is 
annotated with ‘+’ sign for heavy atoms (‘++’ for H as well), while for Dunning 
family by prefixing with ‘aug’, which diffuses f, d, p, and s functions on heavy atoms 
and diffuse d, p, and s functions on H. 
  
 By definition the HF limit cannot be achieved, but a reasonable approach can be 
obtaine by using complete basis set (CBS) calculations. The cc-pVnZ basis sets were 
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specifically designed for this purpose, as for consistent increase in n would allow the 
extrapolation to infinite, giving the CBS value. Two most common extrapolation 
schemes, based on extrapolating to the infinite the results obtained with the 
increasingly large basis set, were proposed by Halkier and co-workers (Halkier et al. 
1998; Halkier et al. 1999), and Truhlar (Truhlar 1998). 
 
Solvent effects 
 
 As biological systems are rarely found in vacuum, including solvent corrections 
into QM calculations is of high interest for biomolecular systems. A common 
approach is to model the solvent as a polarizable continuum, also known as 
polarizable continuum model (PCM). The molecular free energy of solvation is 
computed as the sum of electrostatic, cavitation and dispersion-repulsion (van der 
Waals) terms. Two types of PCM models have been popularly used nowadays, with 
dielectric-like (or polarizable; D-PCM) and with conductor-like continuum (C-PCM). 
The most popular C-PCM is COSMO solvation model (Cossi et al. 2003). In this 
thesis we have made extensive use of the PCM solvation model from Miertus, 
Scrocco and Tomasi (MST), refined in the group (Miertuš et al. 1981; Miertus & 
Tomasi 1982; Cances et al. 1997; Bachs et al. 1994). PCM is a self-consistent 
reaction field method (SCRF) method in which the solute resides in a cavity carved 
into a continuum polarizable medium that simulates the solvent. Free energy terms of 
MST model are defined as following: electrostatic term is determined by using a set 
of imaginary charges spread over the cavity surface and generated as a reaction to the 
solute’s charge distribution. Cavitation free energy is computed from an atom-scaled 
version of Pierotti’s formalism, and finally, the van der Waals term is determined as 
the sum of products of atomic surface tension of an atom and SESA. The average 
error of the MST free energy of solvation of neutral molecules in the variety of 
solvents is below 1 kcal/mol (Klamt et al. 2009). Different implementation of the 
PCM model have been incorporated in computer programs such as Gaussian 
(Marenich et al. 2009) (see Section 3.1.). 
 
 The main use of QM methods in this thesis was to determine conformational 
energy profiles that can be used as reference for the parameterization of classical 
force fields. We created then QM energy scans along given coordinates, typically 
torsion angles (see below). In that purpose, geometries of a set of structures along the 
coordinate would need to be optimized, sequentially calculating the energy. With QM 
methods varying in accuracy and speed, the choice of the method for each step is 
crucial for such a task. A reasonable approach for geometry optimizations is the 
B3LYP method as its functionals perform well in predicting minimum energy 
structures, especially for organic molecules (Tirado-Rives & Jorgensen 2008). The 
accuracies in bond angles averages about 1º, the same as is found for more 
computationally demanding MP2 method (Cramer 2004). 6-31++G(d,p) basis set 
provides accurate geometry predictions, while for bigger basis set very small 
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improvements are expected. Moreover, its fast computation makes B3LYP more 
suitable method for such a demanding task, as geometry optimization is. On the 
energetics perspective, even though, B3LYP does perform relatively accuracy 
decrease with increasing system size and underestimation of weak interactions. Thus, 
it is necessary to perform energy calculations with some post-HF method, namely 
MP2 or CCSD(T), in an sufficiently big basis set. From our experience, MP2 method 
with a Dunning type ‘double-ζ’ basis set, preferably augmented (MP2/aug-cc-pVDZ), 
produces precise results in reasonable computational time. Ideally, one should 
perform “the gold-standard” CCSD(T)/CBS calculation (see Chapter 3.3) for all 
points of the profile, especially when stacking interaction plays a significant role in 
the system (Hobza & Šponer 2002), but due to the high computational overload this is 
not always possible, and Following Riley et al (Riley et al. 2012), we limit these 
calculations to crucial points in the energy landscape. 
 
 

2.2	Molecular	dynamics	
 
 While “electrons in field of fixed nuclei” part of Born-Oppenheimer 
approximation is mainly reserved for QM methods, “nuclei in effective field of 
electrons”, can be further simplified and treated classically. In the classical 
approximation, atoms are represented as spheres (also called “balls”) of a given 
radius, mass and point charge. In a molecule, these balls are connected with springs, 
resembling a chemical bond, transforming a chemical system into a mechanical body 
(Lifson 1968).2 
  
 This representation allows the time-dependent Schrödinger equation to be 
replaced with Newton’s equations of motions, bringing it into the world of classical 
mechanics. In this configuration atoms stretch, bend and rotate about their bonds as a 
response to inter- and intra-molecular forces. The energy of the entire system can be 
summed up with an energy function calculated for each pair of atoms in the system 
(also known as pair-wise additive approximation). These assumptions are the basis 
of the classical pair-additive force field Molecular Dynamics (MD). 
 

																																																								
2	Long before the first successful molecular dynamics (MD) simulation was performed on biomolecule 
(McCammon 1977), chemists have used balls-and-sticks models to better understand 3-dimensional 
aspects of molecules by applying the laws of biophysics (similarly to Watson and Crick’s DNA model; 
see Chapter 1.1.).	
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Figure 2.1. Principles of Molecular Dynamics. Illustration of basic principles of 
Molecular Dynamics.  
 
 Taking this setup, the potential energy function can be written as a sum of 
forces acting on each particle. These forces can be classified into two categories, 
bonded and non-bonded: 
 
• bond stretching between two adjacent atoms of the bond length r can be expressed 

in a form of the Hooke’s law of elasticity: 
  

!!"#$ = !! ∙ (! − !!)!
!"" !"#$%

                                Eq. 2.17. 
    

which states that the force acting between particles is proportional to the force 
constant kr and the relative distance, (! − !!), from the equilibrium position !!. 
 
• angle bending between two atoms adjacent to the third atom can be expressed also 

using Hooke’s law as: 
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!!"#$% = !! ∙ ! − !! !

!"" !"#$%&
                               Eq. 2.18. 

 

where ka is the force constant acting on the relative angle ! − !!  with a given 
equilibrium value !!. 
 
• torsion twisting of a dihedral ω formed by two adjacent atoms bonded to two 

bonded atoms. Because of its periodicity, dihedral terms cannot be described by a 
harmonic term. The definition of dihedral angle varies depending on the MD 
software, but most commonly accepted form (also the form used in AMBER 
package (see Chapter 2.5.)) is represented like such: 

!!"ℎ =
!!"ℎ
2 ∙ 1− cos (! ∙ ! − ! )

!

!!!
        Eq. 2.19.

!"" !"ℎ!"#$%&
 

 

where Vdih represents the torsional barrier, n the periodicity (typically in the range of 
1 to 3 or 4) and φ the phase angle. 
 
 Non-bonded interactions between two non-covalently bonded atoms (as well as 
bonded atoms) are: 
 
• electrostatic interaction between particles i and j, described by Coulomb’s 

potential: 
 

!!"!# =
1
4!" ∙

!!!!
!!"!,!

                                   Eq. 2.20. 
 

where ε is the dielectric constant of the medium and rij the distance between two 
partial charges qi and qj, of particle i and j, respectively.  
  
• van der Waals interaction, the residual attractive and repulsive forces that count 

for intermolecular forces. The short-range repulsive term, also called Pauli 
repulsion, is due to overlapping of election clouds, while attraction at long range is 
due to the London dispersion forces. A good approximation of van der Waals 
interactions is Lennard-Jones potential: 
 

!!"# = !∗ !!
!!"

!"
− 2 !!

!!"

!

!,!
                    Eq. 2.21. 

 

where ε* is the depth of the potential well, rm is the distance at which the potential it’s 
minimum for the given pair i and j and rij  is the distance between particle i and j. In 
Lennard-Jones potential the r-12 term counts for the short distance repulsion, while r-6 
term is used to represent dispersion interactions. 
       
 This potential function with fixed atom charges does not explicitly account for 
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the effects of induced electronic polarization between atoms, an effect of mutual 
relaxation of the electron clouds. Polarization leads to non-additivity, since any two 
molecules will interact differently when polarized by a third molecule than if the third 
molecule was not present. In classical MD, polarization can be introduced into the 
total energy of the system following two alternative models. Induced point dipoles 
represent the charge relaxation produced by polarization by means of atom-centered 
induced dipoles, !, defined as the product of the total electric field, !, and a scalar 
atomic polarizability, !. The total electric field is composed of the external electric 
field from permanent charges !! and the contribution from other induced dipoles. 
Due to the interdependence between total field and the induced dipole the system of 
equations need to be solved iteratively. The induce dipole approach is in practice 
difficult to incorporate, as under certain conditions, two inducible dipoles at short 
distances can cause a polarization catastrophe (when two interacting dipoles diverge 
at finite distance leading to nonphysical forces and velocities causing the simulation 
to fail) (Lindan 1995). Drude oscillator model (also known as shell model), models 
polarizability by adding an auxiliary massless particle (called Drude particle) with 
charge !!,!harmonically attached to the fixed charged core. In Drude model, atomic 
polarizability, !!, is related to force constant k of the harmonic spring connecting the 
core and shell, determined by !! = !!,!! /. By fitting molecular polarizability data and 
experimental intermolecular interaction energies and other properties, charge 
magnitudes and harmonic force constants for the Drude particle may be obtained. 
Drude models are less sensate to polarization catastrophe since the shell interaction is 
associated with fairly steep repulsion function modeled by Lennard-Jones potential. In 
the field, induced point dipoles model approach is incorporated in AMBER and OPLS 
force fields (Wang et al. 2011; Schyman & Jorgensen 2013), while Drude oscillator 
models are more dominant models in CHARMM and GROMOS family of polarizable 
force fields (Savelyev & MacKerell 2014; Geerke & Van Gunsteren 2007). For a 
more detailed view on polarized force fields, see (Cieplak et al. 2009; Luque et al. 
2011). 
 
  Since a typical atom is bonded to only a few of its neighbors, but interacts with 
every other atom in the molecule, the non-bonded terms are much more 
computationally costly to calculate in full, specially as the size of the system 
increases. The van der Waals term falls off rapidly with distance, polarization effects 
(if included) decays also reasonably fast (with r-3), justifying the use of “cut-offs”, but 
the Coulomb potential decays only with r-1 and therefore converge in electrostatic 
happens only at very long distances. To overcome this problem, methods for long-
range correction of the electrostatic potential have been suggested. The most used of 
these approaches is named particle mesh Ewald (PME) (Darden et al. 1993) and 
shows a perfect balance between accuracy and computational efficiency. PME divides 
the electrostatic energy into two terms, a short-range potential, calculated in the real 
space, and a long-range potential, which is calculated in the Fourier space. The 
advantage of PME is that both terms converge rapidly in their respective spaces thus 
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an introduction of a cut-off distance will not sacrifice the accuracy. Another 
advantage of PME is scalability with the number of atoms: O(N∙logN), N being the 
number of atoms in the system, compared to O(N2) that gives the direct calculation, 
which facilitates the calculations of larger systems. 
  
 PME assumes a periodicity of the system in order to be able to perform Fourier 
transformation. In MD, this is achieved by introducing Periodic boundary 
conditions (PBC), a method in which the entire system is placed in a unit cell 
infinitely replicated in every direction around the unit cell to fill up the entire space. 
In this configuration, the periodic image of each atom moves the same way as the 
original one in the unit cell and if an atom leaves the unit cell into a periodic image, it 
would just enter to the unit cell from the same side from which it would enter into the 
periodic image (see Figure 2.2). Thus, the unit cell will maintain all the atoms during 
the whole simulation, while not giving it the sensation of a closed system. The unit 
cell can be in a shape of a cube, a dodecahedron or a truncated octahedron with a size 
big enough to avoid the biomolecule, being too close to the edge (usually at least 12 Å 
away). Even though the most common choice, truncated octahedron, has the smallest 
volume per radius, the choice of the shape of the box will depend on the shape of the 
molecule, especially in the case of long sequence of DNA, where the molecule can 
move in such way to interact with its periodic copy creating crystal-like artifacts.  
 

 
Figure 2.2.  Periodic boundary conditions. An illustration of the PBC with the unit 
cell colored in blue (A) and an illustration of 3D unit cells most commonly used in 
MD simulations. 
 
 

2.3	Force	fields	 	
 
 Within a generic force field, 
 

!!"!#$ = !!"#$ + !!"#$% + !!"ℎ + !!"!# + !!"#                    Eq. 2.22. 
 

we have to categorize the atoms and define the parameters for each atom type in order 

A) B) 

Triclinic Hexagonal prism 

Truncated octahedron Rhombic dodecahedron 
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to solve the function for a given biomolecule. The set of atom types and their 
parameters (together with its energy function) is called a force field. Atom types 
assignment depends on the functional group that the atom is part of (molecular 
environment) and/or hybridization state. For example, a carbon atom that is part of the 
DNA backbone, like C5’ (connected to an oxygen, 2 hydrogens and a carbon; with a 
sp3 hybridization), will behave differently, thus have different parameters, than a 
carbon in a nucleic base ring, like C5 from Adenosine (connected to two carbons and a 
nitrogen; with a sp2 hybridization). 
  
 There is no ideal universal force field for all biomolecules, rather a set of force 
fields developed for groups of biomolecules, like nucleic acids or proteins. The 
pioneer work of Lifson and coworkers (Lifson 1968) set the basis for most force 
fields, which have been extensively improved ever since. After years of evolution two 
families of force fields are the mostly used in the nucleic acids world: 
 
• AMBER (Assisted Model Building with Energy Refinement) - originally developed 

by prof. Peter Kollman at UCSF, and maintained mainly by groups of prof. David 
Case at Rutgers University and prof. Thomas Cheatham at University of Utah, 
among many other active contributors. Version of parm99 force field (Cheatham 
III et al. 1999) made big improvements at its prime and served as the basis for 
most used AMBER force fields nowadays, like parm99-ILDN (Lindorff�Larsen 
et al. 2010) for proteins or parmbsc0 (Pérez, Marchán, et al. 2007) for nucleic 
acids. 

 
• CHARMM (Chemistry at HARvard Macromolecular Mechanics) - developed 

primarily at Harvard University in the group of prof. Martin Karplus, but 
prominently improved as well by other groups. Group of prof. Alex MacKerell 
have developed several versions of CHARMM force fields based on high-level 
QM data, most relevant being CHARMM27 (MacKerell et al. 1998) or 
CHARMM36 (Klauda et al. 2010), and group of prof. Benoit Roux with force 
fields for ions (Beglov et al. 1994); among other significant contributions the 
authors have made to the field (Lamoureux et al. 2003; Roux 1995). 

 
Besides the two most prominent families, I should briefly mention OPLS family 

of force fields coming mainly from prof. William Jorgensen’s group at Yale 
University, optimized to fit experimental properties of liquids, such as density and 
heat of vaporization, in addition to fitting gas-phase torsional profiles (called OPSL-
AA) (Jorgensen et al. 1996), recent improvements of OPLS-AA makes this force field 
very powerful for proteins and a variety of ligands, it being very used in drug-design 
studies (Harder et al. 2015). Finally, it is worth to cite the GROMOS family of force 
fields developed by Berendsen and Van Gunsteren, based on reproducing the free 
enthalpies of hydration and apolar solvation for a range of compounds (Oostenbrink 
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et al. 2004). GROMOS is a very popular force field in the representation of dynamics 
of proteins, but its use to nucleic acids has been very limited. 
 
 Environment of most biomolecules MD simulations is made of water and ions, 
thus its representation is equally important as the representation of the molecule being 
studied. Most commonly used water type, TIP3P (Jorgensen et al. 1983), has been 
used in almost 20 thousand publications, while second most commonly used model, 
SPC/E (Berendsen et al. 1987) in over 7 thousand studies. From our experience both 
models produce similar results for nucleic acids simulations (see Results section and 
(Dans et al. 2016)), and represent a good compromise between accuracy and 
computational cost. Note that these water models are explicit representation of the 
solvent and that implicit representation (as continuous medium) can also be used 
(most common being MM/PBSA (Srinivasan et al. 1998; Kollman et al. 2000) or 
MM/GBSA (Born 1920; Hawkins et al. 1995)), thought it is often used as a post-
processing tool for atomistic MD simulations, where it is applied to estimate free 
energy associated to solute-solvent interaction in structural and chemical processes, 
such as folding (Zhou & Doctor 2003; Benedix et al. 2009) or conformational 
transitions (Brice & Dominy 2011; Fogolari et al. 2005). The impact on the results of 
using different ion models in simulations of nucleic acids has been previously 
reported, with two most common monovalent ion models for AMBER family of force 
field (Smith & Dang 1994; Joung & Cheatham III 2008) giving similar results for 
DNAs, with a slight advantage of those from Smith & Dang (Noy et al. 2009).  
  
 Every system is unique at its own way and it is hard to recommend the perfect 
force field, but from in our experience, while CHARMM produces good results for 
proteins, its nucleic acids’ force field do not produce as good results as the AMBER 
ones (see Results section and (Pérez, Marchán, et al. 2007; Dans et al. 2016; Ivani et 
al. 2015)).  
 
 
Force	field	evolution	
 
 From the first simulation of a small protein (McCammon et al. 1977) and the 
first simulation of a DNA molecule (Levitt 1983) in the ’70s and ‘80s, MD 
simulations had seen dramatic improvements up to recent years with the first 
microsecond simulation of a Drew-Dickerson dodecamer (Pérez, Luque, et al. 2007) 
and a stunning full atomist protein folding on a millisecond time scale (Shaw et al. 
2010). MD simulations have clearly shown its predicting power and precision for it to 
be used as a computational microscope for molecular biology (Dror et al. 2012). 
Fundamental to this progress is force field development, tightly coupled with 
computational advances. Faster processors, bigger supercomputers and advances in 
GPU technologies have allowed an increase in system size and longer simulation 
times, which sometimes yields problems never seen on smaller time scales (Perez et 
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al. 2008; Fadrná et al. 2009; Krepl et al. 2012; Dršata et al. 2012). These inaccuracies 
are connected with glitches in force fields, glitches that are ought to be improved. 
  
 The basis of force field development relies in the transferability 
approximation, which implies that energy function developed on a small set of 
molecules applies to a wider range of molecules with similar chemical groups, given 
that parameters are not dependent on local environment. Thus, a small amount of 
atom types derived from small systems should be sufficient for describing any 
macromolecule. By parameterizing a residue, i.e. nucleotide unit, the overall results of 
a simulation of a larger DNA system would also be improved. Current 
parametrization efforts are “reactive” i.e. a new force fields appears as a response to 
errors detected, in a systematic and reproducible way in simulations. Once these 
errors have been spotted two strategies of correction can be applied. The most 
common approach implies a QM study on a small system with a direct comparison of 
the same system with MD results and eventual fitting of the parameters. This is the 
approach behind AMBER or CHARMM families of force fields (MacKerell et al. 
1998; Huang & Mackerell 2013; Cheatham III et al. 1999; Pérez, Marchán, et al. 
2007; Zgarbová et al. 2011; Zgarbová et al. 2013; Krepl et al. 2012). A big advantage 
of this approach is the precision of high-level QM data, and a potential disadvantage 
could be negligence of some neighboring effect; if the system is too small to capture 
all the effects that could influence the energy profile; thus one has to be careful when 
designing a system to do the study. Complementary approaches involves using 
experimental data as additional restrains in the fitting of the force field the reference, 
for example by biasing simulations to reproduce experimental structures (like 
CHARMM22/CMAP version for proteins (Mackerell 2004) or a recent RNA force 
field correction (Gil-Ley et al. 2016)), macroscopic liquid properties as in the case of 
the OPLS force field, or direct NMR observables (like in case of χ corrections from 
Turner’s group (Yildirim et al. 2010)). These approaches have the advantage that 
guarantee the reproducibility of the experimental observable, but at the expense of 
potential problems for the description of other properties, as fitting to a given 
experimental observable, does not guarantee quality of the classical Hamiltonian.   
 
 
DNA	force	field	problems	
 
 Being flexible and highly charged polymer, DNA is a difficult molecule to 
simulate. DNA is balanced by two opposite forces: strong electrostatic repulsion 
between the phosphate in the backbone, and stacking and hydrogen bonding 
between nucleobases. Additionally, solvent interactions tune these two forces and 
indirectly affect the shape of DNA double helix, transforming it from B- to Z- or A-
form by changes in solvent environment. For that reason first DNA force fields 
always have had difficulties to properly simulate its structure.  
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 In our opinion, the first reliable DNA force field was parm99 force field 
(Cheatham III et al. 1999), which enabled the correct simulation of DNA on 
nanosecond time scale (up to 50 ns). However, in an extended run of a B-DNA 
duplex, parm99 introduced big distortion in the structure with massive α/γ transition 
to gauche+/trans geometry, away from canonical gauche-/gauche+ state (Várnai & 
Zakrzewska 2004). These problems were corrected with parmbsc0 (Pérez, Marchán, 
et al. 2007), which brought a big improvement for both DNA and RNA simulations, 
and enabled a first stable microsecond simulation of a B-DNA double helix (Pérez, 
Luque, et al. 2007). Parmbsc0 has been the “gold-standard” for DNA simulation. 
Nevertheless, some errors emerge as computer power increases allowing to explore 
more DNA structure for more extended periods of time. 
 
•    Parmbsc0 and all other nucleic acids’ force fields until now lack the ability to 

reproduce experimental values of helical parameters, especially of twist and roll. 
Parmbsc0, undertwists the structure by, in average, 3º (Pérez, Luque, et al. 2007), 
which can produce major structural changes in long DNA polymers.  
 

•    Twist distribution profile is known to be bimodal for some base-pair steps, 
especially for CG step. This bimodality is connected with biologically relevant BI 
and BII state. Most force field, including parmbsc0 fail to reproduce properly this 
bimodality and underestimate BII population (Pérez, Luque, et al. 2007; Dans et al. 
2012; Dršata et al. 2012). 
 

•    DNA duplexes simulated with parmbsc0 show excessive terminal fraying 
(Zgarbová et al. 2014), which generate some distortions in neighboring base pairs 
and the formation of unrealistic hydrogen bond patterns at terminal base pairs.  
 

•    Given that the DNA conformational space is quite diverse, DNA force fields, such 
as parmbsc0, have difficulties in reproducing non-canonical structures like 
quadruplex loops, or Z-DNA (Krepl et al. 2012) which are far from the canonical 
B-DNA which was used for calibration of the force field. 

 
 These problems can be tracked down to wrong description of several backbone 
dihedrals, sugar puckering and χ torsion. Solving these problems is one of the main 
topics of this thesis. 
 
 

2.6.	Molecular	dynamics	algorithm	
 
 Now that we have the energy function completely defined for a given system we 
can apply the laws of classical mechanics (Newton’s laws of motion) and see the time 
evolution of the system. Forces acting on a particle with coordinates X are 
proportional to the negative gradient of its potential energy U, 
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! ! = −∇! !                                                 Eq. 2.23. 
 

as well as are proportional to its mass m and acceleration a,  
 

! ! = !! ! = ! !!
!" = ! !!!

!!!                                Eq. 2.24. 
 

As time dependence of force fields is complex, this equation needs to be solved 
numerically. In short, starting from a set of initial coordinates !! and velocities !!, 
the sequential coordinates, !!would be obtained as following 
 

!! = !! + !!∆! +
1
2!(!!)∆!

!                                  Eq. 2.25. 
 

where ∆t is small period of time (ideally infinitesimally small). Given the initial 
coordinates, which come from experimental structures, and velocities, typically 
assigned from the Maxwell-Boltzmann distribution given the temperature of the 
system, we can calculate all future positions and velocities. 
  
 This procedure is called Verlet-leapfrog integration and it is done in an iterative 
way with a given time step, The integration time step (∆t) is chosen to be not bigger 
than the shortest motion in the system, which for biological system is the bond 
stretching of a hydrogen atom, happening on 1 femtosecond timescale. As these 
vibrations are irrelevant for the final result at biological level, they can be constrained 
by means of special algorithms, most notably SHAKE (Ryckaert et al. 1977) (used in 
AMBER simulation packages (see bellow)), LINCS (Hess et al. 1997) (used in 
GROMACS package) or RATTLE (Andersen 1983) (used in NAMD package), which 
allow longer integration step (2 femtoseconds).  
 
 Classical Newtonian setup assumes conservation of energy of the system, also 
known as microcanonical ensemble, where the number of particles N, the volume V 
and the total energy E are conserved (NVE ensemble). To capture more experimental-
like conditions, with constant temperature and pressure, ensembles like canonical or 
isothermal-isobaric give a more appropriate description. In the canonical ensemble 
(NVT ensemble), the energy is allowed to vary but temperature is conserved by 
means of a thermostat. Most popular techniques to control temperature include from 
weaker ones like velocity rescaling to the Nose-Hoover thermostat (Nosé 1984; 
Hoover 1985), Berendsen thermostat (Berendsen et al. 1984) and Langevin dynamics 
(Brooks et al. 1985), which adds friction and random forces. The most similar 
conditions to the experimental ones are reproduced with isothermal-isobaric ensemble 
(NPT), where both temperature and pressure are kept constant, allowing the volume 
to change. Similarly to thermostats pressure can be controlled by Berendsen or Nose-
Hoover bath, or Parrinello-Rahman barostat (Parrinello & Rahman 1981). Each bath 
has its own advantages and disadvantages; weakly coupled ones have a stable 
ensemble average but not good perturbation, while stochastic methods disturb 
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dynamics. 
 
 Most of the technical details (small difference in energy function and various 
algorithms) depend on the software used to perform the MD simulation. In this work, 
I used extensively software package AMBER (Case et al. 2012). As mentioned in the 
force field section (see Section 2.4) AMBER was developed by Kollman’s group and 
is now maintained by his former group members. AMBER software package consists 
of two main parts: AMBER simulation package and Ambertools. Recently, AMBER 
engine has been re-written to take advantage of the new and popular GPU architecture 
(Case et al. 2014), showing extreme computer efficiency. Another MD software that I 
used is GROMACS (GROningen Machine for Chemical Simulation) (Hess et al. 
2008), originated from Berendsen’s group and maintained and improved now by 
groups of prof. Berk Hess and prof. Erik Lindahl. Their free MD simulation package 
consisting of tools to prepare, run and analyze MD simulations is probably the fastest 
CPU implementation of a MD algorithm. I should also mention CHARMM (Brooks 
et al. 2009) (mentioned in Section 2.4) and NAMD (Phillips et al. 2005) (NAno scale 
Molecular Dynamics), which I had a brief chance of using, but are also very popular 
in the field, specially the latest which provide excellent performance for huge systems 
in large supercomputers. 
 
 

2.7	Enhanced	sampling	and	free	energy		
 

Ideally, in an infinite simulation time, one should be able to obtain the free 
energy associated to any state of the system by just counting the population of this 
state over the others. Unfortunately this “pure-force” approach is not useful when the 
state of interest has a low population and is not likely to be sampled spontaneously in 
a finite-time MD simulation. This forces the use of biasing strategies which guarantee 
sufficient sampling of the required states (Van Gunsteren 1989; Sitkoff et al. 1994; 
Kumar et al. 1992). This methods are based on the concept of the potential of mean 
force (PMF; Kirkwood 1935).	The PMF of a system with N molecules is strictly the 
potential that gives the average force over all the configurations of all the n+1...N 
molecules acting on a particle j at any fixed configuration keeping fixed a set of 
molecules 1...n. In a more practical way, the PMF can be used to know how the free 
energy changes as a function of a coordinate of the system. PMF simulations are often 
used in conjunction with enhanced sampling method that guarantee a smooth and 
continuous sampling of the conformational transition, whose associated free energy 
we want to determine. 
 
 Umbrella Sampling (US) (Torrie & Valleau 1977) is a commonly used 
computational technique used in MD to improve sampling of a system. The basic 
principle of US lays in improving the sampling along an arbitrary coordinate, also 
called collective variable (CV), by adding an artificial biasing potential (Vb(χ)i), 
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mostly in a form of a harmonic restrain (which resamples an inverted umbrella; see 
Eq. 2.26 and Figure 2.3) that is moved systematically along the conformational 
coordinate to force a complete sampling in all the transition path. 
 

!!(!)! =
1
2 !(! − !!)

!                                         Eq. 2.26. 
 

where ! is the coordinate of the collective variable, !! is the reference point of the 
coordinate, where the bias is zero and ! is the strength of the harmonic bias.  
  
 By doing so, the method is able to determine the probability for the system to be 
in a given conformation and from there obtain the energy landscape by inverting the 
Boltzmann distribution, once the bias in the population introduced by the umbrella 
potential has been removed (see below). The CV (χ) can be a given angle or dihedral 
(an easy choice) or a combination of coordinates. Two crucial points of US are a 
proper sampling of the entire configurational space (i.e. the histograms of all the 
neighboring umbrellas should overlap) and a correct choice of CV (a hidden 
coordinate can produce inconsistency in final energy profile; mostly the case of 
choosing a reaction coordinate as CV). Overall, US is a powerful and easy-to-use 
technique as it implies adding a simple harmonic potential (a feature that is available 
in almost any MD code). 
 

 
 
Figure 2.3. The Principles of Umbrella Sampling and Potential of Mean Force 
(PMF). Histograms from Umbrella sampling along the coordinate are used to 
reconstruct PMF profiles using WHAM (see Chapter 3.5 for more details). 
 
 Metadynamics is an algorithm developed in Parrinello’s group (Laio & 
Parrinello 2002), which inserts memory in the sampling by adding a positive Gaussian 
potential along the simulation based on the location of the system in terms of 
collective variable (see Figure 2.4.). The technique has been improved in recent years 
to solve problems with convergence (Barducci et al. 2008), and has the advantage 
over US that allows the use of more complex collective variables and the 
disadvantage that its use is less straightforward.  
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Figure 2.4.  Metadynamics. An illustration of the PBC with the unit cell colored in 
blue (A) and an illustration of 3D unit cells used in MD simulations. 
 

Replica-exchange MD (REMD) is another very popular enhanced sampling 
method (Sugita & Okamoto 1999), in which a set of non-interacting replicas running 
at different values of an exchange variable, usually temperature (T-REMD), are 
swapped at neighboring replicas at specific intervals, based on a Monte-Carlo 
acceptance criterion. REMD can be a very efficient method as no additional external 
potential is added and properties at the given temperature (even though discontinuous, 
but still follow a proper Boltzmann distribution) can be extracted from one replica. 
REMD is not hypothesis-driven, which makes them a perfect choice when no clear 
idea of the reaction coordinate exist, but this is also the disadvantage as the technique 
is very costly and often produce little information on the process of interest. 

 
The study of biomolecular systems by MD is particularly challenging given 

the timescales relevant to biomolecular processes (for example nucleosome 
rearrangement) are often in microseconds to seconds, enormously long compared to 
the time-step required for stable integration (2 fs). Even with expensive hardware 
such as Anton computer (Shaw et al. 2009), MD simulations can barely reach 
biomolecular timescales. One solution to the timescale problem consists of extracting 
stochastic kinetic information from multiple simulations that are shorter than the 
timescales of interest to build a discrete-state stochastic model, called Markov state 
model (MSM), capable of describing long-time statistical dynamics (Chodera & Noé 
2014). MSM approach is similar to biochemists’ approach for describing a chemical 
reaction by means of “states and rates”. In contrary to just a handful of states used by 
experimentalists, MSM builds a model defined by N states (thousands to potentially 
millions) and a transition matrix (from the rates). The idea behind having many states 
is that it allows one to construct a very high resolution model of the intrinsic 
dynamics from relatively short MD trajectories, since the kinetic distance between 
adjacent states is small. The requirement for a big quantity of short trajectories can 
take an advantage of using computer architectures with many less-powerful cores. 
Initiatives like Folding@Home (Shirts & Pande 2000) or GPUGRID (Buch et al. 
2010) have been exploiting this advantage to study in more details complex processes 
like protein folding (Snow et al. 2002) or kinetics of disordered proteins (Stanley et 
al. 2014). 
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 Many more enhanced sampling techniques have been developed, but we limit 
ourselves the explanation to those used along this thesis. For a better perspective on 
enhanced sampling technique see for example (Bernardi et al. 2014).	
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“Man is a tool-using animal. Without tools he is 

nothing, with tools he is all.” 
Thomas Carlyle 

	
	
	
	
	
	
	
	
	
	
3|	METHODS		
	
 
The focus of this thesis is set on force field parameterization and validation of its MD 
results. This chapter describes general force field parameterization scheme using 
high-level QM data as input, obtaining QM profiles, and comparing them with MM 
profiles obtained from Umbrella sampling. Once the force field is done, validation is 
performed through comparison of MD simulations with experimental finding. Later, a 
description of the protocol to prepare a system for MD simulation and methods to 
analyze MD results, from global to local measures, with the focus on helical analysis, 
as well as stiffness, PCA and entropy analysis is described. Lastly, the method for 
direct comparison of MD results with experimental observables like NOEs and RDCs 
is explained. 
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3.1.	Force	field	parameterization	scheme	
 
Finding the problem  
  
 Force field refinement is mostly “reactive”, i.e. it is done as a response of the 
presence of errors in the available force field. As simulation time increases with 
computational power increase, discrepancies from experimental data (hidden in 
shorter trajectories) emerge. Finding the exact force field term that causes inaccuracy 
is a complex process considering the number of terms that play a role in a given 
bimolecular system and the coupling between them. Assuming that Coulomb and van 
der Walls terms are reproduced accurately enough for most nowadays timescales’ 
simulations, with additional in-depth analysis, one can reduce the problem to a set of 
dihedral term that is directly connected with the aberration, given the case.   
 
Isolating the difference 
  
 After choosing the term (in our case a dihedral) that we suspect is the 
responsible of a bad behavior of the simulation one has to determine the discrepancy 
between correct energy landscape and the one reproduced by MD simulations, for the 
given dihedral. The aim of this step is to isolate the contribution of the term to the 
overall energy profile (or to exclude it from the overall profile) in order to be able to 
fit that contribution to the correct profile. The choice of “correct” energy profile can 
come typically from high-level QM profile, which can be ideally corrected if 
experimental conformational populations are available. 
 Two approaches are most common in obtaining MM profiles. A clear choice n 
vacuum simulations is doing single point MD calculations of QM optimized 
geometries. However, for most purposes it is preferable to reproduce the behavior in 
solution. In our work we fit force field to reproduce conformation of nucleic acids in 
water. For this purpose, we perform PMF calculations in solution (see Chapter 2.7.) to 
obtain comparable profiles with those obtained at the QM level when explicit or 
implicit solvent effects are included. Once the QM and the MM profiles are obtained 
the fitting term will be the difference between QM obtained profile and the MM 
energy profile with the specific term set to zero (see Eq. 3.1). 
  

!!"## ! =  !!" − !!! !!!                                     Eq. 3.1. 
 

where QM calculations need to consider solvent, either by QM/MM calculations with 
explicit solvent molecules, or by SCRF calculations (see previous chapter). 
 
Fitting procedure 
 
 For dihedral terms fitting we used an in-lab developed algorithm based on a 
locally developed Metropolis-Monte Carlo criteria with weights on fitting points, 
allowing us to reinforce the fitting at given points, or introduce if required 
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experimental information on conformer population. The difference Ediff (see Eq.3.1) 
was fitted to the Fourier series term of the 3rd order (see Eq.3.2).1 
 

!! ! =  !!
2

!

!
(1+ cos (!" − !)                              Eq. 3.2. 

 

 The algorithm is adapted for 2-dimensional fitting as well, especially 
convenient for coupled dihedrals like ε/ζ. As perfect fitting is not always possible, 
data weighting allows us to be focused on areas of higher interest or putting more 
importance to certain data points, such as those coming from very high level QM 
calculations (see below). 
 

	
3.2.	QM	calculations	
 
 In Section 2.1, I briefly described the theory of the QM methods that I used in 
this thesis. There are several programs available to do these calculations, from which 
we choose the Gaussian 03 (Frisch et al. 2004) and Gaussian 09 (Frisch et al. 2009) 
ones, due to their flexibility and the large variety of calculations that allowed us to 
perform. .  
  
 To obtain a QM profiles I first build a system that will capture the dihedral of 
interest and chemically relevant surrounding, but with a reduced size that allows the 
access to high level QM calculations. This is an important step as small systems can 
neglect some important neighboring effects while big system can be very 
computationally demanding and hard to converge. During geometry optimization 
other backbone and sugar dihedrals are constrained to typical values obtained from a 
survey of crystal structure, to reduce noise in the parameterization process. My 
general strategy for obtaining QM profiles was that I firstly optimized geometries on 
DFT level using B3LYP (Becke 1988; Lee et al. 1988) functional with a split-valence 
Pople-type basis set (Krishnan et al. 1980) with polarization functions (d,p) and 
diffusion functions (++) added to both heavy and light atoms, denoted as B3LYP/6-
31++G(d,p). Once the geometry optimization is done, I performed single point 
calculations at the MP2 level using a basis set of Dunning-type (Woon & Dunning Jr 
1993) correlation-consistent polarized (cc-p) on first- and second- row atoms (VDZ) 
with diffuse functions (aug), denoted as MP2/aug-cc-pVDZ. ‘Correlation-consistent 
polarized’ basis sets are designed to converge to complete-basis-set following well-
defined protocols by Halkier or Truhlar (CBS; see Chapter 2.1.). For solvent 
correction I used polarized continuum model (PCM). In calculation done with 
Gaussian 03 I used the PCM-MST model developed in the group (Miertuš et al. 1981; 

																																																								
1	In case of OL-family of force field, they usually extended the function to the 4th order. In our 

experience, this is not needed for the quality of the fit, especially in case of DNA. 
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Miertus & Tomasi 1982; Cances et al. 1997; Bachs et al. 1994; Orozco & Luque 
2000), and for calculations done with Gaussian 09 I used Cramer and Truhlar (SMD) 
(Marenich et al. 2009) implementation with standard integral equation formalism 
IEF-PCM (Cances et al. 1997). Both default MST and SMD implementations produce 
nearly identical results (see Figure 3.1.). 
 

 
Figure 3.1. Comparison of QM profiles of ε/ζ with 2 PCM solvent corrections, 
MST and SMD. Contour plots show ε/ζ energy landscape represented in kcal/mol 
units. 
 
 On key points of the QM profile (like minima and maxima) I ran a CCSD(T)-
complete-basis-set calculation in order to get more precise energy values. 
 

	
3.3.	The	state-of-the-art	CCSD(T)/CBS	calculations	
 
 Complete Basis-Set (CBS) approach is based on extrapolating the results to 
those obtained if all the space was saturated with Gaussian functions. If coupled to a 
high level QM calculation (ideally CCSD(T)) they represent the “gold-standard” in 
quantum chemistry. The idea is based on extrapolating to infinite the results obtained 
with increasingly large basis set for a medium/high level calculation, followed by 
increase from in the level of calculation for a medium-size basis set. As noted above, 
the two most common extrapolation schemes to move to CBS limit come from 
Helgaker and co-workers (Halkier et al. 1998; Halkier et al. 1999), and Truhlar 
(Truhlar 1998). Both assume that the Hartree-Fock (HF) energy term and the 
correlation term of the total energy behave differently when the CBS limit is 
approached, and as a result, they are treated differently. I have used Helgaker’s 
approach, presented as follows: 
 

!!!" =  !!"#!" + !!!!"                                         Eq. 3.3. 
!!!"## =  !!"#!"## + !!!!                                         Eq. 3.4. 
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where α is the fitting parameter obtained in the original work (α = 1.43 for X=2,3 and 
α = 1.54 for X=3,4), while A and B are fitting parameters, and Ecorr is the correlation 
energy. As this method is a two-point extrapolation, it is necessary to perform 
calculations at two subsequent levels, meaning that for X=2 the double-zeta basis set 
(aug-cc-pVDZ) is used, for X=3 the triple-zeta (aug-cc-pVTZ), etc. In this studies I 
used X=2,3 and X=3,4 (for DNA ε/ζ) combinations.  
  
 As noted above, the finite size of basis set is a source of uncertainty in QM 
calculations, but another equally important source of problems is related to the 
incorrect representation of correlation effects. As the cost of introducing better 
correlation scales dramatically with the basis set we perform a divide-and-conquer 
approach by doing CBS extrapolation at the MP2 level, and introduce a MP2à 
CCSD(T) correction with  a smaller basis set (like that used in DFT calculations). 
Thus, taking the assumption that the difference between the CCSD(T) and MP2 
interaction energies depends only negligibly on the basis set size (provided that the 
smallest basis set is already large enough), the CBS limit CCSD(T) interaction 
energies can be obtained as following: 
 

!!"#!!"#(!) =  ∆!!"#!"! + (∆!!!"# ! − ∆!!"!)!"#$$ !"#$# !"#        Eq. 3.5. 
 

CCSD(T) standing for Coupled Cluster calculation with Single and Double excitations 
consider and perturbative treatment of Triple ones. It has been described (Sponer et 
al. 2008) that this protocol provides energies very close to the exact value in the case 
of closed shell systems. 
  

	
3.4	RESP	
 
 As AMBER force fields charge model is transferable, individual residues can be 
used as building blocks to build larger protein and nucleic acid systems without the 
need to refit the charges for each model. This makes the charge derivation scheme an 
integral part of the force field parameterization. In the AMBER force field the method 
used for charge derivation is called the Restrained Electrostatic Potential (RESP) 
method. RESP is based on fitting an electrostatic potential (ESP), obtained from QM, 
while introducing restraints in form of a penalty function into the fitting procedure 
(Bayly et al. 1993). This multistage approach is very convenient for charge 
parameterization of modified residues as one can fit a specific region while keeping 
the rest restrained to AMBER default values. RESP calculations are typically 
performed using QM ESP computed from a quite modest level of theory (HF/6-
31G(d)) due to the fortuitous fact that these calculations overestimate polarity in the 
ESP, which helps the pair-additive force field to correct part of the polarization 
effects, granting a good interface with currently used water models such as TIP3P or 
SPC/E. 
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3.5	Potential	of	mean	force	calculations	
 
 Potential of Mean Force (Kirkwood 1935) (explained in Chapter 2.7.) is a good 
technique for obtaining an energy profiles as a function of a coordinate of the system. 
It can be a geometrical coordinate or a more general energetic (solvent) coordinate. 
As sampling is crucial for correct PMF profile, PMF simulations are often used in 
conjunction with techniques that guarantee a smooth and continuous sampling of the 
conformational transition, in our case umbrella sampling.  
  
 Umbrella Sampling (Torrie & Valleau 1977) (see Chapter 2.7.) adds an artificial 
biasing potential (Vb(χ)i), mostly in a form of a harmonic restrain, that is moved 
systematically along the conformational coordinate. In that manner, US is defined by 
the strength of the added potential, k, length of the sampling, t, and number of 
reference point along the CV where the potentials will be places, n, also called 
windows. The strength of the potential directly effects the sampling time and number 
of windows, as a very strong potential will sample just a small area around the 
reference point, while a weak one will have problems converging and sampling some 
unfavorable areas. Thus, the choice of k, n and t differs depending on the system. As 
mentioned in Chapter 2.7, crucial points of US are proper sampling and the overlap 
between neighboring umbrellas, as that will be important in further analysis. 
 
WHAM  
  
 As the umbrella potential introduces a bias in the population of different states 
along the CV, corrections need to be performed to generate unbiased populations 
from which free energies can be derived. From one US simulation, free energy can be 
expressed as 
 

! ! = −!!! !"#′ ! − !′ ! + !                              Eq. 3.6. 
 

where !′ !  is the umbrella potential at a given point,  !!(!) is the probability of the 
state at that point, and C is an offset, a constant for up to which !!(!) determines 
! ! . Weighted Histogram Analysis Method (WHAM) (Kumar et al. 1992) method 
determines optimal C values for combining US simulations in an iterative self-
consistent way yielding the free energy profile. In addition, WHAM can be easily 
extended to multi-dimensional PMFs (Boczko & Brooks 1993; Rajamani et al. 2003), 
which is quite useful for obtaining 2-dimensional PMF profiles (like in case of ε/ζ 
torsions’ study). 
 

	
	



METHODS 71 
	
	
3.6.	MD	preparation	protocol		 	
 
 In order to properly simulate a system using MD one has to prepare the system 
using a protocol that guarantees the quality of the system to simulate and reduces the 
risks of equilibration problems. The MD protocol presented here was done using 
AMBER simulation package (i.e. Ambertools and AMBER MD engine). Following 
ABC recommendations (Lavery et al. 2010) and our own experience, we designed a 
multi-step procedure which provided good performance across all the studied 
systems: 
 
i) The 3D structure of a given sequence was obtained experimentally, or generated 

using NAB, a software implemented into Ambertools (Roe & Cheatham 2013) 
that can generate a generic structure of a given sequence with any of the 
canonical helical forms. 

 
ii) Once the desired structure is obtained and processed, the system has to be 

solvated and electroneutralized. Program called tleap is used for loading the 
necessary force field and library files, prior to solvation and 
electroneutralization. It also creates input topology (*.prmtop) and coordinate 
(*.inpcrd) files, necessary for running a MD simulation. To better mimic 
physiological condition, it is recommended to put an excessive salt 
concentration of 150 mM, which usually comes to an additional 12 pairs of ions 
for a system as big as a DNA dodecamer. 

 
iii) The solvated system is then subjected to energy minimization to relax bad 

contacts. This process is done in two steps, first by minimizing just the solvent, 
keeping the DNA fixed, and secondly by minimizing the whole system.  

 
iv) Following the minimization, the system needs to reach the desired ensemble 

conditions (temperature and pressure) by heating up the solvent while keeping 
the DNA fixed, usually from 0 K to 300 K in about 15000 steps, using NVT 
ensemble (controlling volume and temperature) with Langevin thermostat. 
Using NVT ensemble during heating is crucial because at low temperatures the 
calculation of pressure is inaccurate and can cause the barostat to overcorrect 
leading to instabilities (see previous chapter). 

 
v) Next, the system needs to be equilibrated before data collection. The 

equilibration run is performed on the entire system prior to the actual 
production run in order to get stable temperature and pressure. In this step we 
use same conditions as in the production run, i.e. NPT ensemble with Berendsen 
bath. Equilibration is usually done for 1 to 10 ns, where after 1 ns most of the 
systems already reach stable temperature and pressure. 
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vi) Finally upon analysis of trajectories prove that equilibration is achieved, 

production run is performed, which will produce data that will later be 
analyzed. As mentioned previously, usual conditions include default 
temperature and pressure at 300 K and 1 atm, respectively, in a Berendsen bath, 
using 2 fs time step in conjunction with SHAKE (Ryckaert et al. 1977) (in case 
of AMBER) to constrain X-H bonds to the default values, and Ewald method 
(Darden et al. 1993) with default grid settings and tolerance. Conformational 
snapshots are usually saved every 1 or 10 ps depending on the length and the 
objective of the simulation. 

 

	
3.7.	Analysis		
 
RMSd	–	Root	Mean	Square	Deviation	 	
  
 RMSd is a value that describes the structural difference between two structures, 
given that the structures are superimposed. In other words, RMSd quantifies the 
minimum deviation of a structure X from the reference structure Y: 
 

!"#$ = min  !! − !! !
!

!!!
                               !". 3.7. 

 
where !! and !!  are the coordinates of each of the N selected atoms in structure X and 
in the reference structure Y, respectively, where minima is obtained from a simple 
least-squares fitting algorithm. RMSd is primarily used as the first indicator of 
structural stability along the simulation time, where for the reference point, we take 
an experimental structure or the first frame of the simulation (if there is no 
experimental structure). RMSd along time can indicate common thermal fluctuation 
(small RMSd) or conformational changes (for large RMSd values), which might be 
real, a problem in the starting structure, or an artifact of the simulation. 
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Figure 3.2. Examples of the RMSd plot in the reference to an experimental structure 
(PDB ID: 1BNA) showing stability (A) and conformational change (B), in this 
particular case a force field artifact. 
 
RMSF	–	Root	Mean	Square	Fluctuation	 	
 
 RMSF quantifies local changes along the DNA backbone. In contrary to RMSd, 
RMSd gives the average fluctuations over time for each atom i: 
 

!"#$! =
1
! !!(!)− !! !

!

!!!
                                   !". 3.8. 

 

where T is the overall trajectory time, t is the selected time frame,  !! is the position of 
atom i after superposition on the reference structure, and !!  is the average reference 
position over time T. Usually RMSF is measured for each residues, as DNA terminal 
residues tend to fluctuate more than others. 
	
Hydrogen	bonds 
  
 Hydrogen bonds are particular type of attractive electrostatic interaction 
occurring when a hydrogen atom H- covalently bound to an electronegative atom 
(often oxygen or nitrogen atoms), called hydrogen donor (D), approach another 
electronegative atom, called hydrogen acceptor (A). The hydrogen bond free energy 
content is between 1 – 5 kcal/mol, making it stronger than van der Waals interaction, 
but weaker than covalent or ionic bond. As the strength of the hydrogen bond is 
sensitive to atoms’ orientation and distance, MD analysis of hydrogen bonds are 
usually counted by a defined cut-off distance between donor and acceptor, in our case 
3.5 Å, and cutoff angle, in our case 120º. The analysis includes extracting distance 
between potential donor and acceptor and checking if they fulfill the hydrogen bond 
criteria described above. Furthermore, we counted hydrogen bond break if the bond 
was lost for consecutive 10 picoseconds (Dillon 2012). 
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PCA	–	Principle	component	analysis 
  
 Since the majority of motion in a MD simulation comes from local thermal 
fluctuations it is not an easy task to understand the dynamics of a bimolecular system 
just from looking at the trajectory. Principle component analysis (PCA) is a 
statistical procedure that converts a set of data of possibly correlated variables into a 
set of linearly uncorrelated variables called principle components. In MD, PCA helps 
extracting essential motions from irrelevant thermal fluctuation, thus in MD world 
PCA is also known as Essential Dynamics (Amadei et al. 1993; Orozco et al. 2003). 
This process is done by means of diagonalization of the Cartesian covariance matrix 
C containing atomic positional fluctuations in all 3 coordinate axes 
 

! = ∆!∆!!                                                   Eq. 3.9. 
 

where ∆X is the difference between the position and a reference value (usually a MD 
average structure). Therefore, the transformation matrix A for the diagonalization of 
the covariance provides the diagonalized correlation matrix Λ 
 

   ! = !!! !                                                 Eq. 3.10. 
 

which contains eigenvalues λ, where n-th column of the transformation matrix A 
corresponds to the eigenvector with the eigenvalue λn. The eigenvector provides 
information on the nature of the essential movement, and the eigenvalue on its impact 
in explaining the sampled variance. 
 Essential dynamics has been deeply used to characterize the low-frequency 
movements of DNA (Pérez et al. 2005), and to determine similarity between 
trajectories. For this particular purpose, I used standard Hess metrics (based on 
accumulated dot products, (Hess 2000)) as well as energy-corrected Hess metrics 
(Pérez et al. 2005) which correct the metrics for the different energy of the essential 
movements under comparison. 
 
Entropy 
  
 Molecular entropy can be extracted by using pseudo-harmonic models 
following either Andricioaei & Karplus’ (Andricioaei & Karplus 2001) (Eq. 3.11.) or 
Schlitter's (Schlitter 1993) (Eq.3.12.) methods. Two approaches rely on the principle 
of the quantum harmonic oscillator and both require the diagonalization of the mass-
weighted covariance matrix to obtain the frequencies associated with the essential 
deformations.  
 

! = ! !!
!!! − 1− !" 1− !!!!                              Eq. 3.11.

!
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! ≈ 1
2 ! !" 1+ !!

!!                                      Eq. 3.12.
!

 

 

where !! = ℏ!/!", with eigenvalues, !, obtained by diagonalization of the mass-
weighted covariance matrix.  
  
 Both methods produce very similar results and share the same shortcoming; 
they can be used in trajectories near the equilibrium but not in those that sample 
irreversible conformational transitions, i.e., when macromolecular movement is very 
far from the harmonic regime. Time dependence is intrinsic to entropy calculations, 
since the number of visited microstates increase by the length of the trajectory. This 
problem can be avoided by using the an exponential correction formula developed by 
(Harris et al. 2001). 

! ! = !! −
!
!!                                           Eq. 3.13. 

 

where ! and ! are fitted parameters and t is the simulation time. 
  
 With nowadays simulation times, time-dependence problem is almost 
neglectable (see Figure 3.3) if macromolecule moves in the (pseudo)harmonic regime. 
 

 
 
Figure 3.3. Entropy calculations from 10 µs simulation of DDD (see Publication #2 
in the Results) using (A) Schlitter’s and (B) Andricioaei & Karplus’ methods, 
showing the convergence of entropy over time. The trajectory was divided into tenths, 
fifths and halves.  
 
 

3.8.	Helical	analysis	 	 	
 
 DNA is easier to study in the helical space (see Chapter 1.2., Olson et al. 1998; 
Lankaš et al. 2000; Noy et al. 2004). The helix axis is defined in the direction of 
propagation of the helix (not necessarily a straight line). A base-pair is defined by a 
set of 10 base-pair parameters (for example opening, describing the fraying of 
terminal residues) affecting more local properties, and 6 base-pair parameters (from 
which twist was studied in greater extent in this thesis), which affect more global 
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properties. In MD analysis, helical parameters, as well as backbone and puckering 
analysis was done using Curves+ program (Lavery et al. 2009). Curves+ provides 
statistical averages with corresponding standard deviations, distributions and 
evolution of the helical parameters along the trajectory or set of structures. 
Additionally, Curves+ newest CANION module calculates the position of each cation 
in curvilinear helicoidal coordinates with respect to the helical axis. This feature is 
very useful in a study of ion distribution or environmental impacts on the base pair 
step helical characteristics.  
 
 When the oscillation of helical parameters sampled during a MD simulation is 
plotted, a clear Gaussian shape is typically obtained, which suggest that DNA often 
behaves following a stiffness model, where harmonic variables are helical base pair 
step parameters. Thus, by inverting the covariance matrix in helical space, one obtains 
the stiffness matrix Ξ  defining the flexibility of DNA with the respect to the 
deformation along the helical inter-base pair coordinates is obtained: 

 

Ξ = !!!"!! =

!! !!" !!"
!!" !! !!"
!!" !!" !!

!!" !!" !!"
!!" !!" !!"
!!" !!" !!"

!!" !!" !!"
!!" !!" !!"
!!" !!" !!"

!! !!" !!"
!!" !! !!"
!!" !!" !!

               Eq. 3.14. 

 

where k stands for stiffness constant with diagonal terms (ki) corresponding to pure 
helical stiffness constants, whereas non-diagonal ones (kij) correspond to coupled 
terms. Note that w stands for twist, r for roll, t for tilt, s for rise, l for slide and f for 
shift (for the description of helical parameters see Chapter 1.2). 
 

	
3.9.	Experimental	observables		  	
 
 Direct comparison between experimental and simulated structures is a risky 
approach as “experimental structures” are really just models that reproduce some 
experimental observables obtained, in some cases, under conditions far from the 
physiological ones. For example, extreme caution is needed when comparing 
simulations in solution with X-Ray structures as they can be contaminated by severe 
lattice artifacts. For the case of NMR, the problem is that often, experimental restrains 
do not define in a unique way the structure. So, a good approach to evaluate the 
quality of a trajectory is to estimate “observables” from it and compare them with 
those really determined experimentally. For the case of NMR it is possible to compare 
directly J-couplings, NOEs and RDCs from simulation with those collected in the 
NMR equipment. 
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 NOEs occur through spatial cross-relaxation of nuclear spin polarization, 
quantitatively describing the distance of protons between atoms within 1.8 to 6 Å 
threshold with the strength of the NOE signal depending only on the spatial proximity 
of protons. A set of NOE distances (usually between 1H - 1H) can be compared with 
MD-averaged distances to obtain an average violation, largest violation and number 
of violations (calculated by defining a cut-off, usually 0.5 Å). Furthermore, the 
analysis can be divided based on the strength of NOE signals, with strong NOEs 
defined at  < 3.5 Å and weak NOEs at > 5 Å.  This can eliminate experimental bias, 
as weaker NOEs are typically of a lower resolution. To calculate NOE violation a 
very useful tool called g_disre from the GROMACS package can be used. 
  
 RDCs (see Chapter 1.4) describe the orientation of internuclear vectors with 
respect to the external magnetic field, providing spatially and temporally averaged 
information. RDCs are observed in the solution when a molecule is aligned with the 
external magnetic field. The complication in assigning the experimental observables 
lies in defining the alignment tensor. In order to obtain the alignment tensor that best 
fit the observed RDCs (typically between C-H and N-H), we used the program 
PALES (Zweckstetter 2008), which accurately predicts molecular alignment tensor, 
and thus RDCs, based purely on the molecular structure. This comes useful for direct 
comparison of MD obtained structures with experimental observables, where RDCs 
are computed for the structures obtained from MD and then averaged for comparison. 
For quantification of the comparison between experimentally observed and calculated 
RDCs, we can define a quality factor (Q-factor) like, 
 

! = (!"#!"#! − !"#!"#)!
!"#!"#!

                                  Eq. 3.15. 
 

 Lower Q-factor indicates better agreement with experimentally observed 
residual dipolar couplings. See Supplementary Figure 7 of Publication #1 in the 
Results section for more details on this topic.  
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“Every time you understand something, religion 
becomes less likely. Only with the discovery of the 

double helix and the ensuing genetic revolution have 
we had grounds for thinking that the powers held 

traditionally to be the exclusive property of the gods 
might one day be ours. . . .” 

James D. Watson 
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 DNA overall stability is defined by the equilibrium between two opposite 
forces: strong electrostatic repulsion between the phosphate in the backbone, and 
stacking and hydrogen bonding between nucleobases. Additionally, solvent 
interactions tune these two forces and indirectly affect the shape of DNA double 
helix. Representation of DNA requires then to balance strong opposite interactions, 
something very challenging for simple molecular mechanics force fields. 
  
 Even the first MD simulation of nucleic acids, which should be credited to 
Michael Levitt (Levitt 1983) show problems keeping the structure stable (in the ps-
regime). Large magnitude of the nucleotide-nucleotide interactions, especially of the 
phosphate-phosphate repulsion, which generates strong forces yielding to instabilities 
in the structure, were quite difficult to address in early days of DNA simulation. The 
introduction of explicit solvent, an accurate description of the long-range electrostatic 
contribution (PME; see Chapter 2.2.) coupled to a new generation of force fields, 
yielded stable structures in the nanosecond time scale (for a historic view on the 
evolution of MD simulations of nucleic acids we address the reader to previous 
reviews (Orozco et al. 2003; Dans et al. 2016)), opening the possibility to use MD 
simulations to study aspects of nucleic acids difficult to access from experiments.  

 



84 PARMBSC1 
 

A clear breakthrough in MD simulations of nucleic acids were the force fields 
developed in the late 90’s by the group of Peter Kollman (Cheatham et al. 1995; 
Cheatham III et al. 1999), as they allowed, for the first time, to collect equilibrated 
trajectories which sampled conformations of DNA and RNA not far from the 
experimental ones. However, later increase in computer power extended the MD 
simulation time, uncovering the existence of some force field errors which yielded to 
the corruption of structures in ~10 ns time scale (Beveridge et al. 2004; Pérez, 
Marchán, et al. 2007). Namely, big distortion in the structure were observed, with 
massive α/γ transition to gauche+/trans geometry, away from canonical gauche-
/gauche+ state (Várnai & Zakrzewska 2004), giving “ladder-like” structures of DNA 
duplexes.  Reparameterization efforts yielded to force fields such as parmbsc0 (Pérez, 
Marchán, et al. 2007), a force field developed in our group, which corrected these 
problems producing stable canonical structures even in a microsecond simulation run 
(Pérez, Luque, et al. 2007). Since then, parmbsc0 has been extensively used to 
simulate a variety of nucleic acids in the multi-nanosecond and sub-microsecond 
timescale (Pérez et al. 2012), producing more than 1000 citation up to date. 

 
However, as simulation systematically allowed us to approach to the 

microsecond regime, some errors in the last generation force field become evident. 
For example, a possible underestimation of BII state and BI ↔ BII equilibrium for B-
DNA (Heddi et al. 2006; Heddi et al. 2008), a systematic underestimation of twist 
compared with NMR or X-Ray data (see Figure 4.1.), a slightly biased representation 
of puckering to the East state, problems with the glycosidic torsion (Perez et al. 
2008), which mainly affects the representation of some exotic conformations of DNA 
(Fadrná et al. 2009; Krepl et al. 2012), and introduced excessive distortions at the 
ends of the canonical B-type duplexes in very long simulations, which generate 
severe end-effects (Dršata et al. 2012).  

 
 
 
 
 
 
 
 
 
Figure 4.1.  Problems in helical 
parameters of parmbsc0. Distribution 
of twist and roll values coming from MD 
simulations of 4 sequences using 
parmbsc0 force field showing clear 
undertwisting of structures [taken from 
(Perez et al. 2008)]. 

around 33 (parmbsc0) or 348 (CHARMM27), while
experimental data suggest slightly larger values (35.5
from X-ray data and 34.5 from NMR experiments).
Considering the range of uncertainties in the averaged
experimental measures (arising from packing effect, low
resolution, incomplete sampling, reduced hydration, etc.)
noted in the standard deviations (Table 2) we can
conclude that both force fields provide a quite reasonable
distribution of helical parameters.

In order to complement the study of the global shape of
the duplexes we analysed the groove geometries (81)
obtained in both series of simulations (Figure 3). Groove
geometry is especially important since it determines the
ability of the duplex to be recognized by ligands (either
small drugs or proteins). Analysis of the average groove
distribution for the four sequences illustrates probably
the most significant difference between parmbsc0 and
CHAMM27 calculations. Thus, parmbsc0 groove widths
are centred at 19 Å (major) and 12–13 Å (minor), with
a major–minor width difference around 6 Å. In
CHARMM27 calculations, the major groove is narrower

(around 17 Å) and the minor is wider (around 13–14 Å),
reducing then major–minor asymmetry to only 3–4 Å. It is
worth to note that X-ray data suggest widths around 17
(major) and 11 Å (minor), values that are enlarged by!1 Å
if NMR data are considered; irrespective of the source of
experimental information, the major–minor difference is
around 6 Å, closer to parmbsc0 values. Quite surprisingly,
the different geometry of the grooves in parmbsc0 and
CHARMM27 simulations leads to only small changes in
the predicted pattern of interactions of the duplexes with
cations (Figure 4), which suggest that in general reasonably
similar information on DNA interactions could be
obtained for parmbsc0 and CHARMM27 simulations.
In summary, MD trajectories performed using either

parmbsc0 or CHARMM27 force field yield to a reason-
able representation of the expected solution geometry of
B-DNA duplexes. The subtle differences found favour in
some cases CHARMM27 (average twist and slide closer to
current available experimental data) and in others to
parmbsc0 (roll and groove asymmetry), but in any case we
must emphasize that the differences between force fields

Figure 2. Distribution of base pair step helical parameters averaged, for each snapshot, over the central 16-bp portion of each sequence.
Translational parameters are in angstroms and rotational parameters in degrees. Values for parmbsc0 simulations are represented by lines;
CHARMM27 values correspond to lines with points. For comparison, sequence-dependent average values based on crystal data (black) and values
averaged over all available nmr data (magenta) are shown as straight vertical lines with 1 SD confidence intervals (dotted lines). Histograms were
constructed using 50 bins between the maximum and minimum values for each parameter.
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if NMR data are considered; irrespective of the source of
experimental information, the major–minor difference is
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To address these problems, we started systematically reparameterizing 

parmbsc0 force field in aspects of sugar puckering, ε, ζ and χ torsions using high-
level QM calculations both in gas phase and solution. The refined force field, called 
parmbsc1, has been tested for more than 4 years to an unprecedented level of detail, 
considering a large variety of DNAs, and analyzing structural, mechanical and 
dynamical properties of the DNAs resulting from the corresponding MD simulations 
(see Chapter 4.1). The force field was available for the community already in 2014, 
and being used (without major errors detected) for one year before it was sent for 
publication (appeared in January 2016).  

 
To validate our new parameter set, we performed a systematic study of the 

long-timescale dynamics of the Drew–Dickerson dodecamer (DDD) a prototypical B-
DNA duplex, describing the conformational landscape of DDD in a variety of ionic 
environments from minimal to high salt concentrations. We also explored the 
sensitivity of the simulations to the use of different solvent and ion models. Finally, 
an extended (10 μs) simulation is used to characterize slow and infrequent 
conformational changes in DDD. The analysis of terminal residues showed an almost 
complete absence of hydrogen bonding between the base the sugar, an artifact that 
caused a great deal of problem in simulations using parmbsc0 (see Chapter 4.2).  

 
In the meantime, different patches have been developed to correct parmbsc0 

errors, mostly from a Czech consortium. For example, OL1 (Zgarbová et al. 2013) 
was created to improve ε/ζ representation, and accordingly to reproduce better the 
BI/BII representation, OL4 (Krepl et al. 2012) patch had the objective to correct χ 
conformation for DNA. Other authors used harmonic restraints derived from NMR 
measures to guarantee a good representation of the BI/BII equilibrium (Heddi et al. 
2008). It is worth to note, that all these patches are specific for DNA, and RNA-
patches for parmbsc0 have been developed in parallel, by means of the 
reparametrization of χ angle (Zgarbová et al. 2011), or even by scaling down van der 
Waals interactions (Chen & García 2013), which will be discussed later. The 
introduction of patches has allowed the AMBER-community, to use MD to study 
exotic forms of DNA, but has produced also a notable confusion in the field, since it 
is not always clear when these patches should be used, or whether or not they can be 
combined. At the end of last year, the Czech group published the latest force field 
(called OL15), which incorporated all the previous OL corrections for DNA and 
included additional correction of the β torsion (Zgarbová et al. 2015). To give a better 
look into the difference between force fields’ performance, we benchmarked all 
important corrections of parmbsc0 comparing the results with de novo NMR 
experiments (see Chapter 4.3).   
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4.1			Parmbsc1	–	development	of	a	“state	of	the	art”	DNA	

force	field	(Publication	1)	
 
 At the beginning of my Ph.D, parmbsc0 force field, developed in the group, was 
already established as the gold-standard in the field of nucleic acids simulations. But, 
as mentioned previously, errors connected with the force field had become more 
evident, thus we decided to address these problems by reparameterizing parmbsc0 
using high-level QM data. As described in Section 2.5, main problems coming from 
parmbsc0 simulations included: inability to reproduce experimental values of helical 
parameters (especially twist and roll), improper reproduction of bimodality for some 
base-pair steps and underestimation of BII population, excessive terminal fraying of 
DNA duplexes, and difficulties in reproducing non-canonical structure. We have 
found that wrong description of several torsions was the cause of these glitches. 
  
 Firstly, we addressed the problem of underestimation of BII state and BI ↔ BII 
equilibrium, and under-twisting of the canonical structures. As I mentioned in 
Chapter 1.2, BI and BII are connected with high-twist and low-twist states of the base-
pair step, thus by proper reproduction of the BI ↔ BII equilibrium we would get a 
better description of twist, and consequently roll (as they are coupled). By the 
definition, the BI and BII states are defined in terms of ε/ζ torsions, more specifically 
BI being in ε/ζ=trans/gauche- region and BII being in ε/ζ=gauche-/trans region. Thus, 
our idea was that by reproducing the coupled ε/ζ profile, we would directly correct 
BI ↔ BII equilibrium problems and indirectly affect twist and roll (as they are 
coupled). We performed QM scan of ε/ζ energy landscape on MP2/aug-cc-pVDZ 
level (see Chapter 3.1) with SCFR solvent corrections, with additional 
CCSDT(Q)/CBS calculations on three point of interest, BI and BII minima and the 
maxima in between them, incorporating those points into the energy profile with 
higher weight during fitting (see Supplementary Figure 26).  
  
 Additionally, we performed scans of χ torsion for 4 DNA bases. The goal was 
to check the correctness of MM profiles, especially syn/anti equilibrium. The idea in 
this step was that, as the syn conformation plays a significant role in non-canonical 
DNA structures (see Chapter 1.2), reproducing χ profiles would allow a better 
description of non-canonical DNA structures in MD simulations, and probably 
positively affects the excessive terminal fraying. Similarly like in case of ε/ζ, we 
performed high-level QM scan with additional CBS points on syn and anti minima, 
and the barrier between the minima (see Supplementary Figure 24). The syn/anti 
equilibrium is now well reproduced, forbidding transitions between the two in the 
direction of high-anti, a flaw in profiles of parmbsc0. 
 We then incorporated the two correction and tested them on a small duplex 
d(CGATCG)2. We noticed small imperfections with puckering profiles, most 
probably because the two corrections were done in an independent way, and the sugar 
ring is the direct connection between the three torsions. For that reason, we performed 
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a scan of the pseudorotational angle in similar approach as the previously 
parameterized torsions, doing CBS calculations for North and South minima, and East 
barrier. In comparison with parmbsc0, we increased the East barrier and displaced the 
minima into more realistic regions (see Supplementary Figure 25).  
  
 Incorporating these three corrections into one force field, that we called 
parmbsc1, we proceeded to assess its performance by testing it on more than a 
hundred DNA structures (see Supplementary Table 1) for a large variety of DNA 
motifs. From an accumulative of ~140 µs we obtained unprecedented results in 
diverse systems ranging from canonical B-DNA, various non-canonical forms, other 
unusual DNA configurations like triplexes and quadruplexes, to DNA in complexes 
with proteins and ligands, and in various conditions.  
  
 We performed an extensive study of the most known B-DNA structure, Drew-
Dickerson dodecamer (DDD), where parmbsc1 yielded significant improvements in 
comparison with its predecessor, sampling a stable B-DNA duplex that remained 
close to the experimental structures, and preserving hydrogen bonds and helical 
parameters even at the terminal residues (see Figure 1 in the following publication). 
The average twist value is improved by 1.5º, with the average roll values dropping by 
1.2º and an increase in BII population by 7% (see Supplementary Table 2 and 
Supplementary Figure 3 in the following publication). Moreover, the improvements 
of helical parameters did not defect the shape of helical parameter profiles, where the 
average sequence-dependent helical parameters (see Figure 1 and Supplementary 
Figures 1 and 2 in the following publication) matched experimental values, especially 
those derived in aqueous solution. Parmbsc1 was also able to capture some unique 
characteristics of A-track sequences, such as strong propeller twist, smaller slide, 
higher inclination and narrowing of the minor groove (see Supplementary Figures 4-6 
in the following publication). 
  
 Besides the universal experimental validation by the means of structural 
comparison, we computed direct experimental observables, RDCs and NOEs, for 
several structures with the available data. In the case of DDD, the success metrics of 
the reproduced observable are similar to those obtained in the NMR-refined structures 
(see Supplementary Table 3 in the following publication). Additionally, our new force 
field was able to obtain NOE violations statistics equivalent to those determined from 
“de novo” NMR-derived ensembles collected by our collaborator, Carlos Gonzalez, 
after parmbsc1 was developed (see Supplementary Table 8 in the following 
publication). In collaboration with David Case’s group, we reproduced the structures 
of DNA in crystal environments with an improvement on previous simulations done 
with parmbsc0 force field (see Supplementary Figures 14 and 15 in the following 
publication). 
  
 Simulations of various non-canonical systems showed significant improvements 
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for all structures (see Figure 2 in the following publication). Thus, parmbsc1 was not 
only able to sample stable structure, but also recognized experimentally known 
unstable structures, like Z-DNA under 4M salt concentration, or antiparallel triplex 
under physiological conditions (see Figure 2 in the following publication). We also 
focused on DNA under stressed conditions, particularly on 4 DNA-protein complexes 
and 2 drug-DNA complexes, finding excellent agreement with experiments (see 
Figure 3 and Supplementary Figures 16 and 17 in the following publication).  
  
 Very recently, we also performed a small benchmark comparing parmbsc1 
performance with other modern force fields in simulating DDD (see Supplementary 
Table 2 and Supplementary Figure 29 in the following publication). In the 
benchmark, parmbsc1 clearly out-performs all other force fields available (see 
Supplementary Figure 30 in the following publication). Just a force field developed 
after parmbsc1 was available (OL15) provides results of similar quality than 
parmbsc1. 
  
 Looking at DNA flexibility, we obtained persistence lengths values in the range 
of 40 to 57 nm (see Supplementary Table 11 in the following publication), close to 
the generally accepted value is 50 nm. On the dynamics part, we reproduced the 
spontaneous A-to-B DNA transition in water and stable A-DNA form of a duplex in 
85%-15% ethanol-water mixture (see Supplementary Figure 21 in the following 
publication). Finally, parmbsc1 reproduced previous successful simulations of 
unfolding of a duplex in a 4 M pyridine solution (see Supplementary Figure 21 in the 
following publication), and folding a small DNA hairpin motif in water (see 
Supplementary Figure 22 in the following publication). 
  
 Overall, our conclusions from this extensive work are that undoubtedly 
parmbsc1 is a clear improvement of parmbsc0 force field providing a good 
representation of static and dynamic properties of DNA. We believe that parmbsc1 
will become the reference force field for DNA simulations under various conditions. 
More details on the comparison with other force fields will be given in the following 
publications (see Chapter 4.3). 
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4.2				Drew-Dickerson	dodecamer	dynamics			

(Publication	2)	
 

After developing and thoroughly testing our new force field, we decided to 
take a more extensive look into the Dickerson–Drew dodecamer (DDD), one of the 
most studied DNA sequences with over 60 entries in PDB database. DDD is a 
prototypic B-DNA molecule of a palindromic sequence d[CGCGAATTCGCG]2, 
which is indisputably the most studied (theoretically and experimentally) oligo in the 
history (Pérez, Luque, et al. 2007; Dršata et al. 2012). 

 
Previous MD studies of DDD pointed to some of the problems of parmbsc0 

force field that were addressed with parmbsc1. As noted above, notable imperfections 
in the case of canonical B-DNA were the underestimation of some of the helical 
parameters, improper description of the bimodality of the distribution of certain 
helical parameters (for example twist for CG step) (Heddi et al. 2008), and excessive 
distortions at the ends of the duplexes, namely tWC/SE conformation (where cytosine 
is turned around the glycosidic bond into syn conformation to form a non-WC pair 
resembling the trans WC/Sugar edge C•G pair, which occurs extremely rarely in 
experiments; see (Dršata et al. 2012) for more details). This artifact generated severe 
end-effects, especially changes in the profiles of twist in several base pairs away. 

 
The idea behind this study was to check if the good performance of parmbsc1 

would be preserved in a longer timescale and possibly capture some slow 
conformational changes that are not visible on 1µs timescale. For that reason, we 
performed an extended (10 µs) simulation of DDD under physiological conditions, 
and a variety of control, shorter simulations varying environmental conditions. 
Helical parameters analysis was able to capture some correct details of DDD like 
sequence variability of twist, BI/BII populations, and higher χ values (high-anti) for 
guanosine (see Supplementary Figure S17 in the following publication). Twist 
distribution for CG base pair step shows a clear bimodality (see Supplementary 
Figure S20 in the following publication), as it has a high propensity for BI ↔ BII 
transitions (see Supplementary Figure S19 in the following publication). The analysis 
of terminal residues from this long trajectory shows a dramatic decrease in terminal 
opening with most of the fraying being transient sampling of large opening angles 
(see Figure 8 in the following publication), with very few event where χ values 
explored syn conformation and almost none (just one short instance) of the tWC/SE 
conformation (described above) that caused distortions in helical description when 
parmbsc0 was used. Lastly, the 10 µs trajectory allowed us to explore convergence 
issues on a different level than before. We analyzed the trajectory in 1, 2 and 5 µs 
segments doing principle component analysis, where we observed small divergence 
between 1 µs segments, but no significant differences (see Supplementary Figure S21 
in the following publication). Similar approach was done in entropy calculations, 
where we observed difference less than 2% difference between 2 µs segments, 
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regardless of the method used to calculate the entropy (see Supplementary Figure S22 
in the following publication). 

 
Another concern regarding parmbsc1 proficiency was that its performance 

would be biased toward the selection of the solvent and ion models. We considered 
two most popular water models: TIP3P and SPC/E, while for salt (Na+Cl- or K+Cl-) 
we considered models by Smith-Dang, Joung-Cheatham, Jense-Jorgensen and 
Beglov-Roux (see the Methods section in the following publication), ranging from 
0.15 M to higher salt concentrations (up to 2 M). Averaged base pair step profiles 
show no significant differences between the ion and solvent model used, suggesting a 
robustness that parmbsc1 has with respect to the selection of ion and solvent force 
fields. To check the similarity in DNA flexibility between the different simulations of 
DDD, we performed essential dynamics analysis and computed the similarities for the 
central 10 bp of DDD (see Supplementary Figure S3 in the following publication). 
We concluded that the dynamics obtained with parmbsc1 has above 75% similarity 
with respect to the reference simulation done with parmbsc0 force field. This 
similarity was even higher (>90%) if we considered energy-averaged indices. 
Moreover, helical stiffness analysis confirmed the similarity between parmbsc0 and 
parmbsc1. 

 
Figure 4.2.  Relative energy-weighted similarity index matrix between 
trajectories of DDD in different environments. For more details on similarity 
indexes calculation see (Pérez et al. 2005). 

 
In summary, this study provided additional confirmation of the good 

performance of parmbsc1 force field, even on 10 µs level. Careful examination was 
used to characterize slow and infrequent conformational changes in DDD, leading to 
the identification of previously uncharacterized conformational states of this duplex, 
which can explain biologically relevant conformational transitions. With a total of 
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more than 43 µs of unrestrained molecular dynamics simulation, this study is the most 
extensive investigation of the dynamics of DDD published at that time. 
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4.3				DNA	force	field	“blind”	benchmark	(Publication	3)		
 

During the development of parmbsc1 force field different modifications have 
been developed to alleviate the problems of parmbsc0, namely from the Czech’s 
consortium, also known as the Olomouc group (OL family of force fields). OL1 
(Zgarbová et al. 2013) patch tried to improve ε/ζ representation and the BI/BII 

equilibrium in canonical B-DNA, while OL4 patch (Krepl et al. 2012) had an 
objective to correct χ conformation for DNA, in order to better represent unusual 
forms of DNA, such as Z-DNA and quadruplexes. An interesting approach was 
applied in RNA simulation world, where Chen and Garcia scaled down van der Waals 
interactions (besides correcting χ) of parmbsc0 force field, in order to fold some 
known RNA hairpin motifs (Chen & García 2013). Following the assumption that 
DNA force fields generally produce over-stacking, some authors took the same 
approach implementing same correction for DNA simulation in order to study free 
energy of WC to Hoogsteen pairing transition (Yang et al. 2015). These and other 
tailor-made modifications have allowed the study of some exotic forms of DNA in the 
multi-nanosecond regime, but have produced also a notable confusion in the field, 
since they are not additive and it is unclear when they should be used. After the 
publication of parmbsc1 force field, Jurečka’s group published their latest version of 
OL force field, called OL15, which included previous OL1 and OL4 corrections with 
an additional correction of the β torsion (Zgarbová et al. 2015). Meanwhile, 
CHARMM family of force fields had seen recent advances (Hart et al. 2011) 
implemented into the universal CHARMM36 force field, as well as the advances in 
the all atom polarizable force field (Savelyev & MacKerell 2014). 

 
Recent publication from the group of Thomas Cheatham assessed the current 

state of DNA AMBER force fields, where they compared the performance of 
parmbsc1 and OL15 force fields. Their study included 5 sequences containing PDB 
entries: DDD (1BNA/1NAJ), 2 poly-A tracts (1FZX and 1SK5), a duplex in sub-Å 
resolution (3GGI), and a small Z-DNA duplex (1I0T). Besides 1NAJ structure, all the 
other structures used for comparison are crystallographic ones. Additionally, to test 
the convergence of the two force fields, they simulated DDD using 100 independent 
MD simulations, each extended to 10 µs, concatenating them into a 1 ms long 
trajectory for the two force fields. Their results conclude that for DDD both force 
fields yield a sub-1 Å agreement with the average NMR structure, and no deviations 
in the ms timescale.  

 
In the parmbsc1 publication (see Chapter 4.1) we showed a small benchmark 

of force fields for DDD sequence (note that OL15 appeared more than 1 year after 
parmbsc1 was developed, so it was not considered in our original benchmarking). We 
decided to thoroughly test all the recent important corrections of parmbsc0, together 
with CHARMM general and polarized force fields, comparing the results with de 
novo NMR experiments for 3 B-DNA duplex sequences: SEQ1: 
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d[CGCGCAATTCGCG]2 (DDD), SEQ2: d[GCTAGCGAGTCC]2 and SEQ3: 
d[GGAGACCAGAGG]2. The first sequence was selected as a control to determine 
the reliability of the experimental models derived from NMR data, while the other 
two were selected are real “blind” tests, as their structures were unknown prior to our 
NMR study. We did 2 µs simulations of each sequence using 8 different force fields, 
parmbsc0, parmbsc1, parmbsc0_OL1, parmbsc0_OL1_OL4, parmbsc0_OL15, 
parmbsc0_ChenGarcia, CHARMM36 (C36) and the polarizable CHARMM36_Drude 
(C36dip) and the same environmental conditions. 
  
 Our results demonstrate that parmbsc1 provides the best fit to various 
experimental data. (see Tables 1-5 in the following publication) for the three oligos 
considered, including those for which experimental data is presented here for the first 
time. Parmbsc1 allows us to predict wide-angle scattering data, which was not 
considered at all at the stage of force field development.  These findings strongly 
support the lack of “overtraining” artefacts related to the refinement of the force field. 
Close in accuracy to parmbsc1 is the latest force field OL15, while the other 
parmbsc0- based force field behave reasonably well, except the Chen-Garcia one, 
which provide poor results. CHARMM pair additive force field provides poorer 
results than those derived from amber-family of force fields, while the polarized 
version leads to structural corruption.  
 
 Parmbsc1 and OL15 force fields are also best in reproducing helical averages 
and profiles (see Figures 2 and 4, and Supplementary Tables S1-S6 in the following 
publication), while from the analysis of other AMBER force fields, we see that OL1 
still experience the excessive terminal fraying problem of the parmbsc0, which is 
absent with the addition of OL4 correction (see Table 6 in the following publication). 
Major drawback of OL1+OL4 combination is the underestimation of twist (in average 
2º less than the parmbsc1 average). “DNA-adopted” Chen-Garcia correction produces 
highly undertwisted structures with almost no sequence dependency in the helical 
profiles. Simulations with CHARMM36 force field showed big deviations in the 
terminal base pairs for all sequences, which affected the rest of the structure and its 
helical parameter profiles (except for SEQ3 where the results are comparable with 
AMBER family of force fields). Polarizable force field C36dip showed strong 
deviations from the canonical form of B-DNA duplex yielding “ladder-like” 
structures after, in average, 50 ns of the simulation, thus it was excluded from most of 
the helical analysis. 
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Figure 4.3.  Structural comparison of NMR and MD averaged structures. NMR 
structures (PDB: 1NAJ) and two de novo obtained in the group by refinement using 
parmbsc1 and OL15 force fields (shown in grey; top left corner), while MD average 
structures are obtained from last 20 ns of the MD simulations using different force 
fields. 
 
 Critical analysis of NMR-derived data illustrate that the “experimental” models 
typically used as “gold standards” in force field validation are no so robust and small 
changes in transforming experimental restraints into structures can induce not-
negligible changes in the final models, which are special evident when looking at 
sequence-dependent properties. Our results suggest that some caution is required 
before assuming a “structural” model as the “true”, and points theoretical ensembles 
as an excellent alternative to experimentally derived solution structures. Never before 
MD simulations has been able to provide structural ensembles with the quality that 
can be obtained with current force fields. 
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ABSTRACT	
	

Last	generation	of	force-fields	are	raising	expectations	on	the	quality	of	molecular	dynamics	(MD)	

simulations	 of	DNA,	 as	well	 as	 to	 the	 belief	 that	 theoretical	models	 can	 substitute	 experimental	

ones	 in	 many	 cases.	 However	 these	 claims	 are	 based	 on	 limited	 benchmarks,	 where	 MD	

simulations	have	shown	just	the	ability	to	reproduce	reasonably	well	already	existing	“experimental	

models”	 whose	 accuracy	 to	 represent	 DNA	 conformation	 in	 solution	 is	 sometimes	 unclear.	 We	

present	 here	 a	 reverse	 validation	 approach,	 by	 first	 running	 simulations	 on	 a	 series	 of	 DNA	

duplexes	of	unknown	 structure,	 and	 later	 solve	 them	by	using	NMR	spectroscopy.	Our	approach	

allowed	 us	 not	 only	 to	 check	 directly	 for	 experimental	 observables	 on	 duplexes	 previously	 not	

solved,	removing	consequently	the	risk	of	overtraining	in	theoretical	simulations,	but	also	to	assess	

the	reliability	of	“experimental	structures”	and	its	dependence	on	subtle	details	of	the	refinement	

procedure.	Overall	we	 found	 that	 simulations	using	 last	generation	of	AMBER	 force-fields	have	a	

very	high	predictive	power,	and	can	be	safely	use	to	reproduce	global	structure	of	DNA	duplexes	

and	even	fine	sequence-dependent	details.	

	
INTRODUCTION	

	
Since	 the	 first	 prototypes	 published	 in	 the	

seventies,	 DNA	 force-fields	 have	 been	 under	

continuum	refinement.	The	accessibility	of	an	

increasing	 amount	 of	 experimental	 data	 and	

the	possibility	to	perform	high-level	quantum	

mechanical	 (QM)	 calculations	 has	 provided	

the	 required	 reference	 data	 for	 force-field	

refinement,	 but	 the	 real	 engine	 behind	 the	

improvement	 of	 force-fields	 has	 been	 the	

continuum	increase	in	hardware	and	software	

capabilities.	 Thus,	 as	 a	 new	 generation	 of	

hardware	and	software	allowed	the	access	to	

larger	 trajectory	 time	 scale,	 errors	 in	 the	

force-field	 that	 became	 hidden	 in	 shorter	

simulations	 emerged,	 forcing	 a	 community	

effort	 to	 solve	 them.	 In	 this	 sense,	problems	

in	 twist	 emerging	 in	 sub-nanosecond	 scale	

parm94	 simulations	 led	 to	 the	 development	
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of	 parm99,	 which	 was	 the	 dominant	 force-

field	 until	 multi	 nanosecond	 trajectories	

reported	 the	 presence	 of	 artefactual	 α/γ	

transitions,	 which	 accumulated	 in	 time	

corrupting	 the	 entire	 duplex.	 These	 issues	

were	solved	by	the	parmbsc0	revision,	which	

became	 the	 “gold	 standard”	 for	 almost	 a	

decade,	 until	 microsecond	 scale	 trajectories	

highlighted	 the	 existence	 of	 other	 errors,	

which	 required	 further	 recalibration	 of	 the	

force-field,	 leading	 to	 parmbsc1,	 and	 to	 the	

Czech’s	family	of	force-fields.	A	similar	type	of	

error-driven	 refinement	 happened	 for	 the	

CHARMM	family	of	force-fields	until	the	latest	

two-body	 and	 polarized	 versions	 were	

developed.	 Recent	 studies	 have	 shown	 that,	

for	 example,	 latest	 generation	 of	 AMBER	

force-fields	are	able	to	provide	reasonable	B-

like	 duplex	 structures	 in	molecular	 dynamics	

(MD)	 trajectories	 millisecond	 time	 scale,	 far	

beyond	the	usual	requirement	of	MD	users.	

	

There	 is	 little	 doubt	 that	 last	 generation	 of	

force-fields	 provides	 reasonable	 pictures	 of	

regular	 DNA	 duplexes,	 but	 how	 accurate	 is	

the	information	that	can	be	derived	from	MD	

trajectories?	 Is	 it,	 for	 a	 given	oligonucleotide	

comparable	 with	 that	 derived	 in	 solution	 by	

experimental	 techniques?	 Can	 it	 be	 safely	

used	to	parameterize	coarse	grain	models?	It	

is	easy	to	be	overoptimistic	on	the	quality	of	

last-generation	 force-fields,	 but	 despite	 a	

general	optimism,	not	convincing	evidence	on	

their	 quality	 exists,	 since	 benchmark	 studies	

are	rare,	sometimes	 limited	to	a	prototypical	

duplex	 (the	 Drew-Dickerson	 dodecamer;	

DDD;	with	 the	obvious	 risk	of	overtraining	 in	

the	force-field),	or	to	performed	just	with	the	

ambition	 to	 reproduce	 general	 properties	 of	

DNA	 for	 a	 long	 series	 of	 duplexes.	 More	

extensive	 benchmark	 considering	 several	

duplexes,	 like	 that	 reported	 in	 the	

parameterization	 of	 parmbsc1	 are	 typically	

based	 on	 the	 comparison	 of	MD	 trajectories	

with	 a	 reference	 “experimental	 model”.	 The	

risks	 of	 this	 type	 of	 validation	 strategy	 have	

been	largely	underestimated	as	the	quality	of	

“experimental	models”	 is	 taken	 as	 a	 dogma,	

while	the	PDB	is	full	of	artifacts.	For	example,	

DNA	often	crystallizes	in	the	A-form,	as	a	left	

handed	 Z-DNA	 helix,	 or	 as	 an	 H-like	

conformation,	while	none	of	these	structures	

is	 significantly	 populated	 in	 physiological	

conditions.	 Similarly,	NMR-derived	 structures	

should	be	taken	also	with	some	caution,	since	

NMR	 spectroscopy	 does	 not	 provide	 direct	

information	 on	 the	 structure,	 but	 just	

observables	 that	 are	 then	 manipulated	 by	

mathematical	 models	 to	 derive	 geometrical	

restrains	 (for	 example	 average	 torsions	 or	

proton-proton	 distances)	 which	 are	 imposed	

to	 force-field	 based	 sampling	 algorithms	 to	

define	the	“experimental	model”.	We	cannot	

ignore	 that	 even	 when	 high	 quality	 NMR	

spectra	are	used	not	all	the	details	of	a	NMR-

solved	 structure	 are	 equally	 well	 defined,	

conflicting	 restrains	may	 exist,	 and	 technical	

details	 in	 spectra	 acquisition	 and	 processing	

may	impact	dramatically	in	the	final	structural	

model.	 Experimental	 structures	 are	 typically	

taken	as	the	“truth”,	but	they	are	just	models,	

sometimes	of	uncertain	quality.	

	

We	 present	 here	 a	 systematic	 unbiased	

validation	 of	 the	 last-generation	 force-fields	

for	DNA.	We	choose	first	the	well	know	DDD	

duplex,	as	this	structure	it	is	very	well	refined	

and	 helps	 as	 benchmark	 of	 the	 quality	 of	

experimental	 models	 derived	 by	 the	 current	

standard	 NMR	 procedures.	 For	 this	 purpose	

we	 collected	 “de	 novo”	 NMR	 data	 for	 DDD,	

using	them	into	different	resolution	protocols	

to	determine	 structural	model	whose	quality	

can	be	checked	by	comparison	with	a	myriad	

of	 ultra-high	 resolution	 X-Ray	 structures,	 a	

very-accurate	 NMR	 model	 (1NAJ),	 and	
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accurate	 wide	 angle	 scattering	 data	 (WAXS).	
This	 preliminary	 study	 provides	 two	
interesting	 types	 of	 results:	 i)	 the	 expected	
accuracy	of	the	best	NMR	models	that	can	be	
refined	 from	 typical	 NMR-data,	 and	 ii)	 the	
“optimal”	 processing	 method	 to	 transform	
NMR	 spectra	 into	 structural	 models.	 Once	
these	 two	points	were	 focused	our	attention	
in	 two	 other	 duplexes,	 of	 unknown	
experimental	 structure:	
d(GCTAGCGAGTCC)·d(GGACTCGCTAGC)	 and	
d(GGAGACCAGAGG)·d(CCTCTGGTCTCC).	 We	
collected	 NMR	 data	 in	 solution	 for	 both	 of	
them	 and	 solve	 their	 structure	 using	 the	
optimized	 refinement	 protocol	 determined	
before.	In	parallel,	we	collected	unbiased	MD	
trajectories	 for	 DDD	 (as	 control)	 and	 for	 the	
two	other	duplexes	using	 the	 last	generation	
of	force-fields:	parmbsc0,	parmbsc0	including	
OL1	 corrections,	 OL1+OL4	 corrections,	
OL1+OL4+OL5	 (OL15;	 corrections;	 &),	
parmbsc0	 with	 Chen-Garcia	 modifications,	
parmbsc1,	 Charmm36,	 and	 the	 new	
polarizable	 Charmm36.	 Theoretical	
ensembles	 were	 then	 compared	 with	
“experimental	models”	as	well	as	with	direct	
experimental	observables.	
	
Results	 demonstrate	 that	 NMR-derived	
models	 are	 robust	 to	 the	 force-field	 used	 in	
refinement,	 but	 are	 more	 dependent	 than	
expected	 from	 other	 details	 on	 the	
refinement	procedure.	The	global	structure	is	
very	well	defined	from	the	NMR	spectra,	but	
sequence-dependent	 structural	 details	might	
be	 in	 some	 cases	 bias	 due	 to	 compensatory	
variations	 along	 the	 duplex	 that	 can	 lead	 to	
sample	 extreme	 values	 of	 the	 expected	
distribution	of	helical	parameters	at	the	base-
pair	 step	 resolution.	 Unbiased	 simulations	
demonstrate	 that	 not	 all	 force-fields	 provide	
results	of	the	same	quality	and	some	of	them	
can	 produce	 poor	 results.	 However,	 last	

generation	 AMBER	 force-fields,	 particularly	
OL15	 and	 parmbsc1	 provide	 structural	 data	
(both	global	and	local)	of	very	high	quality	for	
B-DNA	 duplexes.	 In	 fact,	 our	 results	 strongly	
suggest	 that	 expected	 quality	 of	 the	
ensembles	 obtained	 with	 last-generation	
AMBER	 force-fields	 can	 be	 similar	 to	 that	 of	
NMR-derived	structural	models.		
	
	

METHODS	
	

Force-field	 selection.	 We	 evaluate	 here	 the	
most	 prominent	 AMBER	 and	 CHARMM	
families	 of	 DNA	 force-fields.	 From	 AMBER	
family	 force-fields	 we	 test	 the	 default	
parmbsc0	 ,	 the	OL1,	 refined	 in	 ε/ζ	 backbone	
dihedrals;	 OL4,	 refined	 in	 χ	 torsion,	 coupled	
with	 OL1	 (noted	 as	 OL1_OL4);	 recently	
published	 OL15,	 refined	 in	 β	 backbone	
dihedral	 and	 coupled	 with	 previous	
corrections	OL1	 and	OL4,	 and	 the	parmbsc1.	
All	 these	 force-fields	 share	 the	 same	 non-
bonded	 part	 of	 the	 force-field	 that	 comes	
from	 the	 old	 parm94	 force-field.	 Lastly,	 we	
tried	 DNA	 adapted	 version	 of	 Chen	 and	
Garcia’s	 force-field	 for	 RNA	 (noted	 as	 CG),	
which	follow	AMBER	definitions,		with	refined	
χ	 torsion,	 as	 well	 scaled	 vdW	 terms	 to	
reproduces	 weaker	 stacking	 interactions.	
From	 CHARMM	 force-field	 we	 benchmarked	
latest	 CHARMM36	 for	 DNA	 (noted	 as	 C36)	
and	 recent	 polarized	 version	 of	 the	 same	
force-field	 based	 on	 classical	 Drude-particle	
oscillators		(noted	as	C36_pol).		
	
System	 preparation.	 All	 simulations	 done	
with	 AMBER14	 package	 (parmbsc0,	
parmbsc1,	 OL1,	 OL1_OL4,	 OL15,	 CG)	 were	
prepared	 using	 leap	 extension	 of	 AMBER14	
package.	 CHARMM36	 simulations	 were	
prepared	 using	 grompp	 extension	 of	
GROMACS	 simulation	 package,	 while	
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simulations	with	polarized	C36_pol	force-field	
were	 prepared	 using	 Drude	 Prepper	 from	
CHARMM-GUI	server.	NMR	derived	structures	
were	 used	 as	 starting	 points	 for	 the	
simulations.	All	 the	systems	were	solvated	 in	
TIP3P	 box	 of	 water	 molecules	 	 with	 a	
minimum	 of	 10	 Å	 beyond	 the	 solute,	
neutralized	with	Na+	ions	with	additional	150	
mM	of	NaCl.	 Ion	parameters	 from	Smith	and	
Dang	 were	 used	 for	 AMBER	 family	
simulations,	 while	 the	 default	 CHARMM	 ion	
parameters	were	considered	for	that	family.		
Molecular	 Dynamics	 Simulations.	 We	 have	
performed	2	µs	simulations	of	the	3	duplexes	
for	 each	 force-field,	 except	 for	
computationally	 demanding	 C36_pol	 force-
field	 for	 which	 we	 have	 performed	 1.2	 µs	
simulation	 of	 SEQ1	 and	 100	 ns	 of	 SEQ2	 and	
SEQ3	 (use	 of	 the	 polarized	 force-field	
increases	 with	 our	 computer	 resources	
around	 10	 time	 the	 cost	 of	 the	 equivalent	
pair-additive	 simulations).	 We	 have	 use	
Particle	 Mesh	 Ewald	 (PME)	 code	 from	 the	
programs	AMBER14	or	GROMACS,	depending	
on	 the	 given	 simulation.	 For	 C36_pol	
simulations	we	used	a	special	NAMD	code.	As	
described	 in	 a	 previous	 work	 no	 major	
deviations	 are	 expected	 from	 the	 use	 of	
different	 computer	 codes.	 Unless	 otherwise	
noted	 NPT	 conditions	 with	 default	
temperature	 and	 pressure	 setting,	 at	 300	 K	
and	 pressure	 of	 1	 atm	 were	 used.	 All	
simulations	but	C36_dip,	used	an	 integration	
step	 of	 2	 fs	 in	 conjunction	 with	 SHAKE	 to	
constrain	 X-H	 bonds	 with	 default	 tolerance.	
Long	 range	 electrostatic	 interactions	 were	
calculated	using	the	PME	method	with	default	
grid	 settings	 and	 tolerance.	 All	 structures	
were	 first	 optimized,	 thermalized	 and	 pre-
equilibrated	 for	 1	 ns	 using	 our	 standard	
equilibrium	 protocol	 and	 were	 later	
equilibrated	 for	 10	 ns.	 We	 used	 default	
settings	 coming	 from	 CHARMM-GUI	 server	

for	 all	 C36_dip	 simulations,	 which	 is	 mainly	
different	 to	 other	 simulations	 in	 using	 1	 fs	
time	 step	 and	 dual-Langevin	 thermostat	
scheme.		
NMR	 analysis.	 NMR	 spectroscopy	 studies	
were	 performed	 to	 obtain	 experimental	
constraints	 that	 can	 later	 be	 compared	
directly	with	equivalent	observables	from	MD	
simulations,	 to	 determine	 in	 detail	 the	
behavior	 of	 certain	 structural	 details	 as	 well	
as	to	provide	“structural	models”	that	can	be	
then	 used	 to	 benchmark	 unbiased	
simulations.		
NMR	 experiments.	 Samples	 of	 DDD	 (SEQ1),	
SEQ2	 and	 SEQ3	 duplexes	 (~1.5	 mM	 duplex	
concentration)	were	 suspended	 in	 500	 µL	 of	
either	D2O	or	H2O/D2O	9:1	 in	25	mM	sodium	
phosphate	buffer,	 125	mM	NaCl,	 pH	7.	NMR	
spectra	 were	 acquired	 in	 a	 Bruker	 Advance	
spectrometer	 operating	 at	 800	 MHz,	 and	
processed	with	Topspin	 software.	DQF-COSY,	
TOCSY	 and	 NOESY	 experiments	 were	
recorded	in	D2O	and	H2O/D2O	9:1.	The	NOESY	
spectra	 were	 acquired	 with	 mixing	 times	 of	
75,	 100,	 200,	 and	 300	 ms,	 and	 the	 TOCSY	
spectra	 were	 recorded	 with	 standard	 MLEV	
17	 spin	 lock	 sequence,	 and	 80	 ms	 mixing	
time.	NOESY	spectra	were	 recorded	at	5	and	
25	 ºC.	 The	 spectral	 analysis	 program	 Sparky	
was	 used	 for	 semiautomatic	 assignment	 of	
the	 NOESY	 cross-peaks	 and	 quantitative	
evaluation	of	the	NOE	intensities.	
NMR	 assignments	 and	 experimental	
constraints.	 Sequential	 assignments	 of	
exchangeable	 and	 non-exchangeable	 proton	
resonances	 were	 performed	 following	
standard	 methods	 for	 right-handed,	 double-
stranded	 nucleic	 acids,	 using	 DQF-COSY,	
TOCSY	 and	 2D	 NOESY	 spectra.	 Complete	
assignment	 could	 be	 carried	 out	 with	 the	
exception	 of	 some	 H5’/H5”	 protons,	 and	
some	 guanine	 amino	 resonances	 which	 are	
not	 observed.	 Spectral	 assignment	 pathways	
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are	 shown	 in	 Figures	 SXX.	 Quantitative	
distance	constraints	were	obtained	from	NOE	
intensities	 by	 using	 a	 complete	 relaxation	
matrix	 analysis	 with	 the	 program	
MARDIGRAS.	 Error	 bounds	 in	 the	 inter-
protonic	distances	were	estimated	by	carrying	
out	 several	 MARDIGRAS	 calculations	 with	
different	 initial	 models	 (standard	 A-	 and	 B-
forms),	 mixing	 times	 (100,	 200	 and	 300	ms)	
and	 correlation	 times	 (2.0,	 4.0	 and	 6.0	 ns).	
Final	 constraints	were	obtained	by	averaging	
the	 upper	 and	 lower	 distance	 bounds	 in	 all	
the	 MARDIGRAS	 runs.	 No	 solvent	 exchange	
effects	 were	 taken	 into	 account	 in	 the	
analysis	of	NOE	intensities	 in	H2O.	Therefore,	
only	 upper	 limits	 were	 used	 in	 the	 distance	
constraints	involving	labile	protons.	In	case	of	
severe	overlapping	between	cross-peaks,	 the	
NOE	 intensities	 are	 not	 considered	 reliable	
enough	 for	 the	 complete	 relaxation	 analysis	
and	the	only	qualitative	upper	distance	limits	
were	set	according	to	a	visual	classification	of	
NOEs	in	strong,	medium	and	weak.	J-coupling	
constants	were	roughly	estimated	from	DQF-
COSY	 cross-peaks.	 In	 all	 cases,	 DQF-COSY	
cross-peaks	 were	 consistent	 with	 a	 South	
domain	conformation.		
Refinement	 of	 experimental	 structures.	 Two	
different	 approaches	 were	 used	 to	 derive	
ensembles	of	structures	using	atomistic	force-
fields	 based	 on	 the	 distance	 constraints	
obtained	 experimentally.	 The	 first	 approach,	
labeled	as	Standard	in	this	work,	refers	to	the	
classical	 and	 usual	 annealing	 procedure	
performed	 using	 parmbsc0	 force-field.	
Accordingly,	 ideal	 fiber	 B-DNA	 and	 A-DNA	
structures	 are	 thermalized	 (298	 K)	 and	
equilibrated	 for	100	ps	each	 (using	 the	same	
options	 described	 previously),	 applying	
harmonic	restraints	of	100	kcal/mol·Å2	on	the	
DNA.	 Then,	 a	 500	 ps	 MD	 simulation	 is	
performed	 where	 the	 global	 restraints	 are	
replaced	 by	 the	 specific	 NMR	 distance	

constraints	 obtained	 experimentally	 (each	
represented	 by	 a	 harmonic	 restraint	 of	 20	
kcal/mol·Å2).	 To	 obtain	 the	 final	 ensemble,	
fifty	structures	(one	every	10	ps)	were	chosen	
and	 minimized	 individually	 in	 vacuo	 at	 0	 ºK	
removing	 ions	 and	 waters	 but	 keeping	 the	
NMR	 constraints.	 In	 the	 second	 approach	
different	starting	structures	were	used	(using	
the	 3	 reference	 force-fields:	 parmbsc0,	
parmbsc1	 and	 OL15),	 as	 well	 as	 a	 different	
annealing	 protocol.	 The	 same	 thermalization	
and	 equilibration	 procedures	 were	 used	 but	
starting	 from	 equilibrated	 structures	 (taken	
after	 1	µs	 of	 simulation	 time)	 obtained	 from	
the	 unbiased	 MD	 simulations	 described	
previously.	 Then,	 3	 MD	 simulations	 of	 500	
ps/50	ps/500	ps	were	performed	in	this	way:	
i)	 The	 NMR	 constraints	 were	 smoothly	
applied	(from	0	to	500	ps)	scaling	linearly	the	
harmonic	restraints	from	2	to	20	kcal/mol·Å2.	
ii)	 the	system	 is	 then	cooled	down	during	50	
ps	 from	 298	 to	 50	 ºK	 maintaining	 the	
restraints.	 iii)	Finally,	the	last	segment	of	500	
ps	 of	MD	 simulation	 at	 50	 ºK	with	 the	NMR	
constraints	 (20	 kcal/mol·Å2)	 are	 used	 to	
generate	 the	 ensemble	 of	 structures	 (50	
structures,	 one	 every	 10	 ps).	 Depending	 on	
the	 origin	 of	 the	 initial	 structures,	 these	
ensembles	were	labeled	in	this	work	as:	NMR-
BSC0,	NMR-BSC1	and	NMR-BSC0OL15.	
Analysis.	 During	 production	 runs,	 data	 was	
typically	 collected	 every	 1	 ps,	which	 allowed	
us	 to	 study	 infrequent,	 but	 fast	movements.	
Geometrical	 analysis	 were	 carried	 out	 with	
AMBERTOOLS	 15,	 GROMACS	 tools,	 MDWeb,	
NaFlex,	 and	 the	 Curves+	 package.	 As	 in	 our	
recent	work,	the	3D-RISM	model	was	used	to	
compute	 the	 SAXS-WAXS	 spectra	 (Small-
Angle	and	Wide-Angle	X-ray	Scattering)	of	the	
experimental	 structures	 1BNA	 (X-ray),	 1NAJ	
(NMR),	 1GIP	 (NMR),	 the	 NMR	 structures	
derived	 in-house,	 and	 the	 average	 structure	
from	the	unbiased	MD	simulations	(computed	
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with	 cpptraj	 from	 the	 last	 200	 ns	 of	
simulation).	 SAXS-WAXS	 spectra	 were	 only	
computed	for	the	DDD	sequence,	from	which	
the	 experimental	 solution	 scattering	 profile	
was	 available.	 The	 distribution	 function	 of	
waters	 and	 ions	 computed	 with	 RISM	 also	
considered	a	TIP3P	 solution	with	150	mM	of	
added	 NaCl.	 The	 statistical	 analysis	 was	
obtained	with	 the	 R	 3.0.1	 statistical	 package	
and	 the	 ggplot2	 library,	 or	 with	 MATLAB	
version	 2014a.	 The	 molecular	 plots	 were	
generated	using	either	VMD	1.9,	or	the	UCSF	
Chimera	package	version	1.8.1.	
	

RESULTS	AND	DISCUSSION	
	

Are	 “experimental	 structures”	 accurate?	 As	
described	 above,	 “experimental	 structures”	
are	in	reality	just	models	which	fulfill	a	series	
or	 geometrical	 retrains	 derived	 from	 the	
processing	 of	 some	 experimental	
observables.	 In	 particular,	 most	 “NMR-
experimental	 structures”	 in	 solution	 are	
derived	from	MD	simulations	that	incorporate	
three	 types	 of	 experimental	 restrains:	 i)	 the	
interchangeability	of	protons	which	provide	a	
direct	 information	 on	 the	 hydrogen	 bonding	
scheme,	 ii)	 the	 J-couplings	 which	 provide	
direct	information	on	certain	torsional	angles	
(for	example	those	defining	sugar	puckering),	
and	 iii)	 the	 NOE	 intensities,	 which	 after	
processing	 yield	 average	 inter-proton	
distances.	 Additional	 restrains,	 such	 as	 the	
residual	 dipolar	 couplings	 (RDC)	 can	 be	
incorporated,	 but	 this	 is	 still	 not	 a	 common	
practice.	 Fortunately	 for	 our	 purposes,	 DDD	
was	 used	 as	 a	 model	 for	 a	 tour-of-force	 for	
NMR	 refinement	 and	 structure	 at	 PDB	 entry	
1NAJ	 was	 refined	 considering	 all	 possible	
NMR-derived	 restrains,	 leading	 to	 what	 is	
supposed	 to	 be	 the	most	 accurate	model	 of	
DDD	in	solution.	Comparison	of	our	“de	novo”	
NMR	 structure	 with	 1NAJ	 provides	 us	 direct	

information	 on	 the	 errors	 expected	 in	 NMR-
derived	 models	 obtained	 using	 the	 current	
standards	 for	 NMR	 structural	 refinement.	
Additional	information	on	the	accuracy	of	the	
new	 experimental	 structure	 of	 DDD	 can	 be	
obtained	 by	 comparing	 with	 high	 resolution	
X-Ray	 data	 (excluding	 terminal	 bases	 to	
reduce	 lattice	 artifacts),	 with	 other	 NMR-
refined	 models,	 and	 finally	 with	 low	
resolution	 data	 derived	 from	 wide	 angle	
scattering	spectroscopy	in	solution	(WAXS).	
	
The	currently	 standard	procedure	 to	 refine	a	
DNA	 structure	 from	 NMR	 data	 starts	 with	 a	
series	 of	 NMR-restrained	 MD	 simulations,	
taking	 A-	 and	 B-	 helices	 starting	 structures.	
When	 convergence	 of	 the	 different	
trajectories	 is	 clear,	 an	 annealing	 process	 is	
done,	yielding	to	a	set	of	DNA	conformations	
which	 are	 expected	 to	 define	 the	 structural	
ensemble	in	solution	(see	Methods).	For	DDD	
this	procedure	leads	to	a	fast	convergence	of	
all	trajectories	to	the	B-basin,	and	to	a	narrow	
set	 of	 structures	 pertaining	 to	 the	 B-family	
and	 that	 reproduces	 well	 experimental	
restrains,	 which	 is	 typically	 considered	 to	
signal	 a	 good	 quality	 in	 the	 refined	 model	
(Tables	1	and	2).	The	optimized	structures	are	
globally	 similar	 to	 previously	 reported	
“experimental	structures”	for	DDD	(see	Table	
1),	but	looking	in	detail	disturbing	differences	
become	 evident.	 For	 example	 (see	 Figure	 1)	
twist	 of	 central	 d(ApT)	 step	 is	 very	 low	 in	
ensembles	 obtained	 using	 the	 standard	
refinement	 procedure	 compared	 with	 1NAJ,	
with	crystal	structures	and	with	the	expected	
values	 obtained	 from	 database	 analysis	 (see	
Suppl	 Figure	 S1).	 This	 under-twisting	 is	
corrected	 in	neighboring	d(ApA)	steps,	which	
adopt	 unusually	 large	 twist	 values	 (Figure	 1	
and	 Supp.	 Figure	 S1)	 leading	 to	 an	 overall	
correct	 helix.	 This	 sharp	 twist	 profile	 is	 not	
directly	 supported	 by	 specific	 NOEs	 in	 this	
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region,	and	 is	not	due	 to	errors	 in	 the	 force-
field	(pambsc0	as	default;	see	below),	but	it	is	
mostly	 related	 to	 equilibration	 artefacts	
probably	 produced	 by	 the	 sharp	 cooling	 of	
the	 system,	which	 reduce	 dramatically	 NOEs	
violation,	 but	 at	 the	 expense	 of	 distorting	
locally	 the	 structure.	 In	 fact,	 when	 a	 more	
elaborated	refinement	procedure	is	used	(see	
Methods,	 Table	 1	 and	 Figure	 1)	 with	 exactly	
the	 same	 experimental	 restraints	 better	
helical	profiles	are	obtained	for	all	 the	force-
fields	 (Tables	 1,	 2,	 Figure	 1	 and	 Suppl.	 Table	
S1).	It	is	worth	noting	that	the	force-field	used	
in	refinement	seems	less	relevant	for	the	final	
quality	 of	 the	model,	 as	 the	 NMR-structures	
refined	 using	 parmbsc0,	 parmbsc1	 and	OL15	
are	quite	similar	(see	Tables	1	and	2).	Finally,	
a	few	words	of	caution	are	needed	on	the	use	
of	 the	 “NOE	 violations”	 as	 a	 direct	
undisputable	 measure	 of	 the	 quality	 of	
structural	 ensembles.	 Thus,	 NMR-refined	
ensembles	 in	 PDB	 codes	 1NAJ	 or	 1GIP,	 or	 X-
Ray	 structures	 lead	 to	 a	 non-negligible	
number	of	violations	of	our	NMR	data,	while	
these	 experimental	 structural	 models	 are	
close	to	ours	(see	Figure	1	and	Table	2),	while	
the	 structural	 model	 refined	 from	 the	
standard	NMR-	procedure	(see	above),	which	
leads	 to	 unrealistic	 sequence	 dependent	
properties	 (Figure	 1	 and	 Table	 2),	 shows	
structural	 ensembles	 with	 the	 best	 NOE	
violation	metrics.		
In	 summary,	 systematic	 analysis	 with	 a	 very	
well	 characterized	 B-DNA	 duplex,	 strongly	
suggests	 that	 while	 global	 structure	 can	 be	
safely	 recovered	 by	 NMR-restrained	models,	
some	 caution	 is	 needed	 when	 going	 to	
details,	 since	 they	 are	 depended	 on	 the	
quality	 of	 the	 data	 and	 on	 the	way	 in	which	
they	are	processed,	and	that	can	contain	non-
negligible	 local	 errors,	 difficult	 to	 detect	 “a	
priori”.	 This	 means	 that:	 i)	 some	 indulgence	
should	 be	 apply	 to	 simulation	 results,	 as	

significant	 local	 deviations	 between	 NMR-
derived	 models	 and	 theoretical	 results	 are	
not	 always	 signaling	 a	 poor	 quality	 of	 the	
later,	and	 ii)	some	caution	should	exist	when	
helical	 parameters	 derived	 at	 the	 base-pair	
step	 level	 from	NMR-data	 are	 transferred	 to	
reproduce	 structural	 properties	 of	 other	
duplexes.	
Do	 force	 fields	 corrupt	duplex	 structure?	As	
described	above,	we	have	 collected	accurate	
NMR	 observables	 for	 three	 very	 different	
DNA	 duplexes,	 which	 in	 all	 the	 cases	 are	
found	 as	 stable	 B-type	 structures.	 We	 can	
then	 compare	 the	 structural	 models	 derived	
by	 imposing	 NMR	 restraints	 (using	 the	 mild	
refinement	 procedure	 outlined	 above,	which	
seems	 to	 correct	 some	 of	 the	 errors	 of	 the	
standard	procedure)	with	unbiased	ms-	scale	
simulations	 performed	 with	 the	 different	
force-fields.	As	shown	in	Figures	2	and	3,	not	
all	 the	 force-fields	 provide	 samplings	
consistent	 with	 the	 experimental	 data.	 For	
example,	 the	 scaling	 down	of	 van	 der	Waals	
interactions	 in	 CG-force-field	 leads	 to	
structures	which	are	far	from	those	expected	
for	 a	 B-DNA	 duplex.	 CHARMM36	 provides	
reasonable	 structures	 for	 the	 central	 portion	
of	 the	duplex	 (perhaps	with	the	exception	of	
roll),	 but	 terminal	 fraying	 is	 too	 large	
distorting	 the	 geometry	 neighboring	 pairs	
(see	 Figure	 3	 and	 discussion	 below).	 The	
newly	 polarizable	 CHARMM36pol	 force-field	
represents,	in	our	opinion,	a	milestone	in	the	
development	 of	 a	 new	 generation	 of	 force-
fields,	 as	 it	 is	 able	 to	 maintain	 the	 duplex	
integrity	 for	around	100	ns	 (which	should	be	
considered	 a	 major	 success	 for	 this	 type	 of	
experimental	 force-fields),	 but	 room	 for	
improvement	 exist	 in	 the	 balance	 of	 the	
different	 interactions,	 as	 all	 the	 duplexes	
simulated	with	 this	 force-field	 are	 extremely	
distorted	 in	 the	 ms	 scale	 (see	 Figure	 3).	
Trajectories	 obtained	 with	 parmbsc0,	 the	
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different	 patches	 added	 to	 parmbsc0	 by	
Jurečka	 and	 coworkers,	 and	 parmbsc1	
provide	 stable	 helices	 belonging	 in	 all	 the	
cases	to	the	B-family	(see	Figures	2-4).	
What	is	the	global	quality	of	theoretical	DNA	
ensembles?	 Unbiased	 MD	 trajectories	
obtained	 from	 parmbsc1	 and	 OL15	
simulations	 provide	 samplings	 of	 the	 DDD	
conformational	 space	 that	 are	 globally	 hard	
to	distinguish	from	the	experimental	models,	
as	 noted	 in	 RMSd	 in	 the	 range	 1.3-1.7	 Å	
(Table	 3a)	 to	 the	 different	 experimental	
models,	 values	 which	 are	 not	 far	 from	 the	
range	1.0-1.5	Å	 found	between	 the	different	
experimental	 models	 (Table	 1).	 Similarly,	
average	 helical	 parameters	 obtained	 from	
unbiased	 MD	 trajectories	 of	 DDD	 using	
parmbsc1	or	OL15	 force-fields	are	within	 the	
range	 of	 variability	 of	 experimental	 models	
(Table	 4,	 Figure	 2).	 All	 other	 BSC0-based	
force-fields	 behave	 also	 reasonably	 well	 in	
terms	 of	 general	 structure	 for	 DDD,	 while	
significantly	 larger	 RMSds	 and	 worse	 helical	
parameters	 are	 found	 for	 the	 rest	 of	 the	
tested	 potentials	 (see	 also	 Figure	 2).	 As	
discussed	 above,	 it	 is	 important	 to	 not	 only	
evaluate	the	similarity	between	unbiased	MD	
samplings	 and	 experimental	 structural	
models,	 but	 also	 the	 ability	 of	 unbiased	
ensembles	 to	 reproduce	 direct	 experimental	
observables.	 Not	 surprisingly,	 parmbsc1	
simulations	 reproduce	 very	 well	 NMR	
restrains	 used	 in	 solving	 1NAJ,	 and	
encouraging,	 also	 the	 new	NMR	 observables	
collected	here	(Table	5).	In	fact,	the	parmbsc1	
unbiased	 trajectories	 for	 DDD	 seem	 to	 be	
more	 consistent	with	NMR	 observables	 than	
many	 of	 the	 experimental	models	 deposited	
in	PDB	(compare	Table	2	and	5).	Furthermore,	
parmbsc1	 trajectories	 reproduce	 also	 very	
well	the	challenging	WAXS	spectrum,	which	is	
not	 well	 reproduced	 for	 most	 of	 the	
experimental	 models	 deposited	 in	 PDB	

(Suppl.	 Table	 S1).	 As	 expected	 from	 the	
previous	 sections	 the	 new	 OL15	 functional	
provides	also	good	estimates	of	experimental	
observables,	while	 slightly,	worse	 results	 are	
derived	 from	 parmbsc0,	 OL1	 and	 OL1+OL4	
force-fields.	 Large	 deviations	 between	
predicted	 and	 detected	 experimental	
observables	 are	 found	 in	 simulations	
performed	 with	 the	 other	 force-fields	
considered	in	this	work.		
In	summary,	last	generation	of	AMBER	family	
of	force-fields	(the	2014-developed	parmbsc1	
and	 the	 2016-developed	 OL15)	 reproduces	
extremely	well	 the	general	structure	of	DDD.	
However,	 DDD	was	 always	 the	 guinea	 pig	 in	
force-field	development,	and	accordingly	this	
good	 agreement	 might	 just	 reflect	 over-
training	 in	 the	 force-field.	 We	 could	 argue	
that	 overtraining	 cannot	 explain	 agreement	
on	WAXS	spectra,	or	with	the	new	NMR	data	
for	 DDD	 collected	 here.	 However,	 as	
discussed	above,	in	order	to	have	a	complete	
unbiased	 estimate	 of	 the	 quality	 of	 recent	
force-fields	 we	 analyzed	 theoretically	 SEQ2	
and	 SEQ3,	 duplexes	 for	 which	 no	
experimental	information	was	available	at	the	
time	 of	 running	 the	 simulations.	 Results	 in	
Table	3b	confirm	the	ability	of	parmbsc1	and	
OL15	 to	 sample	 conformations	 globally	 close	
to	 the	 refined	NMR	ones	 (RMSd	around	1.6-
1.8	Å;	 see	Table	3),	providing	average	helical	
coordinates	 which	 are	 very	 close	 to	 the	
experimental	ones	(Table	4)	for	both	duplexes	
(see	 also	 Figure	 3).	 NOE	 violations	 (Table	 5)	
obtained	from	parmbsc1	and	OL15	samplings	
at	 room	 temperature	 are	 obviously	 larger	
than	those	obtained	when	the	NMR	restrains	
are	 included	 (see	 Suppl.	 Table	 S2)	 and	
temperature	is	reduced	to	50°	K,	but	close	to	
the	 errors	 found	 in	 Table	 2	 for	 other	 high-
quality	 structures	 of	 DDD.	 In	 summary,	
comparison	of	unbiased	trajectories	for	SEQ2	
and	 SEQ3	 with	 previously	 unavailable	



212 PARMBSC1 
 

experimental	 data	 rules	 out	 hypothesis	 of	
overtraining	 in	 the	 development	 of	 the	 last	
generation	 of	 AMBER-family	 of	 force-fields	
and	demonstrate	the	accuracy	of	these	force-
fields	 in	terms	of	global	structure	in	solution.	
We	 cannot	 evaluate	 here	 the	 ability	 of	
parmbsc1	and	OL15	ensembles	 to	 reproduce	
WAXs	 spectra,	 but	 we	 provide	 estimates	 for	
future	experimental	 testing	 (see	Suppl.	Table	
S3).	 As	 expected	 from	DDD	 results,	 previous	
parmbsc0-based	 force-fields	 behave	
reasonably	 well,	 CHARM36	 generate	 some	
moderate	artifacts	 related	to	massive	 fraying	
(see	below)	and	Chen-Garcia	 force-field	yield	
to	 largely	under-twisted	structures	 (Tables	3-
4).	Finally,	as	discussed	for	DDD	the	polarized	
CHARMM36	behaves	 very	well	 for	 dozens	of	
nanoseconds,	but	later	the	helical	structure	is	
lost	(see	Figure	3	and	Table	4)		
Are	 helix	 ends	 well	 represented	 by	 current	
force-fields?	 The	 breathing	 of	 central	 base	
pairs	 is	 a	 very	 rare	 event,	 as	 it	 requires	
breaking	 dual	 stacking	 interactions,	
something	 very	 unlikely	 in	microsecond-long	
simulations	for	coding	bases	(CITA	ELENA	DFT	
and	 references	 we	 cite	 there),	 but	 stacking	
interactions	are	less	intense	for	terminal	base	
pairs,	which	are	then	expected	to	open	more	
frequently.	 In	 fact,	 there	 are	 110	 DNA	
duplexes	in	PDB,	where	at	 least	one	terminal	
base	 pair	 is	 broken	 (this	 represents	 60%	 of	
the	 DNA	 structures	 in	 PDB).	 However,	 40	 of	
the	110	open	pairs	are	d(A·T),	and	 in	70%	of	
the	 cases	 the	 open	 pair	 shows	 hydrogen	
bonding	 interactions	 with	 other	 nucleobases	
in	 the	 crystal	 lattice.	 In	 the	 three	 duplexes	
considered	 here	 the	 helices	 are	 caped	 with	
d(C·G)	 pairs,	 which	 means	 that	 we	 should	
expect	 slight	 breathing,	 but	 rare	 opening	
events	 in	 time	 scale	 of	 the	 simulations.	
Furthermore,	 the	 analysis	 of	 proton	
interchangeability	 indicates	 that	 protons	 at	
the	 terminal	 d(C·G)	 step	 have	 a	 similar	

accessibility	to	solvent	than	those	of	a	central	
d(C·G)	steep	(Figure	XX),	and	sequential	NOEs,	
which	 provide	 direct	 information	 on	 local	
stacking	 (see	 Figure	 XY)	 have	 a	 similar	
intensity	 in	 central	 and	 terminal	 base	 pair	
steps.	Altogether,	even	our	NMR	data	cannot	
provide	 a	 quantitative	 estimate	 of	 the	
opening	 frequencies,	 they	 are	 inconsistent	
with	a	massive	opening	of	the	terminal	pairs,	
in	 disagreement	 not	 only	 with	 CHARMM36,	
CHARMM36pol,	 but	 also	with	 parmbsc0	OL1	
and	Chen-Garcia	 simulations	 (Table	 4,	 Figure	
3	 and	 Figure	 4).	 Trajectories	 collected	 with	
the	last	generation	of	AMBER	force-fields	are	
in	 much	 better	 agreement	 with	 NMR	 data,	
reporting	 a	 conservation	 of	 terminal	
hydrogen	 bonding	 above	 96%	 of	 the	
simulation	time.	The	conservation	of	terminal	
pairing	 is	 an	 important	 improvement	 since	
opened	 base	 often	 displaced	 towards	 the	
groove	 leading	to	a	propagation	of	structural	
distortions	 in	 the	 central	 portion	 of	 the	
duplexes.	
Are	 sequence-dependent	 properties	 of	 DNA	
well	 reproduced	 by	 force-fields?	 Massive	
initiatives,	 such	 as	 the	 Ascona	 B-DNA	
consortium	 are	 using	 MD	 simulations	 of	 a	
large	number	of	duplexes	to	trace	sequence-
dependent	 properties	 of	 DNA,	 providing	
parameters	that	can	be	then	implemented	in	
coarse-grained	 helical	 models	 to	 simulate	
long	 DNA	 segments.	 	 Unfortunately,	 except	
for	 a	 few	 cases,	 the	 validity	 of	 sequence-
dependent	 geometrical	 parameters	 derived	
from	 MD	 simulations	 has	 not	 been	 yet	
demonstrated.	 Figure	 2	 shows	 that	 all	
parmbsc0-based	 force-field	 are	 able	 to	
provide	reasonable	general	profiles	of	helical	
properties	along	the	central	10	bp	part	of	the	
sequence,	but	a	detailed	analysis	 shows	 that	
parmbsc0	 and	 OL1-OL4	 generate	 good	
relative	profiles,	but	underestimate	 the	 twist	
(see	 above).	 The	 OL1	 and	 OL15	 simulations	
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lead	to	very	good	profiles	in	the	entire	duplex	
(see	Table	6	and	Figure	2)	except	for	a	certain	
over-twist	 at	 the	 CG	 step	 which	 generates	
compensatory	under-twist	at	the	neighboring	
d(GA)	 and	 d(GC),	 an	 apparently	 incorrect	
balance	 in	 low/high	 twist	 populations	 at	
d(CG)	step	seems	to	be	the	responsible	of	this	
effect	 (see	 Suppl.	 Fig.	 S2),	 which	 was	 also	
present	 in	 more	 extended	 OL15	 simulations	
by	 Cheatham	 and	 coworkers.	 Parmbsc1	
provide	helical	profiles,	which	are	in	practice,	
indistinguishable	from	the	experimental	ones	
for	 the	 entire	 duplex	 (Figure	 2	 and	 Table	 6).	
The	 C36	 helical	 profiles	 deviate	 from	 the	
experimental	one	mostly	because	of	the	large	
fraying	 at	 the	 ends	 (Table	 6),	 but	 it	 terminal	
base	 pairs	 are	 removed	 from	 the	 study	 the	
C36	helical	profiles	are	reasonable	except	for	
some	 problems	 with	 roll.	 Globally	 (Table	 6)	
the	 CG	 helical	 profiles	 benefit	 from	 a	 better	
representation	 of	 helix	 termini,	 but	
systematic	 errors	 in	 some	of	 the	parameters	
are	 very	 clear	 (Figure	 2).	 Finally,	 as	
commented	above	the	C36pol	 force-field	has	
problems	 to	 define	 properly	 the	 helical	
structure	(see	Figure	3).	
As	 noted	 above,	 it	 can	 be	 claimed	 that	 the	
good	 ability	 of	 recent	 AMBER	 force-fields	 to	
reproduce	 DDD	 helical	 profiles	 might	 be	 an	
overtraining	 artifact.	 However,	 both	
parmbsc1	 and	 OL15	 are	 able	 to	 reproduce	
also	very	well	the	global	helical	properties	for	
SEQ2	 and	 SEQ3	 (Tables	 3b	 and	 4)	 as	well	 as	
the	 helical	 profiles	 (Table	 6,	 Figure	 4).	
Furthermore,	 the	 NMR-violations	 found	 in	
unbiased	 MD	 simulations	 using	 OL15	 and	
parmbsc1	force-fields	for	SEQ2	and	SEQ3	are	
similar	to	those	found	for	the	DDD	(Table	5),	
and	 within	 the	 range	 expected	 from	 the	
experimental	 noise	 (compare	 Table	 5	 and	
Table	 2).	 In	 summary,	 parmbsc1	 and	 OL15	
behaves	similarly	for	the	DDD	and	SEQ2/SEQ3	
sequences,	suggesting	that	overtraining	is	not	

a	major	source	of	artefacts.	Detailed	analysis	
of	 individual	 helical	 profiles	 for	 SEQ2	 and	
SEQ3	 (Fig	 4)	 illustrates,	 however,	 the	
existence	 of	 some	 discrepancies	 between	
NMR-derived	 helical	 profiles	 and	 those	
obtained	 from	unbiased	MD	simulations.	 For	
example,	 for	 SEQ2	 both	 parmbsc1	 and	OL15	
suggest	 a	 smoother	 twist	 profile	 than	 that	
found	 in	 NMR-biased	 calculations,	 which	
suggest	a	very	 low	twist	 (around	25	degrees)	
at	 the	 central	 d(CpG)	 step	 which	 leads	 to	 a	
compensatory	 increase	 in	 twist	 the	
neighboring	 steps,	 with	 the	 d(GpA)	 step	
sampling	 twist	 values	 above	 40	 degrees.	 For	
SEQ3	the	most	significant	difference	between	
unbiased	 parmbsc1/OL15	 and	 NMR-
restrained	 simulations	 are	 found	 for	 tilt,	
whose	 profile	 is	 quite	 flat	 in	 unbiased	
parmbsc1/OL15	 simulations,	 while	 it	 shows	
sharp	and	compensatory	variations	along	the	
sequence	in	the	NMR-biased	simulations.		
The	 analysis	 of	 DDD	 for	which	 very	 accurate	
experimental	 structures	 were	 available	
warned	us	against	too	sharp	profiles	in	NMR-
refined	 structures	 (see	 above).	 Thus,	 we	
compared	 NMR-biased	 and	 unbiased	 helical	
values	with	the	distribution	of	values	(for	the	
same	step)	reported	in	previous	experimental	
studies.	 Interestingly,	 the	 low	 twist	 at	 the	
central	d(CpG)	step	in	SEQ2	is	consistent	with	
100%	 population	 of	 the	 in	 “low	 twist”	 state,	
something	 that	 is	 possible,	 but	 not	 common	
in	 experimental	 structures	 (see	 Suppl.	 Figure	
S3),	 which	 seems	 to	 favor	 a	 twist	 balance	
more	 similar	 to	 that	 obtained	 parmbsc1	 and	
OL15	simulations	(Figure	S3).	The	low	twist	at	
the	 CpG	 step	 trigers	 to	 compensatory	
changes,	 visible	 in	 twist	 values	 for	 d(GpA)	
above	40	degrees,	which	is	significantly	larger	
than	 the	 values	 typically	 sampled	 in	 other	
experimental	 structures	 (Suppl.	 Figure	 S3).	
The	sharp	compensatory	 tilt	variations	 found	
for	 SEQ3	 in	 the	 NMR-restrained	 simulations	
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have	 not	 impact	 in	 the	 overall	 duplex	
structure,	 but	 lead	 to	 tilt	 values	 very	
uncommon	 in	 previous	 experimental	
structures	(Suppl.	Figure	S4).	Finally,	large	roll	
values	 (which	compensate	each	other)	 found	
in	 NMR-restrained,	 but	 not	 in	 MD	 unbiased	
simulations	for	SEQ3	are	again	rather	unusual	
in	previously	structures	(Suppl.	Figure	S4).	It	is	
worth	 noting	 that	 these	 discrepancies	 found	
between	 unbiased	 and	 NMR-biased	
structures	cannot	be	justified	from	the	force-
field	 used	 in	 NMR-refinement,	 as	 results	
obtained	 with	 NMROL15	 and	 NMRpambsc1	 are	
very	similar	(Figure	4).	
Previous	analysis	suggest	that	both	parmbsc1	
and	 OL15	 are	 able	 to	 reproduce	 very	 well	
sequence	 dependent	 properties	 as	
determined	by	NMR	data	in	solution,	but	also	
that	 quite	 surprisingly,	 when	 deviations	
appear,	 it	 is	 not	 so	 simple	 to	 assign	 the	
differences	 to	 force-field	 artefacts.	 The	
question	 is	 then	 whether	 the	 “uncommon”	
helical	 parameters	 sampled	 by	 NMR-
restrained	 simulations	are	directly	 supported	
by	 direct	 experimental	 data,	 or	 are	 a	
consequence	 of	 the	 limited	 amount	 of	
restraints,	 the	mathematical	 procedure	 used	
to	 implement	 the	 restraints	or	 the	annealing	
procedure	(the	mild	cooling	method	has	been	
used	for	all	the	discussions	here).	
Are	MD	 structures	better	 than	extrapolated	
models.	Most	studies	of	DNA	use	an	average	
representation	 of	 DNA	 derived	 from	 fiber	
diffraction	 data	 by	 Arnott	 and	 coworkers.	
More	elaborated	models	introduce	sequence-
dependence	 by	 using	 average	 helical	
parameters	 derived	 at	 the	 base-pair	 step	
assuming	 the	 near	 neighbor	 model	 and	
experimental	 data	 in	 PDB.	 Alternative	
approaches	use	average	helical	parameters	at	
the	 base-pair	 level	 but	 in	 the	 tetramer	
context.	 This	 approach	 is	 coupled	 to	 MD	
ensembles	as	few	tetramers	are	well	covered	

in	 PDB.	 The	 last	 question	 in	 this	 paper	 is	
whether	 atomistic	 MD	 simulations	 are	
required	 or	 these	 sequence-independent	 or	
sequence-dependent	 helical	 parameters	 are	
able	to	provide	already	accurate	duplexes.	To	
investigate	 this	 point	 we	 use	 BigNasim	 to	
create	expected	models	using	average	helical	
parameters	 from	 Arnott,	 average	 base	 pair	
step	parameters	from	PDB,	and	ABC	tetramer	
parameters.	
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TABLES	

Table	 1	 |	 Comparison	 of	 average	 RMSd	 values	 (in	 Å)	 of	 the	 NOEs-restrained	 MD	 simulations	

calculated	in	reference	to	NMR	or	X-RAY	structures	of	the	DDD	sequence.	

Structure	 Standardc	 BSC1-NOEd	 BSC0-NOEd	 BSC0OL15-NOE
d	

1NAJa	 1.32	 1.07	 1.20	 1.22	
1GIPa	 1.09	 1.14	 1.15	 1.23	
XRAYb	 1.72	 1.39	 1.43	 1.49	
1JGR	 1.64	 1.35	 1.35	 1.46	
4C64	 1.67	 1.37	 1.39	 1.48	

a	 The	RMSd	 calculations	were	done	 against	 an	 average	 structure	 obtained	 from	NMR	 conformations	with	 PDB	 code	
1NAJ	and	1GIP.	b	The	averages	were	obtained	combining	the	X-Ray	structures	with	PDB	codes:	1BNA,	2BNA,	7BNA	and	
9BNA.	 Note	 that	 the	 capping	 base-pairs	 were	 not	 considered.	 c	 NMR	 structures	 obtained	 by	 using	 the	 standard	
refinement	process	with	annealing	and	optimization	using	the	default	BSC0	force-field	(see	Methods).	d	NMR	structures	
obtained	by	using	the	mild	annealing	procedure	described	in	the	Methods	Section	using	3	force-fields:	BSC1,	BSC0,	and	
BSC0OL15.	
	
	
	
Table	2	|	Summary	of	NOE	distances	violation	and	energy	penalties	for	the	DDD	sequence	using	the	
NMR	data	obtained	in-house	(see	Methods).a	

Structure	
Nº	of	

violations	

Energy	penaltyb	

(kcal/mol)	

Average	

violation	(Å)	

Largest	violation	

(Å)	

BSC1-NOE	 8	 20.4	 0.35	 0.46	
BSC0-NOE	 9	 22.7	 0.35	 0.43	

BSC0OL15-NOE	 14	 35.0	 0.35	 0.47	
Standard	NMR		 5	 11.3	 0.33	 0.40	

1NAJc	 35	 159.2	 0.47	 0.63	
1GIPc	 50	 265.4	 0.51	 1.06	
X-RAYc	 46	 332.1	 0.60	 1.58	

a	Taking	T	as	298.15	K,	the	kT	constant	has	a	value	of	0.5924812	kcal	mol-1.	We	considered	an	experimental	restraint	
violated	when	its	average	penalty	energy	was	above	3·kT.	Given	the	force	constant	used	to	apply	the	distance	restraints	
(kres	=	20	kcal/Å

2),	3·kT	is	equivalent	to	set	a	tolerance	of	±0.3	Å	on	the	experimental	range	to	consider	that	a	specific	
distance	has	been	violated.	 b	For	each	distance	 the	energy	penalty	 (Epen)	was	computed	as:	Epen	=	kres(distcalc-distobs)

2.	
Note	that	we	simply	reported	the	sum	of	each	individual	Epen.

	c	A	single-point	calculation	in	vacuo	was	performed	on	the	
average	experimental	structure	applying	our	NMR	restraints.		
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Table	 3a	 |	 Comparison	 of	 average	 RMSd	 values	 (in	 Å)	 calculated	 in	 reference	 to	NMR	 or	 X-RAY	

structures	of	the	DDD	sequence.	

Force-field	 1NAJa	 NMRb	 X-RAYc	 	 1JGR	 4C64	

BSC1	 1.39	 1.61	|	1.81	 1.68	 1.63	 1.69	

BSC0	 1.77	 1.87	|	2.04	 2.78	 2.06	 2.17	

BSC0OL1	 1.65	 1.72	|	1.87	 1.90	 1.83	 1.91	

BSC0OL1+OL4	 1.85	 1.74	|	2.00	 2.06	 1.94	 2.03	

BSC0OL15	 1.46	 1.67	|	1.83	 1.66	 1.65	 1.70	

Chen-García	 4.12	 3.50	|	3.88	 4.32	 4.15	 4.22	

C36	 3.29	 3.27	|	3.40	 3.40	 3.37	 3.40	

C36pol	 10.36	 10.27	|	10.28	 10.01	 10.10	 10.03	
a	The	 RMSd	 calculations	were	 done	 against	 an	 average	 structure	 obtained	 from	NMR	 conformations	with	 PDB	 code	
1NAJ.	 b	de	 novo	 NMR	 data	 for	 the	 DDD	 sequence	 were	 obtained	 in	 our	 labs	 (see	Methods).	 First	 row	 of	 numbers	
correspond	to	the	NMR	ensemble	refined	with	BSC1,	and	the	second	row	with	BSC0OL15.

c	As	 in	(a),	the	averages	were	
obtained	combining	the	X-Ray	structures	with	PDB	codes:	1BNA,	2BNA,	7BNA	and	9BNA.	Note	that	the	capping	base-
pairs	were	not	considered	in	RMSd	calculations.	

	

	

Table	3b	|	Comparison	of	average	RMSd	values	(in	Å)	calculated	in	reference	to	de	novo	NMR	data	

collected	in	our	 lab	(refined	using	parmBSC1	(top	value	in	the	cell)	or	OL15	(bottom	value	in	cell)	

force	fields)	for	SEQ2	and	SEQ3.	

	
BSC1	 BSC0	 OL1	 OL1.OL4	 OL15	 Chen-

Garcia	 C36	 C36dip	

SEQ2	
	

1.69	 2.10	 1.69	 1.80	 1.72	 3.36	 3.41	 7.39	
1.68	 1.93	 1.63	 1.70	 1.71	 3.27	 3.42	 7.23	

SEQ3	
	

1.85	 2.45	 2.04	 2.09	 1.88	 3.57	 4.95	 4.14	
1.79	 2.35	 1.96	 2.02	 1.86	 3.34	 4.92	 4.07	

Note	that	the	capping	base-pairs	were	not	considered	in	RMSd	calculations.	
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Table	4	|	Comparison	of	global	twist	and	roll	values	(in	degrees)	and	average	canonical	WC	

hydrogen	bond	count	(HB%)	with	(all)	or	without	(no	ends)	terminal	base	pairs.	

	 	 DDD	 SEQ2	 SEQ3	
		 	 Twist	 Roll	 HB	%	 Twist	 Roll	 HB	%	 Twist	 Roll	 HB	%	

BSC1	
All	 35.23	 2.66	 96.2	 34.06	 3.28	 99.1	 33.89	 2.53	 99.2	

No	ends	 34.39	 1.47	 99.7	 34.65	 2.13	 99.2	 34.09	 2.05	 99.4	

BSC0	
All	 32.99	 16.65	 83.4	 29.85	 10.44	 89.2	 30.09	 1.87	 89.4	

No	ends	 32.81	 2.41	 99.6	 32.34	 3.22	 98.7	 31.54	 3.78	 98.1	

OL1	
All	 34.16	 15.85	 84.8	 32.75	 3.88	 95.5	 31.52	 3.71	 90.6	

No	ends	 33.59	 2.26	 99.6	 33.67	 2.89	 99.3	 33.29	 2.81	 97.8	

OL1.OL4	
All	 33.45	 7	 93.7	 31.8	 5.8	 93.5	 31.67	 12.25	 90.1	

No	ends	 33.12	 2.71	 99.5	 32.94	 3.8	 99.1	 32.64	 4.04	 98.4	

OL15	
All	 35.01	 2.97	 98.7	 34.62	 2.3	 99.1	 34.27	 2.9	 97.7	

No	ends	 34.49	 2.11	 99.6	 34.84	 2.46	 99.4	 34.47	 2.74	 99.1	
Chen-
Garcia	

All	 28.05	 5.42	 87.2	 29.62	 3.12	 99.9	 29.2	 3.39	 97.6	
No	ends	 29.87	 3.49	 92.6	 29.13	 3.24	 99.9	 28.98	 3.16	 99.9	

C36	
All	 30.06	 19	 85.2	 30.56	 13.14	 79.2	 30.57	 9.26	 78.4	

No	ends	 33.61	 5.36	 95.4	 35.06	 4.33	 91.2	 33.71	 5.92	 92.3	

C36dip	
All	 30.72	 1.47	 49.4	 29.11	 0.63	 52.8	 18.46	 3.43	 68.4	

No	ends	 31.01	 3.37	 57.2	 26.27	 1.27	 53.1	 15.09	 3.87	 81.6	
NMR-

standard	a	
All	 34.46	 4.71	 	 34.38	 3.36	 	 34.51	 5.65	 	

No	ends	 34.85	 2.29	 	 34.1	 2.59	 	 34.36	 3.66	 	

NMR	b	
All	 34.10	 4.22	 	 34.89	 4.24	 	 34.79	 5.38	 	

No	ends	 34.85	 2.37	 	 35.14	 4.12	 	 34.63	 4.68	 	

NMR	c	
All	 34.27	 4.57	 	 33.25	 4.29	 	 34.33	 4.16	 	

No	ends	 34.69	 2.29	 	 33.72	 3.91	 	 33.97	 3.58	 	

1NAJ	
All	 35.71	 3,27	 	 	 	 	 	 	 	

No	ends	 36.07	 2.12	 	 	 	 	 	 	 	

X-ray	
All	 35.69	 -0.31	 	 	 	 	 	 	 	

No	ends	 35.24	 -0.73	 	 	 	 	 	 	 	

1JGR	
All	 35.30	 0.95	 	 	 	 	 	 	 	

No	ends	 35.36	 -0.63	 	 	 	 	 	 	 	

4C65	
All	 35.37	 0.56	 	 	 	 	 	 	 	

No	ends	 35.44	 -0.68	 	 	 	 	 	 	 	
a	 NMR	 values	 are	 averages	 derived	 from	 10	 NMR	 structures	 per	 sequence	 obtained	 in	 the	 group	 using	 standard	
refinement	protocol.	 b	NMR	values	correspond	to	 the	NMR	ensemble	refined	with	BSC1.	 c	NMR	values	correspond	to	
the	NMR	ensemble	refined	with	BSC0OL15.	
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Table	 5	 |	 Summary	 of	 NOE	 distance	 violations	 from	 unrestrained	 MD	 simulations	 with	 the	
reference	force-fields	(BSC1,	BSC0,	BSC0OL15)	using	the	NMR	data	obtained	in-house	(see	Methods)	
and	1NAJ	(only	for	DDD).a	

Force-field	 Nº	of	violations	 Largest	violation	(Å)	 Average	violation	(Å)	
DDD	

BSC1	 40	|	2b	 0.94	|	0.76	 0.51	|	0.76	
BSC0	 37	|	6	 2.11	|	1.35	 0.66	|	0.83	

BSC0	OL15	 46	|	4	 0.94	|	0.79	 0.48	|	0.77	
SEQ2	

BSC1	 45	 1.25	 0.54	
BSC0	 53	 4.15	 0.83	

BSC0	OL15	 46	 1.37	 0.54	
SEQ3	

BSC1	 51	 1.19	 0.59	
BSC0	 51	 2.18	 0.78	

BSC0	OL15	 56	 1.30	 0.55	
a	We	considered	an	experimental	restraint	violated	when	its	average	penalty	energy	was	above	3·kT.	See	the	footnote	
comment	to	Table	2	and	the	Method	section	for	additional	details.	 b	Number	reported	 in	 italic	were	computed	using	
the	NMR	restraints	from	PDB	code	1NAJ.	
	
	
	
	
	
	
	
Table	6|	(A)	Global	accumulated	root	mean	square	deviations	(first	row	in	each	cell;	in	degrees)	and	
mean	signed	error	 (MSE;	second	row	 in	each	cell,	 in	degrees)	between	twist,	 roll	and	tilt	profiles	
determined	 from	 MD	 simulations	 and	 those	 obtained	 from	 the	 same	 sequences	 using	 NMR-
retrained	 ensembles	 (values	 considered	 here	 are	 the	 average	 of	 NMR-OL15	 and	NMR-parmbsc1	
simulations).	(B)	Metrics	as	before	but	considering	the	six	inter	base-pair	parameters	(translations	
and	rotations)	mixed	using	the	normalization	procedure	by	Lankas	and	Maddocks.	
(A)	
	

Parmbsc1	 Parmbsc0	 OL1	 OL1+OL4	 OL15	 CG	 C36	

DDD	 3.66	
-0.58	

15.98	
2.85	

14.65	
2.87	

6.12	
-0.39	

3.91	
-0.96	

6.04	
-2.46	

18.57	
2.04	

SEQ2	 3.81	
-0.12	

11.48	
0.26	

4.10	
-0.99	

5.60	
-0.36	

3.59	
-0.75	

4.49	
-1.97	

11.57	
0.17	

SEQ3	 3.10	
-0.80	

5.12	
-2.97	

4.43	
-2.14	

9.25	
0.36	

3.72	
-1.11	

4.37	
-2.09	

5.84	
-1.31	

(B)	
	

Parmbsc1	 Parmbsc0	 OL1	 OL1+OL4	 OL15	 CG	 C36	

DDD	 0.34	
0.00	

1.07	
0.26	

0.99	
0.26	

0.52	
0.06	

0.42	
0.06	

0.65	
-0.24	

1.29	
0.08	

SEQ2	 0.37	
-0.02	

0.80	
0.00	

0.49	
-0.09	

0.55	
-0.05	

0.44	
-0.01	

0.68	
-0.31	

1.05	
-0.13	

SEQ3	 0.39	
-0.02	

0.84	
-0.05	

0.65	
-0.09	

1.02	
0.06	

0.57	
0.04	

0.71	
-0.24	

1.11	
-0.17	
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FIGURES	

	
Figure	 1	 |	 Averages	 values	 of	 the	 average	 3	 rotational	 base-pair	 step	 helical	 parameters	 of	
DDD	 computed	 from	 NMR-biased	 MD	 simulations.	 BSC0-NOE	 (red),	 BSC1-NOE	 (black),	 and	
BSC0OL15-NOE	 (blue).	 The	 Standard	 procedure	 for	 refinement,	 based	 on	 fast	 annealing	 and	
optimization	 with	 the	 default	 BSC0	 force-field	 is	 shown	 in	 green.	 The	 rest	 of	 profiles	 were	
obtained	 by	 implementing	 the	 mild	 annealing	 procedure	 described	 in	 the	 Methods	 Section.	
Profiles	 are	 compared	 with	 the	 highest	 quality	 NMR	 structure	 deposited	 in	 the	 PDB:	 1NAJ	
(orange	dashed	line).	Note	that	capping	base-pair	steps	were	excluded	from	the	analysis.	
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Figure	2	|	Averages	and	standard	deviations	of	the	6	base-pair	step	helical	parameters	of	DDD.	
All	the	tested	force-field	are	compared	with	an	experimental	range	(grey	zone	defined	by	the	

average	±	standard	deviation)	obtained	by	taking	the	NMR	structures	1NAJ,	NMR	II	(in-house	
data),	 and	 the	X-ray	 structures	with	 PDB	 id	 1BNA,	 2BNA,	 7BNA,	 9BNA,	 1JGR	 and	4C64.	 The	

polarizable	C36	force-field	leads	to	corruption	of	the	helix	for	µs-scale	simulation	and	results	
are	not	shown.	See	Figure	3	for	structural	models.	
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Figure	 3	 |	 Comparison	 of	 MD	 simulated	 (colored)	 structures	 with	 NMR	 obtained	 (top	 left;	
greyish)	 structures	 of	 the	 three	 sequences.	 The	 MD	 structures	 illustrated	 are	 average	
conformations	taken	from	last	20	ns	of	the	trajectory.	
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Figure	4	|	Averages	and	standard	deviations	of	twist,	roll	and	slide	of	SEQ2	and	SEQ3.	All	the	
tested	 force-field	 are	 compared	 with	 the	 range	 of	 NMR	 structures	 refined	 using	 parmbsc1	
OL15	 (average	 in	 black	 dotted	 line)	 force-fields.	 The	 polarizable	 C36	 force-field	 leads	 to	
complete	 corruption	 of	 the	 helix	 in	 the	 µs-scale	 simulation	 and	 results	 are	 not	 shown.	 See	
Figure	3	for	structural	models.	
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Table	 S1.	 1H-NMR	 assignments	 of	 SEQ2:	 d(GCTAGCGAGTCC)�d(GGACTCGCTAGC)	 (25	 mM	 sodium	

phosphate,	125	mM	NaCl,	pH	7,	T	=	25ºC).+	

SEQ2	 H1’	 H2’/H2”	 H3’	 H4’	 H5/Met/H2	 H6/H8	 Imino/amino	
G1	 6.02	 2.67/2.79	 4.85	 4.26	 ---	 7.99	 12.76	

C2	 6.07	 2.13/2.52	 4.83	 4.26	 5.38	 7.54	 6.75/8.40	

T3	 5.57	 2.15/2.43	 4.88	 n.a.	 1.67	 7.41	 13.93	

A4	 6.04	 2.75/2.90	 5.05	 4.40	 7.40	 8.22	 n.o.	

G5	 5.67	 2.47/2.59	 4.95	 4.36	 ---	 7.66	 12.88	

C6	 5.58	 1.78/2.26	 4.77	 4.09	 5.18	 7.17	 6.36/8.22	

G7	 5.49	 2.64/2.75	 4.97	 4.29	 ---	 7.82	 12.75	

A8	 6.06	 2.71/2.87	 5.02	 4.43	 7.58	 8.06	 n.o.	

G9	 5.83	 2.43/2.67	 4.84	 4.37	 ---	 7.50	 12.88	

T10	 6.02	 2.13/2.52	 4.84	 4.22	 1.22	 7.23	 13.75	

C11	 6.07	 2.22/2.49	 4.84	 4.17	 5.69	 7.60	 7.01/8.50	

C12	 6.25	 2.28	 4.57	 4.05	 5.80	 7.68	 7.18/8.38	

G13	 5.65	 2.48/2.66	 4.82	 4.17	 ---	 7.84	 n.o.		

G14	 5.58	 2.69/2.78	 5.02	 4.37	 ---	 7.84	 12.91	

A15	 6.26	 2.74/2.91	 5.06	 4.50	 7.91	 8.21	 n.o.	

C16	 5.80	 1.96/2.49	 4.66	 n.a.	 5.19	 7.27	 6.76/7.97	

T17	 6.03	 2.51	 n.a.	 4.18	 1.50	 		7.37	 13.88.	

C18	 5.60	 2.08/2.40	 4.86	 4.12	 5.60	 7.45	 6.96/8.47	

G19	 5.88	 2.66/2.71	 4.98	 4.37	 ---	 7.89	 12.88	

C20	 5.86	 1.98/2.44	 4.72	 4.17	 5.30	 7.36	 6.66/8.18	

T21	 5.53	 2.10/2.39	 4.85	 n.a.	 1.64	 7.38	 13.88		

A22	 6.02	 2.74/2.87	 5.03	 n.a.	 7.41	 8.21	 ---	

G23	 5.80	 2.47/2.64	 4.94	 n.a.	 ---	 7.68	 12.92	

C24	 6.12	 2.12/2.18	 4.46	 4.04	 5.37	 7.40xx	 6.63/8.22	
+	n.a.	Not	assigned.	n.o.	Not	observed.	No	purine	amino	protons	could	be	identified.	Exchangeable	
protons	resonance	are	given	at	T=	5ºC.	
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Table	 S2.	 1H-NMR	 assignments	 of	 SEQ3:	 d(GGAGACCAGAGG)�d(CCTCTGGTCTCC)	 (25	 mM	 sodium	

phosphate,	125	mM	NaCl,	pH	7,	T	=	25ºC).+	

SEQ3	 H1’	 H2’/H2”	 H3’	 H4’	 H5/Met/
H2	

H6/H8	 Imino/amin
o	

G1	 5.56			 2.33/2.44	 4.74	 4.10	 ---	 7.725			 n.o.	

G2	 5.37			 2.71	 4.96	 4.30	 ---	 7.850			 12.84	

A3	 5.98			 2.67/2.85			 5.05	 4.41	 	7.50	 8.114			 ---	

G4	 5.52			 2.56/2.69			 4.99	 4.36	 ---	 7.693			 12.71	

A5	 6.19			 2.61/2.88			 4.99	 4.46	 	7.80	 8.084			 ---	

C6	 5.78			 1.95/2.39			 4.76	 4.14	 5.15	 7.197			 8.05/6.57	

C7	 5.41			 1.93/2.29			 4.78	 4.04	 5.48	 7.382			 8.48/6.86	

A8	 5.88			 2.68/2.81			 5.01	 4.34	 7.70		 8.152			 ---	

G9	 5.37			 2.51/2.63			 4.96	 n.a.	 ---	 7.707			 12.70	

A10	 5.94			 2.54/2.77			 4.98	 4.36	 7.70		 8.009			 ---	

G11	 5.63	 2.46/2.61			 4.92	 4.30	 ---	 7.595	 12.70	

G12	 6.10	 2.32/2.46	 4.60	 n.a.	 ---	 7.696			 13.13	

C13	 6.01	 2.24/2.57	 4.78	 n.a.	 7.85			 6.005			 8.53/8.09#	

C14	 6.05			 2.19/2.57	 4.77	 4.24	 5.73	 7.727			 7.91/6.40	

T15	 6.11		 2.28/2.57			 4.90	 4.25	 1.67			 7.511			 13.94*	

C16	 6.00			 2.10/2.49			 4.80	 n.a.	 5.66			 7.620			 8.51/7.16	

T17	 5.67			 2.00/2.38			 4.84	 4.09	 1.65			 7.284			 13.89*	

G18	 5.70			 2.69/2.73	 4.96	 4.33	 ---	 7.873			 12.81	

G19	 5.92			 2.49/2.73			 4.83	 4.37	 ---	 7.621			 12.85	

T20	 5.60			 2.18/2.51			 4.80	 n.a.	 1.26			 7.261			 13.753	

C21	 5.99			 2.15/2.53			 4.76	 n.a.	 5.58			 7.593			 8.37/7.06	

T22	 6.02			 2.18/2.50			 4.87	 4.17	 1.66			 7.474			 13.954	

C23	 6.13			 2.31/2.48			 4.86	 n.a.	 5.82		 7.668			 8.60/7.26	

C24	 6.23			 2.36/2.31	 4.54	 4.10	 5.99		 7.850			 8.53/8.09#	
+	n.a.	Not	assigned.	n.o.	Not	observed.	No	purine	amino	protons	could	be	identified.	Exchangeable	
protons	resonance	are	given	at	T=	5ºC.	
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Table	 S3	 |	 Peak	 positions	 inferred	 from	 experimental	 and	 computational	 solution	 scattering	

profiles	for	the	DDD	sequence.a	

Peak	/	
Structure	

P1	b	 P2	 P3	 P4	 P5	

Expc	 0.456	 0.750	 1.127	 1.513	 1.834	
1BNA	 ---	 0.750		 1.145		 1.520		 1.900		
1GIP	 0.460		 0.770	 1.150		 1.530		 1.850		
1NAJ	 ---	 0.726	 1.084	 1.420	 1.738	

Standard	 ---	 0.691	 1.060	 1.386	 1.943	
NMRBSC0	 ---	 0.690	 1.061	 1.385	 1.942	

NMRBSC0-OL15	 ---	 0.688	 1.057	 1.404	 1.890	
NMRBSC1	 ---	 0.700	 1.051	 1.461	 1.907	

	
BSC0	 ---	 0.716	 1.101	 1.457	 1.830	
BSC1	 0.410	 0.720	 1.110		 1.510		 1.910		

BSC1	MDd	 0.448	±	0.014	 0.725±	0.042	 1.083	±	
0.055		

1.506	±	
0.017		

1.864	±	
0.013		

BSC0OL1	 ---	 0.723	 1.114	 1.457	 1.817	
BSC0OL1.OL4	 ---	 ---	 1.115	 1.470	 ---	
BSC0OL15	 0.440	 0.703	 1.112	 1.501	 1.968	

Cheng-Garcia	 ---	 0.818	 ---	 1.594	 ---	
C36	 0.474	 ---	 1.118	 1.499	 1.798	

C36	MDe	 0.442	 0.800	 1.101	 1.478	 1.829	
aValues	are	reported	in	Å-1.	bPeak	positions	were	determined	from	zero	crossing	points	in	the	first	derivative	[Savelyev	
A.,	MacKerell	Jr.	D.	J.	Phys.	Chem.	Letter2015,	6,	212].	c		The	data	to	produce	the	experimental	curve	was	a	courtesy	of	
Prof.	David	Tiede[Zuo,X.,	Cui,G.,	Merz,K.M.,	Zhang,L.,	Lewis,F.D.	and	Tiede,D.M.	(2006)	X-ray	diffraction	“fingerprinting”	
of	DNA	structure	in	solution	for	quantitative	evaluation	of	molecular	dynamics	simulation.	Proc.	Natl.	Acad.	Sci.	U.	S.	A.,	
103,	 3534–9.].	 d	 Taken	 from	 an	 independent	 larger	 ensemble	 by	 Dans	 et	 al,	 NAR	 2016.	 e	 Taken	 from	 Savelyev	 A.,	
MacKerell	Jr.	D.	J.	Phys.	Chem.	Letter2015,	6,	212.		
	
	
	
	
	
Table	 S4	 |	 Summary	 of	 NOE	 distance	 violations	 from	 NOE-restrained	 MD	 simulations	 with	 the	
reference	 force-fields	 (BSC1,	 BSC0,	 BSC0OL15)	 using	 the	 NMR	 data	 obtained	 in-house	 (see	
Methods).a	

Force-field	 Nº	of	violations	 Largest	violation	(Å)	 Average	violation	(Å)	
SEQ2	

NMRBSC1	 6	 0.58	 0.41	
NMRBSC0	 6	 0.56	 0.41	
NMRBSC0-OL15	 6	 0.57	 0.39	

SEQ3	
NMRBSC1	 6	 0.58	 0.43	
NMRBSC0	 7	 0.58	 0.42	
NMRBSC0-OL15	 6	 0.58	 0.44	

a	We	considered	an	experimental	restraint	violated	when	its	average	penalty	energy	was	above	3·kT.	See	the	footnote	
comment	to	Table	2	and	the	Method	section	for	additional	details.	
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Figure	S1	|	Twist	distribution	for	AA	(TOP)	and	AT	(BOTTOM)	dinucleotide	steps	found	in	X-
ray	 structures	 of	 naked-DNA	 and	 Protein-DNA	 complexes	 (Dans,	 NAR	 2012).	 Vertical	 lines	

represent	 the	 average	 values	 computed	 from	 NMR-biased	 MD	 simulations	 of	 the	 DDD	

sequence:	 BSC0-NOE	 (red),	 BSC1-NOE	 (black),	 and	 BSC0OL15-NOE	 (blue).	 The	 Standard	

procedure	with	the	default	BSC0	force-field	is	shown	in	green.	
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Figure	S2	|	Twist	distributions	of	selected	bps	from	X-ray	experiments	and	MD	simulations	for	
DDD.	 FIRST	 COLUMN:	 Grey	 bars	 (and	 the	 smoothed	 density	 in	 yellow)	 represent	 the	 X-ray	
structures	of	naked-DNA	(C3G4	bps)1,	naked-DNA	plus	DNA-protein	complexes	(G2C3	and	G4A5	
bps)1,	and	the	NMR	structure	with	PDB	code	1NAJ	(dashed	line	in	orange).	The	average	values	
from	MD	simulations	are	depicted	 in	black	(BSC1),	and	 light-blue	(OL15).	SECOND	COLUMN:	
Distributions	 of	 MD	 simulations	 obtained	 with	 BSC1.	 Dashed	 vertical	 lines	 represent	 the	
experimental	 (NMR)	 values:	 NMR-BSC1	 (black),	 NMR-OL15	 (light-blue),	 1NAJ	 (orange),	 and	
1GIP	(green).	THIRD	COLUMN:	Distributions	of	MD	simulations	obtained	with	OL15.	
1	Dans	et	al,	NAR	2012	
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Figure	S3	|	Twist	distributions	of	selected	bps	from	X-ray	experiments	and	MD	simulations	for	
SEQ2.	 FIRST	 COLUMN:	 Grey	 bars	 (and	 the	 smoothed	 density	 in	 yellow)	 represent	 the	 X-ray	
structures	of	naked-DNA	(C6G7	bps)1,	and	naked-DNA	plus	DNA-protein	complexes	(C2T3	and	
G7A8	bps)1.	The	average	values	 from	MD	simulations	are	depicted	 in	black	(BSC1),	and	 light-
blue	(OL15).	SECOND	COLUMN:	Distributions	of	MD	simulations	obtained	with	BSC1.	Dashed	
vertical	 lines	 represent	 the	 experimental	 (NMR)	 values:	 NMR-BSC1	 (black),	 and	 NMR-OL15	
(light-blue).	THIRD	COLUMN:	Distributions	of	MD	simulations	obtained	with	OL15.	
1	Dans	et	al,	NAR	2012	
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Figure	 S4	 |	 Roll	 and	 Tilt	 distributions	 of	 selected	 bps	 from	 X-ray	 experiments	 and	 MD	
simulations	 for	 SEQ3.	 FIRST	 COLUMN:	 Grey	 bars	 (and	 the	 smoothed	 density	 in	 yellow)	
represent	 the	X-ray	structures	of	naked-DNA	plus	DNA-protein	complexes	(C7A8,	G9A10,	A3G4,	
G4A5,	 and	C6C7	bps)1.	The	average	values	 from	MD	simulations	are	depicted	 in	black	 (BSC1),	
and	light-blue	(OL15).	SECOND	COLUMN:	Distributions	of	MD	simulations	obtained	with	BSC1.	
Dashed	vertical	lines	represent	the	experimental	(NMR)	values:	NMR-BSC1	(black),	and	NMR-
OL15	(light-blue).	THIRD	COLUMN:	Distributions	of	MD	simulations	obtained	with	OL15.	
1	Dans	et	al,	NAR	2012	
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Figure	 S5	 |	 	H1´-aromatic	 region	of	 the	NOESY	spectra	of	SEQ3	 (top)	and	SEQ3	 (bottom)	 (mixing	
time	200	ms,	buffer	 conditions	125	mM	NaCl,	25	mM	sodium	phosphate,	pH	7,	T	=	25ºC).	 Some	
relevant	cross-peaks	 involving	terminal	 residues	are	 labelled	 in	red	colour.	For	similar	analysis	on	
DDD.	
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“The merit of all thing lies in their difficulty.” 

Alexandre Dumas 
	
	
	
	
	
	
	
	
5|	RNA	WORLD	 	
	
 

As we saw in Chapter 1.3, the diversity of RNA structures is much larger than 
of DNA. Despite small chemical differences between DNA and RNA, nature has 
completely separated their functional spaces, selecting DNA as the primary carrier of 
genetic information, while giving RNA a myriad of other functions.  

Despite the interest of understanding RNA structural properties, RNA 
simulations are still in the infancy compared to DNA. The main reason is that, 
regardless of recent intense efforts of some groups, RNA force fields are still far in 
accuracy from those of DNA. Recent efforts to improve RNA force fields included 
Turner’s group who used NMR data on small systems to tune χ torsion (Yildirim et 
al. 2011), Bussi’s group (Gil-Ley et al. 2016) followed similar strategies to correct 
some of the current AMBER torsional terms. Zgarbová and coworkers used high-
level QM to refine χ torsion (called OL3 correction) (Zgarbova et al. 2011), while 
Chen and Garcia, additionally to χ refinement, scaled base stacking to successfully 
fold RNA hairpins (Chen & García 2013). Recently, Shaw’s group has embarked in 
an aggressive project to implement a variety of corrections into RNA force field 
(Pianna 2016). None of these force fields provide, however good representations of 
complex model RNA systems (Bergonzo et al. 2015, unpublished data from the 
group).  
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Figure 5.1.  Benchmark of RNA force field on a small tetreanucleotide. (Left) M-
REMD RMSD to A-form Reference for r(GACC). (A) ff12, (B) ff12 + vdWall, (C) 
ff12 + vdWbb, (D) ff99 + Chen–Garcia, (E) ff99 + χYil, and (F) C36 force fields. The 
averages between two runs per force field are shown, with error bars shown as the 
standard deviation. RMSDs corresponding to NMR major and minor structures are 
∼2.0 Å and 2.6 Å, respectively. (Right) Populations of major conformation types seen 
in cluster analysis of each M-REMD simulation. Bars indicate the average and 
standard deviation between two independent runs and are colored by force field to 
match the RMSD histograms. Experimental values are shown on the table in a blue 
striped pattern (taken from (Bergonzo et al. 2015)). 
 
 The poorer performance of RNA force field compared to that of last-generation 
DNA force fields might surprise a non-expert, but despite the chemical similarity, 
DNA and RNA are structurally very different. Thus, while DNA structural universe is 
dominated by the double helix, the RNA samples much more complex conformations. 
This means that a force field for RNA should be able to represent a much wider 
conformational space than that expected for DNA. Another important aspect of 
complexity is the presence of the 2’-OH group, which dramatically increases the 
relationship between the different degrees of freedom (P Auffinger & Westhof 1997), 
adding more difficulties for the parameterization. As shown later, the problem is not 
only the inclusion of one more degree of freedom, but its complex coupling with all 
the remaining torsions of the oligonucleotide (Denning et al. 2011). We combined a 
variety of computational techniques (database analysis, atomistic MD simulations, 
high-level QM and hybrid QM/MM calculations) to explore in detail the 
conformational preference of the C2’-OH bond and its impact in RNA conformation. 
We found that 2’-OH orientation in big extent determines the RNA conformation and 
most probably serves as the molecular switch to modulate protein induced-fit 
mechanisms (see Chapter 5.1). Furthermore, we unrevealed the complex coupling of 
this torsion with the other degrees of freedom of RNA, and unexpected transferability 
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problems that force-us to move out of the standard combinatorial rules of van der 
Waals interactions. 
 
 In a more practical study, we design a degradation resistant synthetic siRNA 
that could be used in gene regulation based on a RISC-dependent mechanism. 
Previous results obtained in the group suggested that a new class of 3’-exonuclease-
resistant modification of the siRNA duplex structures, called dumbbell, showed a 
resistance to nuclease digestion (Terrazas et al. 2013). The approach consisted in 
replacing the 3’-terminal natural dinucleotide overhangs with dimeric N-ethyl-N 
bridged nucleosides (called BCn dimer). The aim of this work was to computationally 
design the length of the linker, predict its flexibility and ability to mimic the wild-type 
siRNA duplex. This study showed promising results where one dumbbell structure 
(with BC6-linker) showing higher biostability than other synthetic siRNA described 
in the literature, which could be used in breast cancer therapy.  
  
We are now in the validation-stage of the RNA version of the parmbsc1 force field. 
 



240 RNA 
	
5.1	C2’-OH	study	(Publication	4)	
 

We saw in Chapter 1.3, small chemical differences between DNA and RNA 
lead to a big differences in functionality of the two molecules. The consensus idea is 
that the presence of the 2’-OH has an impact on the sugar, driving its conformational 
change from South to North and global change from the B- to the A- form (Soliva et 
al. 1999). However, our knowledge of the rotational states of C2’-O2’ and its 
connection to the local and global conformations is still rather limited. Generally, one 
defines C2’-O2’ in term of its orientation towards H2’ also known as κ = (H2’ – C2’ – O2’ 

– H2’’). Previous studies of the 2’-OH rotation suggested that there are three preferred 
orientations pointing towards: O3’ atom (κ in gauche+), O4’ atom (κ in trans) or the 
nucleobase (κ in gauche-). NMR and QM data point that orientations towards O3’ and 
nucleobase are the most frequent (Fohrer et al. 2006; Mládek et al. 2014) and 
dependent on the orientation specific hydration. A-form is stabilized by the water 
interaction with 2’-OH oriented toward the base, while non-canonical conformations 
benefit from water interaction with the 2’-OH pointing towards O3’ atom (Denning & 
MacKerell Jr 2012). 
 
 To better understand the mechanism of how 2’-OH impacts the RNA 
conformation, we combined database analysis, high-level QM and hybrid QM/MM 
calculations, and atomistic MD, providing evidence that 2’-OH orientation is a main 
determinant of the local and global structure of RNA. We performed a QM scan of 
the pseudorotational angle of the ribose for the three orientation of κ, which suggested 
that in North puckering, O3’ orientation is the most favorable orientation with the base 
orientation being close in energy (~ 0.5 kcal/mol), while in South puckering, O4’ 
orientation is the most stable orientation. Moreover, O4’ orientation in South 
puckering is overall the most stable sugar puckering state, suggesting that 2’-OH 
group can induce changes in sugar puckering, which can later lead to global changes 
in overall structure of the RNA.  
 This work is in the process of publication and here we present the manuscript. 

	 	
Figure 5.2.  QM scan of the pseudorotational angle in three orientation of 2’-OH 
for adenosine (A) and cytosine (B). The dependence of χ torsion on the sugar 
puckering was taken into account by fixing χ=190º for North and North-East puckers, 
and χ=230º for South and South-East puckers.  

 

2A). Interaction of 2’OH with these protein side-chains 
leads to a stabilization of conformers 1 and 2 and a parallel 
enrichment in South puckering (Figure 2B-E). Altogether 
analysis of experimental databases strongly suggest that 
sugar puckering and C2’OH rotational states are coupled, 
and that proteins interacting with the C2’OH can modu-
late the sugar puckering by biasing N torsional prefer-
ences, which can lead to global structural changes in 
RNA. These findings suggest that the “innocuous” 2’OH 
group can be, in reality, a main player in determining pro-
tein-RNA recognition and the overall RNA structure. 
Puckering and C2’O2’ torsions are coupled in 
ribonucleosides. Database analysis above can be sub-
jected to criticism, since the orientation of the C2’-O2’ 
bond is not directly observed in the spectra, but inferred 
from indirect restraints. Thus, to support our database 
analysis we first performed QM studies of the pseudo-
rotation profile of ribose for the three C2’O2’ rotational 
states in dilute aqueous solution (see Methods). For both 
adenosine and cytosine, in the North state, conformer 1 is 
the most stable orientation, conformer 3 is close in energy 
(~0.5 kcal/mol), while conformer 2 is disfavored by ~1.2 
kcal/mol (Figure 3A,B). However, as suggested from data-
base analysis, conformer 2 (poorly populated in the North 
state) becomes the most stable orientation when the sug-
ar samples the South state. Very exciting, if conformer 2 is 
forced, North and South relative energies invert, with the 
latter becoming the most stable sugar puckering state 
(Figure 3A,B). This suggests that already at the nucleoside 
level the orientation of the 2'OH group can induce chang-
es in sugar puckering. Very encouraging, similar results 
are obtained when flexibility and explicit solvent are con-
sidered in QM/MM PMFs of the C2’-O2’ rotation (see 
Methods and Supplementary Methods 3), with restraints 
in sugar puckering (see Figure 3C,D). In summary, 
QM/SCRF and QM/MM calculations provide a picture of 
the N torsional space of the nucleoside which qualitatively 
agrees with the database analysis of RNA motives. Fur-
thermore, it reinforces the idea that C2’O2’ torsion and 
puckering are coupled and that biasing of the N torsion 
can lead to changes in puckering, which in turn dramati-
cally affects the RNA conformation. 

C2’O2’ torsions in RNA oligomers. State-of-the-art 
simulations discussed above present a major caveat: the 
neglect of the polynucleotide environment, which can 
force the approach of different interactors to the 2’OH 
group, modifying the intrinsic properties of nucleosides 
described in the previous section. To solve this potential 
caveat, we computed the QM/MM PMF of the N rotation 
in the rCpC dinucleotide in explicit solvent (see Methods 
and Supplementary Methods 3). Very encouraging, results 
in Figure 4A qualitatively agree with the observed pre-
ferred orientations for North-puckering riboses in the  
PDB analysis (Figure 1B,D) with conformer 1 being the 
global minimum followed closely by conformer 3, ~0.3 
kcal/mol higher energy, and conformer 2 the least stable, 
~1 kcal/mol above conformer 1. Conformational transi-
tions between conformers 1 and 3 happen through a ~1.8 
kcal/mol free energy barrier localized at the eclipsed N~ 0  

 

Figure 3. 2'OH kappa torsion and sugar pucker phase pre-
ferred conformers at the nucleoside level.  (A,B) QM poten-
tial energy scans of the sugar pucker phase (for adenosine 
and cytosine, respectively) restraining the kappa torsion at 
the main observed minima in the kappa free energy profile 
(72, 178 and 306 degrees). The dependence of F on the sugar 
puckering was taken into account by fixing F=190 degrees for 
pucker values in the range 0-70 degrees and F=230 degrees 
for pucker values in the range 110-216 degrees. (C,D) US 
QM/MM free energy profiles for the kappa torsion of a rC 
nucleoside with restraints on the sugar pucker phase at the 
3'endo and 2'endo conformations, respectively. The continu-
ous line and error bars correspond to the average and stand-
ard deviation of the free energy, respectively, calculated from 
the energy profiles obtained after 31, 32, 33, 34, 35, 36, 37, 38, 
39 and 40 ps of US simulation.   

 
value. These values are also consistent with high level QM 
calculations in solution for an isolated nucleoside, and in 
astonishing agreement with database analysis. In addi-
tion, the 2’OH contacts that were frequent in NMR-
refined structures are also frequent in our QM/MM tra-
jectories. Bader’s analysis of electron densities in QM/MM 
snapshots (see Figure 4B-D and Methods) confirms the 
formation of hydrogen bond interactions both canonical 
(2’OH…3’OH: U~0.020 au) and non-canonical (2’OH…H5’: 
U~0.009 au and H2’…O4’: U~0.010 au). These electron den-
sity values confirm that “non-canonical” O…H…C hydrogen 
bonds are quite stable (~2-3 kcal/mol as estimated from 
the linear relationship between the interaction energy 
and bond critical point density reported in Cubero et 
at.29), not far from a medium-strength canonical H-bond. 
This confirms previous claims on the stabilizing role of 
ribose aliphatic hydrogens as “non-canonical” H-bond 
donors in modified oligonucleotides.30,31 

The impact of the C2’O2’ torsion on the global RNA 
structure. We performed MD simulations of a variety of 
standard RNA motives (see Supplementary Methods 2) to 
see whether or not the most accurate RNA force-field is 
able to capture the N distribution found in database anal-
ysis and QM/MM calculations. Results in Figure 5A clear-
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ABSTRACT:	 	 Despite	 the	 few	 chemical	 differences	 existing	 between	DNA	 and	 RNA,	 the	 two	 polymers	 have	 different	
structures	and	play	completely	different	roles	in	the	cell.	While	DNA	forms	very	long	and	regular	double	helices	which	
carry	the	genetic	information,	RNA	can	form	very	complicated	and	conserved	3D	structures	displaying	a	large	variety	of	
functions,	others	that	being	an	 intermediate	 in	expressing	genetic	 information.	Despite	decades	of	work,	the	origins	of	
the	structural	and	functional	differences	between	DNA	and	RNA	are	still	obscure,	and	general	belief	 is	that	differences	
emerge	 exclusively	 from	 the	 different	 sugar	 puckering	 of	 the	 ribose	 and	 the	 2’deoxyribose.	 By	 combining	 database	
analysis	with	 extensive	molecular	 dynamics,	 quantum	mechanics,	 and	 hybrid	QM/MM	 simulations,	we	 provide	 direct	
evidence	 on	 the	 dramatic	 role	 of	 the	 2’OH	 group	 as	 a	 tunable	 conformational	 switch	 for	 RNA,	 as	 one	 of	 the	 main	
determinant	of	differential	DNA/RNA	properties,	and	as	a	key	element	in	modulating	RNA-protein	recognition.	

IN T R O D U C T IO N  
There	 is	 general	 consensus	 that	 life	 originated	 in	 an	

RNA-world,	 as	 this	 oligonucleotide	 is	 a	 very	 versatile	
entity	 that	 is	 able	 to	 self-replicate,	 transmitting	
information	 to	descendants,	and	at	 the	same	time	adopt	
complex	three	dimensional	structures	acting	as	catalyzers	
of	 complex	 reactions.	 However,	 at	 an	 early	 point	 of	
evolution,	 DNA	 was	 selected	 as	 the	 primary	 carrier	 of	
genetic	 information,	while	 RNA	maintained	 a	myriad	 of	
other	 functions,	 the	 most	 important	 ones	 related	 to	
translating	 DNA	 information	 into	 protein	 sequence.	
While	 the	 DNA	 has	 a	 very	 simple	 conformational	
landscape,	dominated	by	a	right-handed	double	helix,	the	
RNA	 can	 display	 very	 complex	 three-dimensional	
structures,	 some	 of	 them,	 such	 as	 the	 transfer	 or	
ribosomal	 RNAs,	 exquisitely	 refined	 by	 evolution.	
(Caetano-Anollés	 &	 Caetano-Anollés	 2015;	 Petrov	 et	 al.	
2015;	 Petrov	 et	 al.	 2014;	 Saint-Leger	 et	 al.	 2016;	 Zhang	&	
Ferré-D’Amaré	2016)	

Despite	 their	 coexistence	 in	 some	 cellular	 organelles,	
nature	 has	 completely	 separated	 DNA	 and	 RNA	
functional	spaces,	something	quite	surprising	considering	
the	 minuscule	 chemical	 differences	 between	 them:	 the	
presence/absence	of	one	methyl	group	at	position	five	of	
uridine,	 and	 the	 presence/absence	 of	 a	 hydroxyl	 at	
position	 2’	 of	 the	 sugar.	 The	 consensus	 idea	 is	 that	 the	
presence	of	the	2’OH	drives	the	puckering	preferences	of	

the	sugar	from	South	(S,	C2’endo)	to	North	(N,	C3’endo)	
conformation,	 which	 is	 known	 to	 drive	 a	 global	
conformational	change	from	the	B-	to	the	A-	form.(Soliva	
et	 al.	 1999)	 However,	 our	 understanding	 of	 the	
connection	 between	 the	 rotational	 state	 of	 the	 C2’-O2’	
bond	and	the	local	and	global	conformation	of	the	RNA	is	
still	 rather	 limited.	 In	 the	 A-form	 (sugar	 in	 North),	 the	
2'OH	 could	 adopt	 three	 preferred	 orientations	 pointing	
toward:	 the	O3'	 atom	(gauche+	measured	 from	H2'),	 the	
nucleobase	 (gauche-),	 or	 the	 O4'	 atom	 (trans).(Pascal	
Auffinger	&	Westhof	 1997)	The	 first	 two	being	 the	most	
frequent	ones	according	to	NMR(Fohrer	et	al.	2006)	and	
QM	 calculations,(Mládek	 et	 al.	 2014)	 and	 subject	 to	
orientation	specific	hydration.	When	water	interacts	with	
the	 2'OH	 in	 the	 base	 orientation	 the	 A-form	 is	
stabilized,(Egli	et	al.	 1996;	Fohrer	et	al.	2006)	while	non-
canonical	 conformations	 gain	 stabilization	 from	 water	
molecules	 interacting	 with	 the	 2'OH	 in	 the	 O3'	
orientation.(Denning	 &	 MacKerell	 Jr	 2012)	 The	 less	
frequent	 South	 sugar	 conformation	 has	 received	 less	
attention	but	is	believed	to	favor	a	2'OH	oriented	mainly	
toward	the	O3'	atom	but	with	a	C2'-O2'	torsion	shifted	to	
trans	 orientation.(Pascal	 Auffinger	 &	 Westhof	 1997;	
Mládek	et	al.	2014)				
In	 the	 present	 work,	 a	 combination	 of	 database	

analysis,	 atomistic	molecular	 dynamics	 (MD),	 high	 level	
quantum	 mechanical	 (QM),	 and	 hybrid	 quantum	
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mechanics/molecular	 mechanics	 (QM/MM)	 calculations	

was	 used	 to	 explore	 in	 detail	 the	 conformational	

preferences	 of	 the	 C2’OH	 bond	 and	 its	 impact	 in	 RNA	

conformation.	 We	

	

	

Figure	 1.	 Kappa	 torsion	 preferred	 orientations	 from	 the	 Protein	 Data	 Bank.	 (A)	 Nucleotide	 in	 a	 RNA	 strand	 indicating	 the	

possible	orientations	of	the	2'OH,	and	the	local	of	hydrogen	bond	acceptors/donors.	(B)	Probability	distribution	of	the	torsion	

angle	between	the	atoms	H2'-C2'-O2'-HO2'	for	all	the	3'endo	ribonucleotides	of	the	RNA	dataset	obtained	from	the	current	state	

of	 the	PDB.	 (C)	Same	as	 in	 (A)	but	 for	 2'endo	 ribonucleotides.	 (D,E)	Empirical	 free	 energy	 calculated	 from	 the	experimental	

kappa	 distributions	 in	 (B)	 and	 (C),	 respectively.	 Scatter	 plots	 of	 kappa	 torsion	 vs	 distance	 between	 HO2'	 and	 local	

acceptors/donors	of	hydrogen	bonds,	are	shown	for	nucleotides	with	pucker	phase	in	3'endo	(F-I),	and	2'endo	(J-N).	Red	dotted	

lines	 indicate	 optimal	 and	maximum	 hydrogen	 bond	 distances	 (horizontal),	 and	 kappa	 rotation	minimum	 energy	 positions	

(vertical).	 Contour	 lines	 correspond	 to	 points	 with	 density	 values	 equal	 to	 the	 average	 density	 plus	 1,	 2	 and	 4	 standard	

deviations.	

found	 that,	 the	 2’OH	 rotation	 is	 a	major	determinant	of	

RNA	conformation,	and	a	molecular	switch,	which	can	be	

tuned	by	proteins	and	other	effectors	to	control	the	entire	

RNA	structure.		

M E T H O D S  

Database	 mining.	 All	 NMR-solved	 RNA	 structures	

deposited	 in	 PDB	 were	 analyzed	 (see	 Supplementary	

Methods	1),	accounting	for	a	total	of	174,511	2’OH	groups,	

115,513	 with	 the	 ribose	 in	 North	 puckering	 (0<=pucker	
phase<=36)	 and	 11,626	 with	 the	 ribose	 in	 the	 unusual	

South	 puckering	 (144<=pucker	 phase<=180).	 The	

orientation	 around	 the	 C2’-O2’	 torsion	 (herein	 called	
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kappa,	κ)	was	defined	using	the	atoms	H2’-C2’-O2’-HO2’,	
following	Auffinger	and	Westhof	ideas(Pascal	Auffinger	&	
Westhof	 1997)	 (see	 Figure	 1A).	 In	 order	 to	 analyze	 the	
potential	 role	 of	 the	 2’OH	group	 in	modulating	protein-
RNA	interactions	and	the	connection	with	the	RNA	local	
conformation	 we	 performed	 additional	 analysis	 using	
only	 RNA-protein	 complexes	 solved	 again	 by	 NMR.	
Additionally	we	 explored	 heavy	 atom	 contacts	 involving	
the	2’OH	group	considering	not	only	NMR,	but	also	X-ray	
(resolution	 <=2.5	 Å)	 protein-RNA	 complex	 structures,	
which	means	exploration	of	26,760	2’OH	groups	from	500	
PDB	 entries).	Additional	 details	 of	 the	 database	 analysis	
can	 be	 found	 in	 Supplementary	 Methods	 1.	 To	 double-
check	 the	 observations	 made	 from	 the	 data	 sets	
mentioned	above,	the	same	analysis	was	repeated	using	a	
non-redundant	 database(Leontis	 &	 Westhof	 2012)	
containing	 both	 NMR	 and	 X-ray	 (resolution<=2.5	 Å)	
solved	 structures	 (see	 Supplementary	 Tables	 1-3	 for	
details).	

Quantum	 simulations.	The	pseudo-rotational	profile	
of	ribose	was	first	explored	along	the	North	<->	East	<->	
South	 transition	 path.	 To	 avoid	 discontinuities	 in	 the	
energy	 profiles,	 geometry	 optimizations	 at	 each	 point	
were	 performed	 keeping	 β,	 γ,	 ε	 and	 χ	 torsions	 at	 their	
standard	values	in	RNAs.	In	the	case	of	χ,	the	dependence	
on	 the	 sugar	 puckering	 was	 taken	 into	 account	 setting	
χN=190	 degrees	 and	χS=230	 degrees.	 To	 explore	 whether	
or	not	pseudo-rotation	was	dependent	on	the	orientation	
of	 the	C2’O2’	 bond,	 profiles	were	 calculated	 fixing	 the	κ	
angle	 at	 three	 typical	 values	 (72,	 178,	 306	 degrees;	 the	
most	 populated	 values	 found	 in	 our	 database	 analysis).	
Energy	profiles	were	obtained	at	the	B3LYP/6-31++G(d,p)	
level	and	selected	points	were	refined	at	the	MP2/aug-cc-
pVDZ	 level.	 All	 profiles	 were	 obtained	 in	 water	 as	
simulated	by	 the	 IEFPCM	continuum	method.(Marenich	
et	al.	2009)		

Analysis	of	electron	distribution	using	Bader’s	atoms	in	
molecules	 (AIM)	 theory(Bader	 1998;	 Bader	 1991;	 Bader	
1994)	 was	 performed	 on	 reduced	 clusters	 representative	
of	 the	most	 prevalent	 orientations	 of	 the	 k	 angle	 (three	
replicas	 per	 relevant	 κ	 orientation).	 Single	 point	
calculations	at	MP2(FC)/6-31G(d,p)	 level	were	performed	
at	 the	 dinucleotide	 level,	 removing	 the	 base	 at	 3'	 and	
completing	the	valence	of	the	C1',	O5'	and	O3'	atoms	with	
H	atoms.	This	analysis	allowed	us	to	explore	the	potential	
formation	and	intensity	of	canonical	O-H-X	(for	X=O)	or	
non-canonical	 O-H-X	 (for	 X=C)	 hydrogen	 bonds	 by	
searching	for	bond	critical	points	connecting	such	atoms	
and	quantifying	the	associated	electron	density.	The	AIM-
UC	package(D	&	D	2014)	was	used	for	the	AIM	analysis.		

Classical	 simulations.	 A	 large	 variety	 of	 MD	
simulations	 were	 performed	 to	 analyze	 the	 connection	
between	RNA	 and	C2’O2’	 conformation.	 They	 include	 i)	
standard	 simulations	 in	 hairpin	 and	 kissing	 loop	 RNA	
motives	;	 ii)	potentials	of	mean	force	of	the	κ	rotation	at	
the	nucleoside	 (rC)	and	dinucleotide	 (rCpC)	 levels	using	
Umbrella	Sampling	(US)	with	a	18	degrees	interval	grid	of	
the	 κ	 torsional	 or	 pseudo-rotation	 space	 (500	 ps	
equilibration	and	2.5	ns	of	averaging	per	window);	and	iii)	
hamiltonian-replica	 exchange	 molecular	 dynamics	 (H-

REMD)	 to	evaluate	 the	conformational	 landscape	of	 two	
small	 RNA	 tetra-nucleotides	 (rGACC	 and	 rCCCC)	 for	
which	 experimental	 structural	 data	 in	 solution	 is	
available.(Tubbs	 et	 al.	 2013;	 Yildirim	 et	 al.	 2011)	 All	
calculations	 were	 performed	 using	 the	 parm99	 force	
field(Cheatham	 III	 et	 al.	 1999;	 Cornell	 et	 al.	 1995)	
supplemented	 with	 the	 bsc0(Pérez	 et	 al.	 2007)	 and	
chiOL3(Zgarbová	 et	 al.	 2011;	 Banáš	 et	 al.	 2010)	
modifications	 for	 RNA;	 some	 control	 simulations	 were	
performed	with	a	 local	 experimental	RNA-version	of	 the	
parmbsc1	 force-field.(Ivani	 et	 al.	 2015)	 Electro-neutrality	
was	achieved	by	adding	K+	and	extra	K+Cl-	to	generate	a	
150	mM	concentration	(taking	Dang’s	parameters(Dang	&	
Kollman	 1995;	 Dang	 1995;	 Smith	 &	 Dang	 1994)	 to	
represent	 ions).	 	 Additional	 details	 of	 classical	
simulations	can	be	found	in	Supplementary	Methods	2.	

QM/MM	 simulations.	 Hybrid	 QM/MM	 simulations	
were	used	extensively	to	analyze	the	free	energy	profile	of	
the	 C2’O2’	 rotation	 for	 an	 isolated	 rC	 nucleoside	 and	 a	
r(CpC)	 dinucleotide	 in	 aqueous	 solution.	 BLYP/6-31G(d)	
functional	was	 used	 to	 represent	 the	 nucleic	 acid,	while	
the	 solvent	 was	 represented	 at	 the	 classical	 level.	
Umbrella	sampling	free	energy	profiles	were	computed	by	
scanning	in	18	degrees	intervals	the	κ	torsional	space	(5	ps	
equilibration	and	40	or	25	ps	of	averaging	per	window	for	
the	nucleoside	rC	or	the	dinucleotide	rCpC,	respectively).	
Extended	 descriptions	 of	 QM/MM	 simulations	 can	 be	
found	in	Supplementary	Methods	3.	

R E S U L T S  A N D  D IS C U S S IO N  
C2’O2’	torsion	Experimental	distribution.	The	2’OH	

group	of	a	ribose	in	the	major	North	conformation	(ratio	
N:S	 is	 around	 10:1	 in	 the	 database)	 samples	 three	
rotational	states	in	NMR-PDB	(Figure	1B):	i)	the	κ	region	
between	 40	 and	 140	 degrees	 (peak	 at	 ~70	 degrees;	
conformer	1),	ii)	the	κ	region	between	140	and	240	degrees	
(peak	at	~180	degrees;	conformer	2),	and	iii)	the	κ	region	
between	 240	 and	 40	 degrees	 (peak	 at	 ~310	 degrees;	
conformer	 3).	 Transforming	 populations	 into	
conformational	 free	 energies	 (Figure	 1D)	 points	 to	 a	
nearly	 barrier-less	 rotation,	 with	 three	 minima	 of	 free	
energies	 of	 0	 (conformer	 1),	 ~0.5	 (conformer	 2)	 and	 ~0.2	
kcal/mol	 (conformer	 3).	 Interestingly,	 no	 significant	
differences	 are	 found	 in	 the	 κ	 torsional	 distribution	 for	
the	 four	 ribonucleotides	 (Supplementary	 Figure	 1),	
suggesting	 that	 base-sugar	 contacts	 are	 not	 crucial	 to	
determine	 the	 2’OH	 group	 orientation	 (see	 below).	
Contact	analysis	reveals	some	interactions	that	appear	in	
all	 the	 conformations	 of	 this	 set	 of	 structures,	 such	 as	 a	
non-canonical	C5’(n+1)-H5’(n+1)

…O2’	hydrogen	bond	and	the	
non-canonical	 C2’-H2'…O4’(n+1)	 hydrogen	 bond	previously	
reported	 by	 Auffinger	 and	 Westhof,(Pascal	 Auffinger	 &	
Westhof	1997)	while	others	like	the	strong	O2’-HO2’…O3’	
hydrogen	bond	 appear	 only	 in	conformer	 1	 (Figure	 1F-I).	
Close	 contacts	 between	 the	 2'OH	 group	 and	 the	
nucleobase,	 or	 the	 OP1/2	 groups	 are	 uncommon	 in	
experimental	structures	of	North	riboses	(Supplementary	
Figure	 2).	 Conformer	 2,	 which	 was	 the	 least	 populated	
orientation	 for	North	 puckering,	 becomes	 dominant	 for	
South	 riboses,	 probably	 due	 to	 the	 formation	 of	 O2’-
HO2’…O3’	 hydrogen	 bonds	 (Figure	 1J-N).	 Conformer	 1	
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instead	 becomes	 the	 second	most	 populated	 orientation	
and	 conformer	 3	 the	 least	 populated	 one	 (see	 Figure	
1C,E).	 This	 is	 reflected	 on	 the	 relative	 free	 energy	
difference	between	the	conformers	1,	2	and	3	(~0.2,	0	and	
~0.5	 kcal/mol	 respectively;	 see	 Figure	 1E).	 Some	

variability	 (~0.1	 kcal/mol)	 is	 observed	 in	 the	 relative	
energy	 values	 depending	 on	 partitioning	 of	 the	 k	
coordinate,	 in	particular	 for	 the	South-puckering	profile	
(Supplementary	Figure	4C,D),	however	 the	overall	 trend	
remains	 consistent.	 Further-

	

Figure	 2.	 Protein-RNA	 contacts.	 (A)	 Probability	 of	 contact	 between	 a	 given	 aminoacid	 and	 the	 HO2'	 given	 a	 protein-RNA	
contact	occur,	calculated	 from	counting	all	contacts	(distance<=4	Å)	between	any	protein	atom	and	the	oxygen	of	2'OH,	and	
splitting	the	counts	per	aminoacid	identity.	Multiple	atoms	of	a	given	aminoacid	within	the	distance	cutoff	were	counted	as	one	
contact.	X-ray	and	NMR	chains	and	models	specified	in	the	Non-Redundant	Dataset	were	used,	see	Supplementary	Methods	1	
for	details.	(B)	Frequency	of	pucker	phase	values	for	all	RNA	nucleotides	obtained	from	NMR	structures	in	the	Non-Redundant	
Dataset.	(C)	Frequency	of	kappa	values	for	RNA	nucleotides	in	contact	with	ARG	atoms	(distance	<=4	Å)	obtained	from	NMR	
structures	in	the	Non-Redundant	Dataset.	(D)	Frequency	of	pucker	phase	values	for	RNA	nucleotides	in	contact	(distance	<=4	
Å)	with	ARG	atoms	obtained	from	NMR	structures	in	the	Non-Redundant	Dataset	.	(E,F)	Same	as	(C)	and	(D),	respectively,	but	
for	LYS	aminoacid.		

more,	 when	 the	 calculation	 is	 repeated	 for	 the	 Non-
Redundant	 Dataset,	 equivalent	 results	 are	 obtained	
(Supplementary	Figure	4A,B).	

To	 gain	 additional	 information,	we	 focus	 our	 study	 in	
those	2’OH	interacting	with	protein	residues.	As	for	the	κ	
distribution	 analysis,	 both	 the	 Full	 and	 the	 Non-
Redundant	 Datasets	 were	 originally	 used.	 However,	
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although	 qualitatively	 similar	 trends	 are	 observed,	
differences	 between	 both	 datasets	 points	 toward	 some	
bias	in	the	Full	Dataset,	that	led	us	to	discuss	below	only	
results	 on	 the	 Non-Redundant	 Dataset	 (see	 Figure	 2;	
results	 from	 the	 Full	 dataset	 can	 be	 found	 in	
Supplementary	 Figure	 5).	 In	 most	 cases	 2’OH	 acts	 as	 a	
hydrogen	bond	acceptor,	Lys	and	Arg	being	the	preferred	
interacting	partners	(Figure	2A).	Interaction	of	2’OH	with	
these	 protein	 side-chains	 leads	 to	 a	 stabilization	 of	
conformers	 1	 and	 2	 and	 a	 parallel	 enrichment	 in	 South	
puckering	 (Figure	 2B-E).	 Altogether	 analysis	 of	
experimental	 databases	 strongly	 suggest	 that	 sugar	
puckering	 and	C2’OH	 rotational	 states	 are	 coupled,	 and	
that	 proteins	 interacting	 with	 the	 C2’OH	 can	 modulate	
the	 sugar	 puckering	 by	 biasing	 κ	 torsional	 preferences,	
which	 can	 lead	 to	 global	 structural	 changes	 in	 RNA.	
These	 findings	 suggest	 that	 the	 “innocuous”	2’OH	group	
can	be,	 in	 reality,	 a	main	player	 in	determining	protein-
RNA	recognition	and	the	overall	RNA	structure.	

Puckering	 and	 C2’O2’	 torsions	 are	 coupled	 in	
ribonucleosides.	 Database	 analysis	 above	 can	 be	
subjected	to	criticism,	since	the	orientation	of	the	C2’-O2’	
bond	is	not	directly	observed	in	the	spectra,	but	inferred	
from	 indirect	 restraints.	 Thus,	 to	 support	 our	 database	
analysis	 we	 first	 performed	 QM	 studies	 of	 the	 pseudo-
rotation	 profile	 of	 ribose	 for	 the	 three	 C2’O2’	 rotational	
states	in	dilute	aqueous	solution	(see	Methods).	For	both	
adenosine	and	cytosine,	in	the	North	state,	conformer	1	is	
the	most	stable	orientation,	conformer	3	is	close	in	energy	
(~0.5	 kcal/mol),	 while	 conformer	 2	 is	 disfavored	 by	 ~1.2	
kcal/mol	 (Figure	 3A,B).	 However,	 as	 suggested	 from	
database	 analysis,	 conformer	 2	 (poorly	 populated	 in	 the	
North	 state)	 becomes	 the	most	 stable	 orientation	when	
the	 sugar	 samples	 the	 South	 state.	 Very	 exciting,	 if	
conformer	2	is	forced,	North	and	South	relative	energies	
invert,	 with	 the	 latter	 becoming	 the	 most	 stable	 sugar	
puckering	 state	 (Figure	3A,B).	This	 suggests	 that	already	
at	the	nucleoside	level	the	orientation	of	the	2'OH	group	
can	 induce	 changes	 in	 sugar	 puckering.	 Very	
encouraging,	similar	results	are	obtained	when	flexibility	
and	 explicit	 solvent	 are	 considered	 in	QM/MM	PMFs	of	
the	 C2’-O2’	 rotation	 (see	 Methods	 and	 Supplementary	
Methods	3),	with	restraints	in	sugar	puckering	(see	Figure	
3C,D).	In	summary,	QM/SCRF	and	QM/MM	calculations	
provide	 a	 picture	 of	 the	 κ	 torsional	 space	 of	 the	
nucleoside	 which	 qualitatively	 agrees	 with	 the	 database	
analysis	 of	 RNA	motives.	 Furthermore,	 it	 reinforces	 the	
idea	 that	 C2’O2’	 torsion	 and	 puckering	 are	 coupled	 and	
that	 biasing	 of	 the	 κ	 torsion	 can	 lead	 to	 changes	 in	
puckering,	 which	 in	 turn	 dramatically	 affects	 the	 RNA	
conformation.	

C2’O2’	 torsions	 in	 RNA	 oligomers.	 State-of-the-art	
simulations	 discussed	 above	 present	 a	major	 caveat:	 the	
neglect	 of	 the	 polynucleotide	 environment,	 which	 can	
force	 the	 approach	 of	 different	 interactors	 to	 the	 2’OH	
group,	 modifying	 the	 intrinsic	 properties	 of	 nucleosides	
described	in	the	previous	section.	To	solve	this	potential	
caveat,	we	computed	the	QM/MM	PMF	of	the	κ	rotation	
in	the	rCpC	dinucleotide	in	explicit	solvent	(see	Methods	
and	Supplementary	Methods	3).	Very	encouraging,	results	
in	 Figure	 4A	 qualitatively	 agree	 with	 the	 observed	

preferred	orientations	for	North-puckering	riboses	in	the		
PDB	 analysis	 (Figure	 1B,D)	 with	 conformer	 1	 being	 the	
global	 minimum	 followed	 closely	 by	 conformer	 3,	 ~0.3	
kcal/mol	higher	energy,	and	conformer	2	the	least	stable,	
~1	 kcal/mol	 above	 conformer	 1.	 Conformational	
transitions	between	conformers	1	and	3	happen	through	a	
~1.8	kcal/mol	free	energy	barrier	localized	at	the	eclipsed	
κ~	0		

	

Figure	 3.	 2'OH	 kappa	 torsion	 and	 sugar	 pucker	 phase	
preferred	 conformers	 at	 the	 nucleoside	 level.	 	 (A,B)	 QM	
potential	 energy	 scans	 of	 the	 sugar	 pucker	 phase	 (for	
adenosine	 and	 cytosine,	 respectively)	 restraining	 the	 kappa	
torsion	 at	 the	 main	 observed	 minima	 in	 the	 kappa	 free	
energy	profile	(72,	178	and	306	degrees).	The	dependence	of	
χ	 on	 the	 sugar	 puckering	was	 taken	 into	 account	 by	 fixing	
χ=190	 degrees	 for	 pucker	 values	 in	 the	 range	 0-70	 degrees	
and	 χ=230	 degrees	 for	 pucker	 values	 in	 the	 range	 110-216	
degrees.	(C,D)	US	QM/MM	free	energy	profiles	for	the	kappa	
torsion	of	a	rC	nucleoside	with	restraints	on	the	sugar	pucker	
phase	at	 the	3'endo	and	2'endo	conformations,	 respectively.	
The	 continuous	 line	 and	 error	 bars	 correspond	 to	 the	
average	 and	 standard	 deviation	 of	 the	 free	 energy,	
respectively,	 calculated	 from	 the	 energy	 profiles	 obtained	
after	 31,	 32,	 33,	 34,	 35,	 36,	 37,	 38,	 39	 and	 40	 ps	 of	 US	
simulation.			

	

value.	 These	 values	 are	 also	 consistent	 with	 high	 level	
QM	 calculations	 in	 solution	 for	 an	 isolated	 nucleoside,	
and	 in	 astonishing	 agreement	with	 database	 analysis.	 In	
addition,	 the	2’OH	contacts	 that	were	 frequent	 in	NMR-
refined	 structures	 are	 also	 frequent	 in	 our	 QM/MM	
trajectories.	 Bader’s	 analysis	 of	 electron	 densities	 in	
QM/MM	 snapshots	 (see	 Figure	 4B-D	 and	 Methods)	
confirms	 the	 formation	 of	 hydrogen	 bond	 interactions	
both	 canonical	 (2’OH…3’OH:	 ρ~0.020	 au)	 and	 non-
canonical	 (2’OH…H5’:	 ρ~0.009	 au	 and	 H2’…O4’:	 ρ~0.010	
au).	 These	 electron	 density	 values	 confirm	 that	 “non-
canonical”	O…H…C	hydrogen	bonds	are	quite	stable	(~2-3	
kcal/mol	 as	 estimated	 from	 the	 linear	 relationship	
between	 the	 interaction	 energy	 and	 bond	 critical	 point	
density	reported	in	Cubero	et	at.(Cubero	et	al.	1999)),	not	
far	 from	 a	 medium-strength	 canonical	 H-bond.	 This	
confirms	previous	claims	on	the	stabilizing	role	of	ribose	
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aliphatic	hydrogens	as	“non-canonical”	H-bond	donors	in	
modified	 oligonucleotides.(Martin-Pintado	 et	 al.	 2013;	
Martín-Pintado	et	al.	2013)	
The	impact	of	the	C2’O2’	torsion	on	the	global	RNA	

structure.	We	performed	MD	simulations	of	a	variety	of	

standard	RNA	motives	(see	Supplementary	Methods	2)	to	
see	whether	or	not	 the	most	 accurate	RNA	 force-field	 is	
able	 to	 capture	 the	 κ	 distribution	 found	 in	 database	
analysis	 and	QM/MM	 calculations.	 Results	 in	 Figure	 5A	
clear-

	

Figure	4.	2'OH	kappa	torsion	preferred	orientations	at	the	dinucleotide	level.	(A)	US	QM/MM	free	energy	profile	for	the	kappa	
torsion	of	a	 rCC	dinucleotide	 indicating	three	main	orientations	(“conf1”,	 “conf2”	and	“conf3”).	The	continuous	 line	and	error	
bars	 correspond	 to	 the	 average	 and	 standard	 deviation	 of	 the	 free	 energy,	 respectively,	 calculated	 from	 the	 energy	 profiles	
obtained	after	20,	21,	22,	23,	24	and	25	ps	of	US	simulation.	A	snapshot	of	the	simulated	system	is	shown	indicating	in	blue	the	
QM	 region	 (rCC	dinucleotide)	 and	 in	 green	 the	MM	 region	 (water	 and	K+	 ion).	 (B)	Kappa	 vs	HO2'-O3'	 distance	 scatter	 plot	
obtained	 form	 the	 US	 QM/MM	 simulation.	 Red	 dotted	 lines	 indicate	 optimal	 and	 maximum	 hydrogen	 bond	 distances	
(horizontal),	and	kappa	rotation	minimum	energy	positions	(vertical).	Contour	lines	correspond	to	points	with	density	values	
equal	to	the	average	density	plus	1,	2	and	4	standard	deviations.	In	addition,	AIM	projection	on	the	O2'-HO2'···O3'	plane	is	also	
shown	for	a	simulation	snapshot	corresponding	to	“conf1”.	The	position	of	the	bond	critical	point,	the	atomic	nuclei	involved	in	
the	 interaction	and	gradient	 field	 lines	are	 indicated	with	 red	and	black	dots,	and	grey	 lines,	 respectively.	The	density	at	 the	
bond	 critical	 point	 (average	 over	 three	 simulation	 snapshots	 taken	 from	 “conf1”)	 is	 also	 shown.	 (C)	 Same	 as	 (B)	 but	 for	 the	
interaction	between	C2'-H2'···O4'(n+1).	In	this	case,	the	AIM	analysis	is	shown	for	conformers	1-3.	(D)	Same	as	in	(B)	but	for	the	
interaction	between	C5'(n+1)-H5'(n+1)···O2'.	In	this	case,	the	AIM	analysis	is	shown	for	conformers	2-3.	

ly	 indicate	 major	 errors	 in	 the	 κ	 distribution,	 which	 is	
dramatically	 biased	 towards	 conformer	 1.	 This	 artifact	 is	
clearly	related	to	a	poor	description	of	the	C2’O2’	torsion	
as	highlighted	by	MM	PMF	calculations	of	 the	κ	 torsion	

(Figure	5B),	which	compared	with	the	QM/MM	reference	
(Figure	4A)	shows	a	serious	unbalance	in	the	conformer	1	
vs	 conformer	 3	 ratio.	 This	 behavior	 is	 not	 corrected	 if	 a	
local	RNA	adaptation	of	 the	DNA	parmbsc1	 force-field	 is	
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used	 (data	 not	 shown),	 and	 only	 slightly	 improved	
(Figure	 5B)	 if	 a	 correction	 in	 the	 Lennard-Jones	 specific	
interaction	between	the	O2'	and	the	phosphate	oxygens	is	
introduced	 (see	Supplementary	Methods	4	and	5).	Thus,	

the	 error	 in	 the	κ	 distribution	 is	 related	 to	 an	 incorrect	
representation	 of	 the	 C2’O2’	 torsion	 in	 current	 state-of-
the-art	

	

Figure	 5.	Kappa	behaviour	 in	RNA	MD	simulations	using	parmbsc0chiOL3.	 (A)	Probability	distribution	of	 the	Kappa	 torsion	
from	 unbiased	MD	 simulations	 of	 three	 hairpins	 and	 three	 kissing-loops	 (see	 Supplementary	Methods	 2).	 (B)	 US	MM	 free	
energy	profile	for	the	kappa	torsion	of	a	rCC	dinucleotide	with	(gray	line)	and	without	(black	line)	a	specific	correction	in	the	
Lennard-Jones	potential	between	the	phosphate	oxygen	atoms	and	the	hydroxyl	oxygen	atoms	(see	Supplementary	Methods	4).	
The	profile	and	error	bars	shown	correspond	to	the	average	and	standard	deviation	from	five	energy	profiles	obtained	between	2	
and	 2.5	 ns	 every	 100	 ps.	 (C)	 RMSD	 distribution	 (calculated	 using	 all	 atoms)	 from	HREMD	 simulations	 of	 the	 rGACC	 tetra-
nucleotide	using	parmbsc0chiOL3	(orange	line),	parmbsc0chiOL3Kappa	(red	line)	and	parmbsc0chiOL3KappavdW	(black	line).	
Error	bars	correspond	to	the	standard	deviation	from	the	average	(continuous	line)	obtained	from	two	duplicates	of	the	HREMD	
simulations	 (see	 Supplementary	 Methods	 2).	 The	 reference	 structure	 used	 for	 the	 alignment	 (prior	 to	 RMSD	 calculation)	
corresponds	 to	 an	 A-form	 portion	 of	 the	 H.	 marismortui	 ribosome	 crystal	 structure	 (PDBID:	 3G6E,	 residues	 2623-2626).		
Representative	 structures	 of	 the	 first	 two	 peaks	 are	 indicated	with	 dotted	 arrows,	 and	 correspond	 to	NMR	major	 and	NMR	
minor	structures,19	respectively.	(D)	Same	as	in	(C)	but	for	the	tetra-nucleotide	rCCCC.	In	this	case,	the	reference	structure	used	
for	 the	 alignment	 corresponds	 to	 a	 canonical	 A-form	 generated	 using	 NAB.	 A	 representative	 structure	 of	 the	 first	 peak	 is	
indicated	 with	 a	 dotted	 arrow,	 and	 corresponds	 to	 the	 unique	 conformation	 observed	 in	 NMR.18	 (E)	 RMSD	 distribution	
calculated	 using	 the	 backbone	 atoms	 of	 all	 residues	 in	 a	 RNA	 hairpin	 (PDBID:	 2KOC)	 from	 two	 unbiased	 1ms	 long	 MD	
simulations	using	parmbsc0chiOL3	(black	line)	or	parmbsc0chiOL3KappavdW	(red	line).	(F)	Same	as	in	(E)	but	for	the	region	
containing	the	loop	plus	the	first	stem	base	pair.	(G)	Three-dimensional	representation	of	the	region	considered	in	(D)	taken	
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from	the	experimental	structure	(gray)	and	the	centroids	of	the	clusters	corresponding	to	the	peaks	at	~0.6	Å	(red)	and	1.2	Å	
(blue)	 in	 the	 RMSD	 distribution	 shown	 in	 (D).

force-fields.	 The	 impact	 of	 this	 inaccuracy	 is	maximized	
in	 RNAs	 showing	 low	 level	 of	 secondary	 structure,	 as	 is	
the	 case	 of	 the	 tetra-nucleotides	 r(GACC)	 and	 r(CCCC),	
where	the	incorrect	sampling	of	the	κ	torsion	contributes	
to	 the	 formation	 of	 artefactual	 contacts	 stabilizing	
incorrect	 structures	 for	 the	oligo	 in	HREMD	simulations	
(see	 Figure	 5C,D).	 Correction	 of	 the	 C2’O2’	 torsion	 to	
reproduce	 the	 QM/MM	 κ	 profiles	 (see	 Supplementary	
Figure	6)	improves	the	results	(Figure	5C,D),	but	there	is	
a	 problem	 of	 transferability	 of	 the	 parameters	 between	
nucleotides	in	the	middle	and	termini	of	the	stand,	as	the	
presence/absence	 of	 neighboring	 phosphates	 generate	
different	 environments.	 Adding	 the	 specific	 Lennard-
Jones	 tuning	 (see	 before)	 improves	 the	 fitting	 and	
guarantees	transferability	(see	Supplementary	Methods	4	
and	5;	Supplementary	Figure	6),	and	yields	a	much	better	
representation	 of	 the	 tetra-nucleotide	 conformational	
space	(see	Figure	5	C,D).		

Very	encouraging,	the	 improvement	 is	also	visible	 in	a	
longer	 system	 (the	 14	 mer	 r(GGCACUUCGGUGCC)	
hairpin	 2KOC	 containing	 the	 UUCG	 tetra-loop),	 where	
the	 loop	 region	 (r(CUUCGG))	 is	poorly	described	by	 the	
standard	 force-field	 (Figure	 5F),	 while	 it	 is	 well	
represented	with	the	modified	parameters	(Figure	5	E,F).	
Inspection	of	the	three-dimensional	structure	(Figure	5G)	
shows	 that	 the	 peak	 at	 ~1.2	 Å	 is	 consequence	 of	 a	
torsional	 shift	 affecting	 the	phosphate	 group	 linking	 the	
loop	 with	 the	 stem	 in	 3'	 (blue	 representation	 in	 Figure	
5G).	 Such	 an	 effect	 is	 not	 observed	 in	 the	 structure	
corresponding	 to	 the	peak	at	0.6	Å	 (red	 representation),	
which	 appears	 well	 overlapped	 with	 the	 experimental	
structure	 (gray	 representation).	 Inspection	 of	 the	
backbone	torsion	angles	indicate	a	shift	of	ε	from	trans	to	
gauche(-)	 and	a	change	 in	β	 from	the	canonical	 trans	 to	
an	 artificial	 90	 degrees	 conformation.	 These	 results	
highlight	the	 importance	of	the	suggested	modifications,	
especially	in	regions	of	linkage	between	single	and	double	
stranded	regions,	which	 in	 fact,	 are	of	 the	most	 relevant	
ones	for	defining	the	RNA	secondary	structure.	

C O N C L U S IO N S 	
By	 combining	 a	 variety	 of	 complementary	 techniques	

(database	 analysis,	 high	 level	QM	calculations,	QM/MM	
and	 classical	 simulations)	 we	 provided	 convincing	
evidence	 that	 the	 C2’O2’	 torsion	 has	 a	 key	 role	 in	
differentiating	 between	 DNA	 and	 RNA,	 being	 a	 main	
determinant	of	the	local	and	global	structure	of	RNA.	The	
C2’O2’	 torsion	 is	 not	 an	 isolated	 degree	 of	 freedom,	 but	
correlates	with	a	myriad	of	non-bonded	contacts	and	it	is	
strongly	 coupled	 with	 sugar	 puckering.	 Some	 C2’O2’	
torsional	 states	 favor	 the	 transition	 to	 unusual	
puckerings,	whose	presence	is	required	in	several	protein-
DNA	 contacts.	 Our	 results	 demonstrate	 that	 protein	
binding	 can	 bias	 the	 C2’O2’	 torsional	 state	 by	 forming	
specific	hydrogen	bonding	with	2’OH	group,	leading	to	a	
North<->South	 transition	 required	 for	 functional	 RNA-
protein	binding	and	that	can	introduce	global	changes	in	
the	 overall	 structure	 of	 the	 RNA.	 A	 variety	 of	 different	

techniques	 agree	 in	 the	 C2’O2’	 torsion	 acting	 as	 the	
trigger	 for	 a	 general	 novel	 induced	 fit	 mechanism	 of	
protein-RNA	 recognition.	 Finally,	 our	 results	 rises	
concerns	on	the	current	state-of-the-art	RNA	force	fields,	
but	 also	 suggest	 that	 simple	 recalibration	 of	 the	 C2’O2’	
torsion,	which	will	be	implemented	in	our	new	force-field	
for	 RNA,	 can	 lead	 to	 a	 much	 improved	 description	 of	
unusual	RNA	conformations.	
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 66	
Supplementary Methods 1. Database Analysis.  67	
All the analysis of NMR or X-ray structures was done using local R scripts using the 68	
bio3D1 libraries. 69	
Kappa Torsion Distribution. Two datasets were used to build the kappa torsion 70	
empirical distribution: i- the “Full Dataset” which contains the current state of the PDB 71	
up to June 2016 for NMR-solved structures containing RNA (610 entries), and ii- the 72	
“Non-Redundat Dataset” which contains NMR-solved RNA structures (476 entries) 73	
proposed by Leontis et al.2 to avoid structural redundancy available from the BGSU 74	
Structural Bioinformatics Group web page (http://rna.bgsu.edu/rna3dhub/nrlist/), see 75	
Supplementary Table 1 for further details. For the Full Dataset, all NMR models in 76	
every PDB entry were split into RNA continuous segments (two or more residues), and 77	
the kappa torsion angle was measured for every ribonucleotide within a given segment. 78	
The canonical hydrogen bond local interactions of the 2'OH group were analyzed by 79	
measuring the distance between the 2'OH hydrogen atom and the atoms: O3', O4' and 80	
O2 (pyrimidines)/N3 (purines) from the same ribonucleotide, or O5', OP1, OP2 and O4' 81	
of the ribonucleotide in 3'. In addition, non-canonical hydrogen bonds were assessed 82	
by measuring the distance between the H2' or O2' of a given ribonucleotide and O4' or 83	
H5'/H5'' of the ribonucleotide in 3', respectively. To capture the effect of the sugar 84	
conformation on the kappa torsion angle, the pucker phase was also measured using 85	
Westhof & Sundaralingam definition3 and  obtaining kappa/pucker phase pairs for each 86	
analyzed ribonucleotide. Kappa probability distributions were calculated using angle 87	
windows of 20 degrees and plotted for 3'endo and 2'endo pucker phases separately, for 88	
all bases together or split by base type. The correlation between the kappa torsion 89	
angle and the distances to local hydrogen bond acceptors/donors are shown by means 90	
of scatter plots and three density contours corresponding to point in the distance-kappa 91	
space with density equal to the average density plus one, two or four standard 92	
deviations. Finally, kappa distributions were converted to empirical free energies from 93	
the relative populations of kappa values between 0 and 360 degrees, considering 94	
windows of 20, 15, 10 and 5 degrees, using the relation: ΔGi/0=R*T*Ln(Pi/P0), where Pi 95	
and P0 are the population of kappa values for windows i and 0, respectively. The 96	
windows [0,20], [0,15], [0,10], and [0,5] were used as reference (window 0) for each of 97	
the four striding options mentioned above. The measurement of kappa and pucker and 98	
the calculation of the empirical free energy was repeated for the Non-Redundant 99	
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Dataset although in this case only specific chains and NMR models were used as 100	
suggested in the BGSU Structural Bioinformatics Group web page. 101	
Kappa Torsion and Pucker Phase Distributions in 2'OH-ARG/LYS Contacts. Both 102	
dataset mentioned in the previous section were filtered keeping only PDB entries 103	
corresponding to protein-RNA complexes (see Supplementary Table 2). Kappa and 104	
pucker distributions were obtained for ribonucleotides with the 2'OH group in contact 105	
with the aminoacids ARG and LYS (distance between any ARG or LYS atom and the 106	
oxygen atom of the 2'OH moiety lower or equal to 4 Å). When multiple atoms from the 107	
same ARG or LYS residue were in contact with a given ribonucleotide 2'OH, the 108	
corresponding kappa/pucker pair was counted only once. 109	
Probability of Contacts Between a Given Aminoacid and the 2'OH Group. The Full 110	
and the Non-Redundant Datasets filtered to keep only protein-RNA complexes, which 111	
contain only NMR-solved structures, were supplemented with X-ray solved protein-RNA 112	
complexes obtained from the current state of the PDB (up to June 2016) or the Leontis 113	
et al. non-redundant database, respectively, for resolutions below 2.5 Å (see 114	
Supplementary Methods 3). For both NMR/X-ray datasets, the number of contacts 115	
(distance <= 4 Å) between any aminoacid atom and the 2'OH oxygen atom was 116	
counted.  When multiple atoms from the same aminoacid were in contact with a a given 117	
ribonucleotide 2'OH, the contact was counted only once to eliminate repeated counts 118	
per aminoacid. The contacts frequency per aminoacid was divided by the total number 119	
of observed contacts, thus obtaining the aminoacid-2'OH interaction probability given 120	
that a contact exists. 121	
 122	
Supplementary Methods 2. MD Additional Details. 123	
All classical MD simulations were run using AMBER-14 suite. TLEAP code was used 124	
for systems preparation, CPPTAJ for post-processing and analyzing trajectories and 125	
ParmEd to modify and check topologies when needed (e.g. scale torsion angles force 126	
constants for HREMD calculations). Restraints were imposed using native AMBER 127	
algorithms or by means of the PLUMED 2.2 patch to AMBER-14.  Generation of free 128	
energy profiles from umbrella sampling simulations was achieved using vFEP.4	129	
Unbiased Molecular Dynamics Simulations. Microsecond long MD simulations of six 130	
RNA structures corresponding to three hairpins (PDBIDs: 1JJ2, 1Q9A and 2KOC ) and 131	
three kissing loops (PDBIDs: 1BAU, 2BJ2 and 2RN1) were run using parm99 132	
forcefield5,6 supplemented with the bsc07 and chiOL38,9 corrections (here in called 133	
“parmbsc0chiOL3”) to model the RNA. To take into account solvent model effects, two 134	
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of the most widely used water models were employed, TIP3P10 for the hairpin 135	
structures and SPC/E11 for the kissing loops structures. In all cases a 150mM ionic 136	
environment was represented using Dang parameters12–14 for K+ and Cl-. MD 137	
simulations were performed in the NPT ensemble using Berendsen thermostat15 with a 138	
time constant of 5 ps-1 and the Berendsen barostat with a time constant of 5 ps-1. 139	
Equations of motion were integrated using a time step of 2fs with the pmemd.cuda 140	
code16 was used. Each system was subject to 2000 steps of energy minimization with 141	
position restraints in the solute of 25 kcal/mol, followed by 1 ns of position restrained (5 142	
kcal/mol) thermalization in the NVT ensemble and 10 ns unrestrained equilibration in 143	
the NPT ensemble. Production MD simulations were run for 1 µs. Non-bonded direct 144	
cut-off was set to 9 Å and particle mesh Ewald17 was used for reciprocal space 145	
calculations. All bonds involving hydrogen atoms were constrained by means of 146	
SHAKE algorithm.18	147	
Hamiltonian Replica Exchange Molecular Dynamics Simulations. The 148	
conformational landscape of two tetranucleotides, rGACC and rCCCC, were explored 149	
enhancing the sampling by  allowing coordinates exchange between eight replicas 150	
where all torsion angle force constants are scaled by: 1, 0.9 , 0.8, 0.7, 0.6, 0.5, 0.4, and 151	
0.3, achieving an exchange acceptance in the range of 25-60%. rGACC initial structure 152	
was taken from an A-form portion of the H. marismortui ribosome crystal structure 153	
(PDBID: 3G6E, residues 2623-2626), following the same approach as Henriksen et 154	
al.19 rCCCC initial structure was generated in a random conformation using NAB. The 155	
RNA molecule in each system was modelled using parmbsc0chiOL3, solvated using 156	
the TIP3P model10 and neutralized with three K+ ions using Dang parameters.12–14  157	
Preparation of both systems for the first set of HREMD involved 2000 steps of position 158	
restrained (25 kcal/mol) minimization, and heated during 2 ns of MD from 10-150 K 159	
(NVT and 25 kcal/mol position restraints) and from 150-300 K (NPT and 5 kcal/mol 160	
position restraints), using a time step of 1 fs. System density at 300 K and 1 Bar was 161	
relaxed in 5 ns of 2 fs time step MD in the NPT ensemble with soft position restraints 162	
(0.5 kcal/mol) further extended by 500 ps of unrestrained equilibration in NVT. 163	
Production HREMD simulations were run in the NVT ensemble at 300 K using the 164	
Langevin thermostat with a collision frequency of 2 ps-1 and resetting the random seed 165	
at each restart to avoid synchronization effects. A 2 fs time step was used with an 166	
exchange attempt every 1 ps. Non-bonded direct cut-off was set to 8 Å and particle 167	
mesh Ewald17 was used for reciprocal space calculations. All bonds involving hydrogen 168	
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atoms were constrained by means of SHAKE algorithm.18 The independent second run 169	
of HREMD simulations were started from the restart structures of the first run after 500 170	
ns, assigning new velocities and equilibrating for 1 ns in the NVT ensemble. Total 171	
simulated time for both independent runs was 1.2 µs per replica. Equations of motion 172	
were integrated using the pmemd.cuda.MPI code.   173	
Umbrella Sampling Molecular Dynamics Simulations. Classical mechanics umbrella 174	
sampling simulations were run for the rC nucleoside and the rCpC dinucleotide to 175	
obtain the kappa torsion potential of mean force in order to compare with the 176	
corresponding profiles at QM/MM level. For both systems, the solute was modelled 177	
using parmbsc0chiOL3 forcefield, solvated using TIP3P water model10 and neutralized 178	
(rCpC) with one K+ ions using Dang parameters12–14. The rotation of the kappa torsion 179	
was sampled in twenty windows of 18 degrees applying a restraining potential on 180	
kappa of 35 kcal/mol. Each window initial configuration was extracted from an 181	
exploratory well tempered metadynamics20 simulation (50 ns; initial Gaussian high of 182	
1.2 kJ/mol; deposition period of 1ps; sigma=0.35 radians; BIASFACTOR=4, T=300 K) 183	
of the rCpC dinucleotide, and further equilibrated for 500 ps in the NPT ensemble at 184	
300K and 1 Barr. Production data was collected for 2.5 ns of NPT molecular, dynamics 185	
for each window. Restraints on beta and gamma backbone torsions, as well as on the 186	
sugar pucker were used as in the QM/MM simulations detailed below.  187	
 188	
Supplementary Methods 3. QM/MM Additional Details.  189	
All QM/MM dynamics simulation were run using the interface between TERACHEM23–26 190	
and AMBER (MM) as implemented in AMBER-14, with a time step for the integration of 191	
the equations of motion of 1 fs. Potential energy walls (when required) and/or restraints 192	
were enforced by means of PLUMED 2.222 patch to AMBER-14. Calculation of the free 193	
energy profile from the umbrella sampling trajectories was achieved using vFEP.4	194	
Kappa Torsion Potential of Mean Force. Umbrella sampling QM/MM simulations 195	
were run to obtain the free energy profile of the C2'O2' (kappa) torsion rotation for a 196	
cytosine nucleoside (rC) and for a cytosine dinucleotide (rCpC) in aqueous solution. 197	
The system setup was the same as per the classical umbrella sampling calculations 198	
(see previous section). In both cases the nucleic acid was treated at the quantum level 199	
BLYP/6-31G(d) while the aqueous environment (water or water plus one K+ ion) was 200	
treated at the classical level (TIP3P10 and Dang parameters12–14 for ions). The rotation 201	
of the kappa torsion was sampled in twenty windows of 18 degrees applying a 202	
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restraining potential on kappa of 35 kcal/mol. Each window was first equilibrated fully 203	
classically (“parmbsc0chiOL3”) for 500 ps in the NPT ensemble (300 K and 1 Barr). 204	
The restart classical configurations were relaxed at the QM/MM level for 5 ps and 205	
production simulations were carried out for 40 and 25 ps for rC and rCpC, respectively. 206	
Wavefunction SCF calculations were done in mixed precision including DFTD3 207	
dispersion corrections.27 In the case of the rC nucleoside, sugar pucker transitions were 208	
frequently observed affecting the sampling of the kappa rotation. Consequently, a 209	
potential energy wall as implemented in PLUMED 2.222 was applied to one of the Zx 210	
Cartesian coordinates of the ring puckering21 (a lower wall at Zx=0.3 to maintain the 211	
3'endo conformation or an upper wall at Zx=-0.3 to maintain the 2'endo conformation). 212	
The dinucleotide simulation maintained the 3'endo initial pucker, thus the use of walls 213	
was not required (that was not the case for the MM simulations where pucker phase 214	
restraints were needed). For both rC and rCpC, 5kcal/mol restraints on the beta and 215	
gamma backbone torsions were applied to avoid interactions with the phosphate 216	
oxygen atoms. For rC additional restraints (5kcal/mol) were also applied on epsilon 217	
backbone torsion to keep it at the standard value. 218	
 219	
Supplementary Methods 4. Kappa Parametrization. In parm99bsc0chiOL3 the 220	
C2'O2' torsion rotation is controlled by three dihedral angles: C1'-C2'-O2'-HO2' 221	
(dihedral type: CT-CT-OH-HO), C3'-C2'-O2'-HO2' (dihedral type: CT-CT-OH-HO) and 222	
H2'-C2'-O2'-HO2' (dihedral type: H1-CT-OH-HO). To avoid affecting non-RNA OH 223	
moieties described using the current AMBER forcefield distributions, a new atom type 224	
for the O2' atom was introduced (OK) for refitting the Kappa torsion angle. The dihedral 225	
type H1-CT-OH-HO was substituted by H1-CT-OK-HO with a new set of parameters, 226	
while the dihedral type CT-CT-OH-HO was renamed CT-CT-OK-HO but keeping the 227	
original set of parameters. As in the parmbsc0 and parmbsc1 parametrization 228	
procedure, a flexible Metropolis Monte Carlo algorithm was used to fit a truncated third 229	
order Fourier series to the difference between: i- QM/MM pmf of the Kappa rotation for 230	
the rCpC dinucleotide, and ii- the corresponding pmf obtained at MM level 231	
(parmbsc0chiOL3H1-CT-OK-HO=0). Both QM/MM and MM potentials of mean force were 232	
obtained from umbrella sampling calculations for the sugar in North conformation as 233	
described in Supplementary Methods 2 and 3 (see Supplementary Figure 6A). The 234	
obtained new parameters (see Supplementary Table 4) were tested on two 235	
tetranucleotide systems (rGACC and rCCCC) exhaustively exploring their 236	
conformational landscapes by means of Hamiltonian Replica Exchange simulations 237	
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(see Supplementary Methods 2 for simulation details). In addition to the previous 238	
parametrization, a second fitting was performed considering a specific modification of 239	
the Lennard-Jones potential (increase in the sigma parameter) between the phosphate 240	
oxygen atoms and : i- the ribose O2', O3' atoms, and ii- the amine nitrogen of the base 241	
(N6 in A, N2 in G and N4 in C), herein called “parmbsc0chiOL3vdW”. This correction to 242	
the Lennard Jones potential is based on the AMBER parameters revision for organic 243	
phosphates proposed by Steinbrecher et al,28 which was recently shown to improve the 244	
description of RNA tetranucleotides.29 In the present work, instead of including a 245	
general Lennard-Jones correction affecting the interaction between the phosphate 246	
oxygen atoms and all other atoms in the system, the specific terms affecting only the 247	
atoms mentioned above were corrected (see Supplementary Methods 5 section for the 248	
parmed.py script). The Kappa torsion parameters were fitted as before but using the 249	
parmbsc0chiOL3vdWH1-CT-OK-HO=0 pmf for the MM level (see Supplementary Figure 6). 250	
reference The obtained parameters (see Supplementary Table 5) were tested again on 251	
the tetranucleotide systems (rGACC and rCCCC) and on microsecond-long unbiased 252	
MD simulations of three RNA hairpins and three kissing-loop systems (see 253	
Supplementary Methods 2 for simulation details). 254	
 255	
Supplementary Methods 5. Parmed.py commands for the Lennard-Jones specific 256	
interactions modification. 257	
changeLJPair @%OS @%N2 3.5958 0.17 258	
changeLJPair @%O2 @%N2 3.5733 0.188944436 259	
changeLJPair @%O2 @%OH 3.4703 0.210199905 260	
changeLJPair @%OS @%OH 3.4928 0.189124298 261	
changeLJPair @%O2 @%OK 3.4703 0.210199905 262	
changeLJPair @%OS @%OK 3.4928 0.189124298 263	
addLJType @O4' radius 1.6837 epsilon 0.1700 264	
parmout OUTFILE 265	
go 266	
 267	
 268	
Supplementary Table 1. Kappa Analysis (only NMR structures).a  269	
 Full Dataset Non-redundant Dataset 

Number of entries 610 (7518)b 476 (531)b 

Number of analysed 
entries 

584 (7256)b 459 (503)b 

Number of analysed 
nucleotides 

174511 11212 

aAll available NMR models were used in the PDB (10/06/2016) set analysis, while only 270	
specific models were used for the non-redundant dataset (see Supplementary Methods 271	
1). 272	
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b Number of NMR models for the given set of PDB entries. 273	
 274	
	275	
	276	
	277	
	278	
	279	
	280	
	281	
Supplementary Table 2. Kappa and pucker analysis for ribonucleotides with 2'OH 282	
in contact (distance <=4 Å) with ARG or LYS (only NMR structures).  283	
 Full Dataset Non-redundant Dataset 

Number of protein-RNA PDB 
entries available 

107 (1709)a 89 (135)a 

Number of protein-RNA PDB 
entries analysed 

107 (1709)a 89 (135)a 

Number of analysed 
nucleotides with the 
2'OH in contact with: 

ARG 1756b 212b 

LYS 1647b 152b 

a Number of NMR models for the given set of PDB entries. 284	
b Removing repeated kappa/pucker values due to contacts with different atoms of the 285	
same aminoacid in a given contact. 286	
 287	
Supplementary Table 3. Protein-RNA contacts analysis. 288	
 Full Dataset Non-redundant Dataset 

Number of available 
PDB entries 

514 319 

Number of available X-
ray entries 

407 230 (238)b 

Number of available 
NMR entries  

107 (1709)c 89 (135)c 

Total number of 
available models (X-
RAY+NMR) 

2116 373 

Number of analysed 
PDB entries 

500 307 

Total Number of  
analysed models (X-
RAY+NMR)  

2102 361 

Number of analysed 
contacts 
(distance<=4Å) 

26760a  5309a  

a Removing repeated counts from different atoms of the same aminoacid in a given 289	
contact. 290	
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b Number of X-RAY models for the given set of PDB entries. 291	
c Number of NMR models for the given set of PDB entries. 292	
 293	
 294	
	295	
	296	
	297	
	298	
Supplementary Table 4. H1-CT-OK-HO parameters. 299	
Torsion Vn/2 Phase Periodicity 

H1-CT-OK-HO 0.482 18.8 -3 

H1-CT-OK-HO 0.336 59.4 2 

H1-CT-OK-HO 0.549 96.9 1 

 300	
Supplementary Table 5. H1-CT-OK-HO parameters considering vdW specific 301	
corrections. 302	
Torsion Vn/2 Phase Periodicity 

H1-CT-OK-HO 0.501 0.0 -3 

H1-CT-OK-HO 0.287 74.3 2 

H1-CT-OK-HO 0.519 60.7 1 

 303	
	304	
	305	
	306	
	307	
	308	
	309	
	310	
	311	
	312	
	313	
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	314	
Supplementary Figure 1. Preferred orientations of the kappa torsion per base 315	
type. The plots show the probability distribution of the torsion angle between the atoms 316	
H2'-C2'-O2'-HO2' for 3'endo or 2'endo ribonucleotides and for the current state of the 317	
PDB or a non-redundant database (see Supplementary Methods 1), split by base type. 318	
	319	
	320	
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pucker phase in North for both Full Dataset (A, C, E, G and I) and Non-Redundant 356	
Dataset (B, D, F, H and J). Red dotted lines indicate optimal and maximum hydrogen 357	
bond distances (horizontal), and kappa rotation minimum energy positions (vertical). 358	
Contour lines correspond to points with density values equal to the average density 359	
plus 1, 2 and 4 standard deviations. Data for both  360	
	361	
	362	
	363	
	364	

Supplementary Figure 3. Preferred orientations of the kappa torsion from a non-365	
redundant database. (A) Probability distribution of the torsion angle between the 366	
atoms H2'-C2'-O2'-HO2' for all the 3'endo ribonucleotides of the RNA dataset obtained 367	
from a non-redundant database (see Methods). (B) Same as in (A) but for 2'endo 368	
ribonucleotides. (D,E) Empirical free energy calculated from the experimental kappa 369	
distributions in (B) and (C), respectively. 370	
	371	
	372	
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	373	
 374	
 375	
 376	
 377	
 378	
 379	
 380	
 381	
 382	
 383	
 384	
 385	
 386	
 387	

Supplementary Figure 4. Kappa energy profile for different window sizes. (A) 388	
Empirical free  energy calculated from the kappa distribution of 3'endo ribonucleotides 389	
of the non-redundant RNA dataset (see Supplementary Methods 1), splitting the data 390	
using four different window sizes: 20 degress (black), 15 degrees (dark gray), 10 391	
degrees (gray), and 5 degrees (light gray). (B) Same as in (A) but for 2'endo 392	
ribonucleotides. (C) Same as in (A) but using all current RNA entries in the PDB. (D) 393	
Same as (C) but for 2'endo ribonucleotides. 394	
	395	
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	396	
Supplementary Figure 5. Protein-RNA contacts for the Full Dataset. (A) Probability 397	
of contact between a given aminoacid and the HO2' given a protein-RNA contact occur, 398	
calculated from counting all contacts (distance<=4 Å) between any protein atom and 399	
the oxygen of 2'OH, and splitting the counts per aminoacid identity. Multiple atoms of a 400	
given aminoacid within the distance cutoff were counted as one contact. All X-ray and 401	
NMR (multiple models) from the Full Dataset (see Methods) were used. B) Frequency 402	
of kappa values for RNA nucleotides in contact with ARG atoms (distance <=4 Å) 403	
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obtained from NMR (multiple models) structures in the Full dataset. C) Frequency of 404	
pucker phase values for RNA nucleotides in contact (distance <=4 Å) with ARG atoms 405	
obtained from NMR (multiple models) structures in the Full Dataset. D,E) Same as B 406	
and C, respectively, but for LYS aminoacid. 407	
 408	
	409	
Supplementary Figure 6: Kappa fitting to reproduce QM/MM potential for mean force. 410	

(A) US QM/MM (blue), parmbsc0chiOL3H1-CT-OK-HO=0 (red) and parmbsc0chiOL3 with 411	
the correction on the kappa torsion (parmbsc0chiOL3Kappa, black) free energy profiles 412	
for the kappa torsion of a rCC dinucleotide. The profile and error bars correspond to the 413	
average and standard deviation from five energy profiles obtained after 20-25ps every 414	
1 ps (QM/MM) and 2-2.5ns every 100ps (parmbsc0chiOL3H1-CT-OK-HO=0 and 415	
parmbsc0chiOL3Kappa). (B) Same as in (A) but including the Lennard-Jones 416	
modification (see Supplementary Methods 4) on parmbsc0chiOL3H1-CT-OK-HO=0 (red) and 417	
on parmbsc0chiOL3Kappa (black).  418	
	419	
	420	
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5.2	RNA	dumbbells	(Publication	5)	 	
 

RNA interference is a natural defense mechanism of gene regulation triggered 
by 21-23 base pairs RNA duplexes with 3’-terminal overhangs, called siRNAs, 
which, when incorporated into the RISC protein complex, induce degradation of the 
complementary target mRNAs (Fire et al. 1998). Soon after, it was discovered that 
synthetic siRNAs produce similar effect, thus having an attractive biomedical 
potential (Elbashir et al. 2001). Their biggest limitation is their vulnerability to 
degradation by serum exonucleases. To address this issue, our group developed a new 
class of 3’-exonuclease-resistant modification of the siRNA molecule (Terrazas et al. 
2013). The approach consisted in replacing the 3’-terminal natural dinucleotide 
overhangs with dimeric N-ethyl-N bridged nucleosides (two 2’-deoxy-5-
methylcytidine units linked together by ethyl chain through the exocyclic amino 
group, also called BCn dimer; n being the number of carbon atoms of the alkyl chain). 
The results of their study showed that these capped duplex structures, called 
dumbbell, showed an extreme resistance to nuclease digestion, without affecting 
RISC sensitivity. 

Based on these promising results, we decided to computationally investigate 
the configurational and dynamic behavior of BCn dimers. We performed MD 
simulations of the BC2-, BC6- and BC8-linker dumbbell structures, and the control 
linear dsRNA duplex analogue. Linker structures were geometrically optimized on 
QM level from which point charges were parameterized using standard RESP 
calculation. We used latest force field for RNA, which has the same approach as 
parmbsc1 for DNA, but it is still in the development stage up to this day. Simulation 
results showed stability of all 3 designed dumbbell structures, similar to the wild-type 
simulation of the RNA duplex (see Figure 2). From helical perspective, there are 
almost no changes in the distribution of helical parameters between the 4 structures 
studies  (see Supplementary Figure S1). Looking at the dynamics of the linkers, we 
saw higher flexibility of BC6- and BC8- linkers (see Figure 5.2), with the BC8- linker 
exploring a much larger configurational space (see Supplementary Figure S2).  

Overall, computational study allowed us to design new dumbbell-shaped BC-n 
RNA loop, whose higher biostability with respect to their linear 3’-BC-modified 
version and the 7 nt-loop dumbbells has been experimentally verified. The BC6-linker 
dumbbell could be used for targeting the relevant GRB7 oncogene in SKBR3 breast 
cancer cells (work under development). 
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Figure 5.3.  Dynamics of the BC6 dumbbell. RMSd of the entire dumbbell (all) 
with representative snapshots, and excluding terminal dimers (no ends).  
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“There is no real ending. It’s just the place 

where you stop the story.” 
Frank Herbert 

	
	
	
	
	
	
	
6|	SUMMARY	AND	GENERAL	DISCUSSION	 	
	
6.1.	SUMMARY	OF	THE	RESULTS	
	

1) Parmbsc1 
During the development of the new force field for DNA simulations we: 

• Obtained high-level QM profiles of coupled ε/ζ and χ torsions, as well as the 
sugar pucker. 

• Fitted the high-level QM profiles to the then gold-standard force field, 
parmbsc0, naming the new force field parmbsc1. 

This newly obtained parameters, we: 
• Tested and benchmarked on more than 100 system of a big variety. 
• Compared with direct experimental observables obtained in solution like 

NOEs, RDCs, or WAXS spectra. 
Looking at the performance of parmbsc1 we observed: 

• Significant improvements or equal results in all tested systems when 
compared with parmbsc0 results. 

• Clear improvements in averages and profiles of helical parameters and BII 
populations. 

• Better description of terminal residues with a decrease in terminal fraying. 
• Excellent agreement with experimental observables. 
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2) Drew-Dickerson dodecamer study in a variety of solution models 

When comparing the simulations of DDD using various solvent and salt models, 
we found that: 

• Profiles of helical parameters showed no significant differences in regard of 
the ion and solvent model used. 

• High similarity in DNA flexibility between the simulations with different ion 
and solvent models used. 

• All of this suggests that parmbsc1 is robust with respect to the selection of ion 
and solvent force field. 

In the extended 10 µs trajectory of DDD, we observed: 
• Preservation of the good performance parmbsc1 showed on 1 µs timescale, 

with good reproduction of helical parameters’ profiles, no terminal defects 
that were previously observed with parmbsc0, and clear bimodality of some 
base pair steps (especially CG step), all in good agreement with experimental 
observations. 

• No significant differences between 2 µs segments, suggesting a full 
convergence, coming from principle component analysis and entropy analysis. 
 

3) DNA force field benchmark 
In the ”de novo” validation of parmbsc1, we: 

• Compared the results of the simulations with experimental results, namely de 
novo obtained NMR data. 

• Found that amongst all tested force fields parmbsc1 provides the best fit to 
various experimental data. 

• Report that parmbsc1 (together with OL15) best reproduces averages and 
profiles of helical parameters. 

• Observed that parmbsc1 highlights the noise expected in NMR-derived 
structures when focused at the base-pair resolution level. 

• Strongly suggest using parmbsc1 for simulations of DNA duplexes. 
 
 

4) C2’-OH study 
When extending our understanding of 2’-OH orientation and effects on the RNA 
conformational space, we found: 

• Three preferred orientations of 2’-OH, whose preference is coupled with sugar 
puckering. 

• That QM study suggests the lowest energy orientation being orientation 
towards O4’ in South, which indicates an ability of 2’-OH to induce changes in 
sugar puckering and subsequently global changes of the RNA structure. 

• A variety of different techniques agree in the 2’-OH acting as the trigger for a 
general novel induced fit mechanism of protein-RNA recognition. 
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5) RNA dumbbells 

In the design of linkers for RNA dumbbell structures, we conclude that: 
• Newly designed BC6-linker dumbbell shows higher biostability than other 

derivatives found in the literature. 
• The new dumbbell could be used in gene regulation taking advantage of its 

improved ADME properties. 

	
6.2.	GENERAL	DISCUSSION	
 
• New gold-standard force field 

Difficulty in developing a new force field consists of trying to improve known 
problems while keeping the good aspects of the latest ‘state of the art’ force field. 
Parmbsc1 improved generally accepted glitches of parmbsc0 force field, like under-
twisting of B-DNAs, lower population of BII states, improper representation of non-
canonical structures, and excessive terminal fraying, while managing not to alter 
generally good results of parmbsc0, like sequence dependent profiles of helical 
parameters, and reproduction of (among others) dielectric response of DNA and 
cooperative binding. The valuable ability of parmbsc1 to reproduce well experimental 
observables did not come with a cost, meaning that parmbsc1 did not ‘freeze’ the 
DNA structures to its experimental average, which is confirmed by entropy and 
normal mode analysis. Moreover, studying conformational transitions we were able to 
reproduce some large transitions, like unfolding of DNA in pyridine solution or 
effective folding of a small hairpin. Additionally, parmbsc1 was able to recognize 
instability of structures like antiparallel d(G-G•C) triplex or anti-parallel Hoogsteen 
DNA, Z-DNA in physiological conditions. Together with its ability to correctly 
represent protein-DNA complexes and other non-canonical structures, parmbsc1 
showed unprecedented results in the world of force field development. Benchmark of 
relevant DNA force fields showed that parmbsc1 best fit experimental data (coming 
from different sources), especially de novo obtained NMR data, among all the tested 
force fields. We believe that parmbsc1 will serve as the new gold-standard force field 
for simulation of various DNA systems, and that it is possible close to the limit of 
accuracy for a pairwise additive force field. 

 
• More details on Drew-Dickerson dodecamer 

The choice of solvent and ion force field models (Na+Cl- or K+Cl-) had little 
impact on the global structure or flexibility of DDD, proving the robustness of 
parmbsc1 with respect to the selection of ion and solvent force field. No significant 
changes in the motions of 10 µs timescale and complete convergence of 2 µs 
segments, suggests that there is not much left to gain from longer simulations at the 
present simulation timescales, considering there are no significant motions in sub-ms 
timescale for DNA dynamics (Galindo-Murillo et al. 2014). Accurate agreement of 
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helical parameter profiles and averages imply that further small improvements are 
likely to require the inclusion of polarization. Overall, parmbsc1 provides an 
improved representation of DDD dynamics, including the subtle choreography of 
changes happening related to bimodality of certain steps. 

 
• Efforts on RNA force field 

Despite the big effort of some groups, RNA force fields still lack a great amount 
of accuracy. Most of the approaches include refinement of χ torsion, but without any 
significant improvements for many problematic, usually non-canonical, RNA 
systems. The approach from Chen and Garcia included scaling of base stacking 
interaction in order to fold RNA hairpin loop, but this modification remained case-
specific. Probable cause of this unfavorable outcome of most parameterization efforts 
is lack of understanding of 2’-OH mechanism of orientation and its influence to 
overall structure. From our study, we have clearly seen that 2’-OH conformational 
change can influence sugar puckering reorientation and indirectly induce global 
structural changes in RNA molecules. Proper description of this torsion is of high 
importance for further RNA force field development and is crucial to understand the 
mechanism of induce fitting linked to protein-recognition of RNA structures. 

 
• RNA dumbbells 

Degradation resistant siRNAs are biologically relevant molecules because of their 
role in gene regulation. Previous results showed that a structure, called dumbbell, 
consisting of replacing the natural dinucleotide overhangs with dimeric N-ethyl-N 
bridges, called BCn dimer, showed a resistance to nuclease digestion. Following the 
previous suggestion we designed dumbbell structures including longer BC-linkers, 
BC6- and BC8-linkers. Out of the two, BC6-linker proved to be more practical, since 
dumbbell with BC8-linker was hard to synthesized, mainly due to its high flexibility. 
Despite all the existing shortcomings, simulation techniques allowed to predict RNA 
properties and design a new dumbbell structure, with good RISC- activity and large 
biostability. 
 
• The known caveats of our force field. 

Even being close to convergence, we believe that classical non-polarizable DNA 
force fields (including ours) might experience still some refinement. For example, we 
have been demonstrated the ability of parmbsc1 to fold some basic DNA motives and 
distinguish between stable and unstable conformations of DNA, but it is not clear if 
they will be able to reproduce in a systematic way, for example it is not clear that we 
are going to be able to reproduce absolute melting temperatures. Furthermore, it is not 
clear whether or not currently used non-bonded terms based on simple combination 
rules can finely reproduce DNA-protein interactions. In fact, some authors have 
pointed intrinsic shortcoming in these terms that might need specific correction. For 
example, Chen and Garcia (Chen & García 2013) and later Elcock’s group (Brown et 
al. 2015) have suggested that nucleobase-nucleobase stacking is overestimated in 
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water by around 1 kcal/mol, suggesting a linear scaling of the van der Waals term. 
Unfortunately, as we see from our benchmark study, the resulting force field is not 
well balanced and produces suboptimal results, highlighting the complexity of 
correcting force field artifacts. The issue of the potential inaccuracy of the stacking, 
and its impact on the structure of DNA is under debate, as existing experimental 
evidences are quite contradictory to each other (Bommarito et al. 2000; Guckian et al. 
2000). Similar criticisms have been raised by Case and coworkers (Steinbrecher et al. 
2012), and by Cheatham’s group (Galindo-Murillo et al. 2014) on the accuracy of the 
phosphate non-bonded term, which might affect the quality of DNA-protein 
interactions. It is likely that, as the range of applicability of MD simulations extends, 
and simulations reach multi-microsecond scales in a systematic way, more errors are 
going to emerge, and surely new versions of parmbsc1 will tackle them. 

 
As we discussed it before, the van der Waals term includes a mixture of 

interaction terms, some of them escaping from the pair-additive paradigm, like 
polarization. The use of rotationally-averaged charges neglects intramolecular 
polarization effects coupled with structural movements (Basma et al. 2001). For that 
reason, several groups have developed polarizable force fields, most notable based on 
Drude particle formalism. For example, MacKerell’s group worked extensively on 
developing polarizable force fields for CHARMM, based on Drude oscillator model, 
but as we saw from our studies, they are far from perfection. Lastly, we should 
mention that the introduction of polarization into pair-additive force fields would 
have a small drawback, as the simulation speed would dramatically decrease (in our 
experience, at least 5x decrease in speed). Nevertheless, we strongly support the 
introduction of polarization effects in new generation force fields. 

Finally, we believe that it is very important not to overestimate our expectations 
on classical pair-additive force fields, as there are many intrinsic problems in the 
basic formalism, which will always restrict their accuracy. For example, the use of 
atom-centered point charges is a cheap strategy, which shows its shortcomings in 
reproducing accurate electrostatic interactions when compared with QM potentials 
(Alemán et al. 1994). Whether spherical van der Waals potentials are able to 
reproduce in all cases anisotropic dispersion interactions is unclear. Furthermore, we 
cannot ignore the existence of some interactions involving charge-transfer as is the 
case of some ion-DNA complexes (Dans et al. 2014; Savelyev & Alexander D 
MacKerell 2015a; Savelyev & Alexander D MacKerell 2015b; Savelyev & Alexander 
D. MacKerell 2015). As we see from our Drew-Dickerson study, refined two-body 
descriptions might be accurate for Na+ and K+, which are the most prevalent cations in 
physiological conditions, but smaller ions can be much more difficult to represent due 
to the neglect of polarization (Savelyev & Alexander D MacKerell 2015a; Savelyev 
& Alexander D MacKerell 2015b; Savelyev & Alexander D. MacKerell 2015), and 
bivalent ions, especially Mg2+, which transfer large part of their charge to the DNA 
are nearly impossible to reproduce, even for polarizable force fields. 
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CONCLUSIONS	

 
 

1. The new force field parameters, called parmbsc1, were able to significantly 
improve MD simulations of big variety of DNA molecules ranging from 
canonical B-DNA duplexes to unusual DNA structures, correcting known 
errors of previous force fields. 
 

2. Parmbsc1 results show high accuracy matching with experimental values, 
mainly direct experimental observables like NOEs, RDCs, WAXS spectra and 
behaves well in reproducing long transitions, and a variety of unusual DNA 
structure. 

 
3. Parmbsc1 is robust with respect to the selection of ion and solvent force field 

and is able to reproduce long-time scale conformational movements, the minor 
states of DNA, and the mechanical properties of DNA. 
 

4. Parmbsc1 has predictive power and is not contaminated by overtraining 
artifacts as show by de novo predictions on previously unknown structures of 
DNA. 
 

5. Development of RNA force field is complicated by the largest accessible 
conformational space and by the extra complexity introduced by the 2’-OH 
group.  
 

6. The conformational states of the 2’-OH provides the RNA with a unique 
mechanism to control structure and to react to the presence of interacting 
proteins. 
 

7. Despite all the existing shortcomings, simulation techniques allow to predict 
RNA properties and design a new dumbbell structure, with good RISC- 
activity and large biostability that promise large impact in siRNA regulation 
of gene activity. 
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