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Abstract
We consider the problem of obtaining information about an inaccessible half-
space from electromagnetic measurements made in the accessible half-space.
If the measurements are of limited precision, some scatterers will be unde-
tectable because their scattered fields are below the precision of the measuring
instrument. How can we make optimal measurements? In other words, what
incident fields should we apply that will result in the biggest measurements?

There are many ways to formulate this question, depending on the mea-
suring instruments. In this paper we consider a formulation involving wave-
splitting in the accessible half-space: what downgoing wave will result in an
upgoing wave of greatest energy? This formulation is most natural for far-field
problems.

A closely related question arises in the case when we have a guess about the
configuration of the inaccessible half-space. What measurements should we
make to determine whether our guess is accurate? In this case we compare the
scattered field to the field computed from the guessed configuration. Again
we look for the incident field that results in the greatest energy difference.

We show that the optimal incident field can be found by an iterative
process involving time reversal “mirrors”. For band-limited incident fields
and compactly supported scatterers, this iterative process converges to a sum
of time-harmonic fields.

1 Introduction

This work concerns the ultimate limits of electromagnetic imaging systems. What
measurements should we make to detect the weakest possible scatterers? What
measurements should we make to determine that an unknown scatterer is different
from a guessed one?

To answer these questions, we must first formulate them more precisely. What
sort of measurements do we allow? What do we mean by “detectable”? How do we
know what measurements are “best”?

2 Problem formulation

2.1 The equations

The behavior of electromagnetic fields is modelled by the Maxwell equations, which
we write in the time domain as

∇× E = −∂B
∂t

∇× H = J +
∂D
∂t

Here E ,H,B, and D are the electric field, magnetic field, magnetic flux density, and
electric flux density, respectively, and J is the current density. We write r = (x, y, z)
for a point in R

3, and x̂, ŷ, and ẑ for unit vectors in the coordinate directions.
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Figure 1: The geometry of the problem. The region Vi contains the sources,
and the region Vs contains the scatterers. The lines are dashed to indicate that the
surfaces are fictitious.

We assume that the fields are generated and measured in the upper half-space,
z > 0, which consists of free space away from the sources of the field. We assume
that the sources are separated from the boundary z = 0, so that there is a layer
of free space between the sources and the boundary, see Figure 1. In this region,
we have J = 0, and the fields E ,D,B, and H are related to each other by the
constitutive relations of free space:{

D(r, t) = ε0E(r, t)

B(r, t) = µ0H(r, t)

Here ε0 and µ0 are the vacuum permittivity and permeability, respectively.
Thus in the empty layer of the upper half-space, we can write the Maxwell

equations as 
∇× E = −µ0

∂H
∂t

∇× H = ε0
∂E
∂t

(2.1)
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We will make use of the Fourier transform relating the time and frequency do-
mains:

E(r, t) =

∫
E(r, k)e−ic0ktc0dk, (2.2)

where c0 = 1/
√
ε0µ0 is the vacuum speed of light, and k = ω/c0 is the wave number in

vacuum. In the empty layer of the upper half-space, the frequency-domain Maxwell
equations can be written {

∇×E = ik(η0H)

∇× (η0H) = −ikE (2.3)

where η0 =
√
µ0/ε0 is the vacuum impedance. The advantage of scaling the Maxwell

equations in this manner is that the electric field E and the quantity η0H now have
the same dimensions (volts/meter).

2.2 Upgoing and downgoing waves

In the empty layer of the upper half-space, where the medium is laterally homoge-
neous in the variables x and y, it is natural to decompose the electromagnetic field
in a spectrum of plane waves. We do this by means of a Fourier transformation of
the electric and magnetic fields with respect to the lateral variables x and y. The
spatial Fourier transform of a time-harmonic field E(r, k) is denoted by

E(z, exy, k) =

∞∫∫
−∞

E(r, k)e−ikexy ·rxy dxdy

where rxy = (x, y) and

kxy = x̂kx + ŷky = kexy = k(ex, ey)

is the transverse (tangential) wave vector. We write exy = ‖exy‖. The inverse
Fourier transform is defined by

E(r, k) =
1

4π2

∞∫∫
−∞

E(z, exy, k)e
ikexy ·rxy k2dexdey. (2.4)

We show in Appendix A that in the upper half-space, the transformed electric
field is a sum

Exy(exy, z, k) = Exy
↑(exy, k)e

ikezz + Exy
↓(exy, k)e

−ikezz (2.5)

where

ez(k) =


√

1 − e2xy for exy < 1

isgn(k)
√
e2xy − 1 for exy > 1.

(2.6)
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We define the vectors e± = exy ± ẑez, which satisfy e± · e± = 1.
Equation (2.5) shows how to split the electric field into upgoing and downgoing

components. We denote the upgoing three-component transform-domain electric
field by E↑eikezz and the downgoing one by E↓e−ikezz. Then we can transform back
to the time-space domain to write a downgoing wave as

E↓(r, t) =
1

(2π)2

∫ ∞

−∞

∫∫
R2

E↓(exy, k)e
−ikezzeikexy ·rxye−ic0kt k2dexdeyc0dk

=
1

(2π)2

∫ ∞

−∞

∫∫
R2

E↓(exy, k)e
ike−·re−ic0kt k2dexdeyc0dk,

(2.7)

and an upgoing wave as

E↑(r, t) =
1

(2π)2

∫ ∞

−∞

∫∫
R2

E↑(exy, k)e
ikezzeikexy ·rxye−ic0kt k2dexdeyc0dk

=
1

(2π)2

∫ ∞

−∞

∫∫
R2

E↑(exy, k)e
ike+·re−ic0kt k2dexdeyc0dk.

(2.8)

These equations give us an explicit decomposition of upgoing and downgoing waves
in terms of the plane waves eike−·re−ic0kt and eike+·re−ic0kt. These plane waves are
either homogeneous, obliquely propagating waves or inhomogeneous (evanescent)
waves, depending on whether the transverse wave number kexy, is less than or greater
than the temportal wave number k. For the propagating waves, the vector e± gives
the direction of propagation.

From this decomposition into plane waves, we see that from the Maxwell equa-
tions, the plane-wave vector amplitudes E↑ and H↑ satisfy

e+ × E↑(exy, k) =η0H
↑(exy, k)

e+ × η0H↑(exy, k) = − E↑(exy, k)

e+ · E↑(exy, k) =0

e+ · H↑(exy, k) =0

(2.9)

Similar equations hold for the downgoing waves E↓ and H↓.

2.3 Power flow

Our criterion for the best incident field is the field that gives rise to the upgoing
wave with the most total energy.

We measure the energy flux through the plane z = 0 by means of the Poynting
vector, which, for time dependent fields, is

S(r, t) = E(r, t) × H(r, t).
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The total energy flow into the lower half-space z < 0 is

W (E) =

∫ ∞

−∞

∫∫
z=0

−ẑ · (E(rxy, 0, t) × H(rxy, 0, t)) dxdy dt (2.10)

When we apply Parseval’s identity to (2.10), we get

W (E) =W (E) =
1

(2π)3

∫ ∞

−∞

∫∫
R2

−ẑ · (E(exy, 0, k) × H∗(exy, 0, k)) k
2dexdey c0dk

(2.11)

In this paper we assume that the sources (in the upper half-space) of the down-
going field are far from the scatterers in the lower half-space, so that upgoing and
downgoing evanescent waves are not both present at the plane z = 0. We show in
Appendix B that under these conditions, W (E↓ + E↑) =W (E↓) +W (E↑).

For waves that are upgoing, we have expressions (2.9), which together with the
vector identity a× (b× c) = b(a · c) − c(a · b), shows that the integrand of (2.11)
can be written

ẑ ·
(
E↑(exy, k) × H↑∗(exy, k)

)
=

1

η0
ẑ ·

(
E↑(exy, k) × (e+ × E↑∗(exy, k))

)
=

1

η0
ẑ ·

(
e+(E↑ · E↑) − E↑(e+ · E↑∗)

)
=

1

η0
(ẑ · e+)

(
E↑(exy, k) · E↑∗(exy, k)

)
so that the total energy flux of an upgoing wave is

W (E↑) =
−1

η0(2π)3

∫ ∞

−∞

∫∫
R2

∣∣E↑(exy, k)
∣∣2 ez k2dexdey c0dk. (2.12)

We show in Appendix B that the evanescent waves do not contribute to expression
(2.12). Thus the domain of integration in (2.12) can be restricted to the set {exy <
1}. The corresponding expression for downgoing waves is

W (E↓) =
1

η0(2π)3

∫ ∞

−∞

∫∫
{exy<1}

∣∣E↓(exy, k)
∣∣2 ez k2dexdey c0dk. (2.13)

In either case, clearly |W | is a norm on the corresponding space.
On each space (upgoing waves and downgoing waves), we introduce an inner

product that corresponds to the flux W :

(U,V)W =
1

η0(2π)3

∫ ∞

−∞

∫∫
{exy<1}

(U(exy, k) · V∗(exy, k)) ez k
2dexdey c0dk. (2.14)
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2.4 Criterion for detectability and distinguishability

2.4.1 Detectability

The downgoing wave that is best for detecting a scatterer is obtained from the
optimization problem

sup
E↓

W (E↑)

W (E↓)
= sup

E↓

W (E↑)

W (E↓)
= sup

E↓

(E↑,E↑)W

(E↓,E↓)W

(2.15)

For a scatterer to be detectable, (2.15) should be greater than the measurement
precision of our instruments (expressed in units so that the denominator of (2.15)
is one).

The upgoing and downgoing fields of (2.15) are related by the reflection operator;
thus carrying out the optimization of (2.15) requires an analysis of this operator.

2.4.2 The reflection operator

The reflection operator R for the electric field is the linear operator that maps the
downgoing electric field to the upgoing one at z = 0:

E↑ = R · E↓ (2.16)

The reflection operator is a 3 × 3 dyadic-valued operator; the dot in (2.16), as
thoughout this paper, denotes dyadic contraction. When the dyadics are expressed
in a basis, this contraction is simply multiplication of the corresponding matrices.

In the transform domain, we write the reflection operator as R; it satisfies

E↑(exy, z = 0, k) =

∫
R(exy, e

′
xy, k) · E↓(e′xy, z = 0, k)de′xy (2.17)

The kernel R(exy, e
′
xy, k) is defined in terms of the time-domain kernel R(r, r′, t−

τ) by

δ(k − k′)R(exy, e
′
xy, k) =∫ ∞

−∞

∫ ∞

−∞

∫∫
R2

∫∫
R2

e−ikexy ·rxyeic0ktR(r, r′, t− τ)e−ic0k′τeik
′e′

xy ·r′
xyd2rxyd

2r′xydtdτ

(2.18)

2.4.3 Detectability

In terms of the reflection operator, the criterion (2.15) for choosing the downgoing
wave that is best for detecting the presence of a scatterer is obtained from

sup
E↓

W (RE↓)

W (E↓)
= sup

E↓

W (RE↓)

W (E↓)
= sup

E↓

(RE↓,RE↓)W

(E↓,E↓)W

= sup
E↓

(E↓,R#RE↓)W

(E↓,E↓)W

(2.19)

where R# denotes the adjoint of R with respect to the W inner product.
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2.4.4 Criterion for distinguishability

Suppose we have a guess as to the scatterer. For our guessed scatterer, we denote
the reflection operator by R0. Then the unknown scatterer can be distinguished
from our guess if

sup
E↓

W ((R − R0)E↓)

W (E↓)
= sup

E↓

((R − R0)E
↓, (R − R0)E

↓)W

(E↓,E↓)W

= sup
E↓

(E↓, (R − R0)
#(R − R0)E

↓)W

(E↓,E↓)W

(2.20)

corresponds to a value greater than the measurement precision of our instruments.
Here the # denotes the adjoint in the energy flux inner product.

2.5 The adjoint of the reflection operator

We compute the adjoint of R in the flux inner product of (2.14) by transposing R
and interchanging the order of integration:

(U,RV)W =
1

2π3η0

∫ ∞

−∞

∫∫
exy<1

U↓(exy, k) ·

∫∫
e′xy<1

R∗(e, e′, k) · V∗↓(e′xy, k)k
2 de′xde

′
y ezk

2 dexdey c0dk

=
1

2π3η0

∫ ∞

−∞

∫∫
e′xy<1

∫∫
exy<1

ez
e′z

R∗T (exy, e
′
xy, k) · U↓(exy, k)k

2 dexdey ·

V∗↓(e′xy, k)e
′
zk

2 de′xde
′
y c0dk

Here the superscript T denotes the matrix transpose. Thus we see that the kernel
of the W -adjoint R# of R is

R#(e′xy, exy, k) =
ez
e′z

R∗T (exy, e
′
xy, k)

We show in Appendix D that the reflection operator can be written in terms of
the scattering operator S as

R(exy, e
′
xy, k) =

1

ez
S(e+, e′

−
, k),

At this point, our only assumption about the scattering medium is that it is linear,
so that R is a linear operator. We now assume that the scattering medium is
reciprocal (See (E.3)); in this case the scattering operator S satisfies the reciprocity
relation

S(e, e′, k) = ST (−e′,−e, k). (2.21)



8

In this case, we see from (2.18) that the kernel R∗T (−e′xy,−exy, k) corresponds
to the time-domain kernel R(r, r′, τ − t). This latter is the kernel of the operator
T RT , where T denotes the operator of time-reversal: T f(t) = f(−t).

3 Algorithm for producing the optimal field

Expressions (2.19) and (2.20) give rise to algorithms for producing the optimal field.
In the case of (2.19), if R#R were a finite-dimensional matrix A, then we could use
the power method [4] to construct the eigenfunction E∞ of A corresponding to the
largest eigenvalue. In particular, the power method constructs E∞ as the limit of
the sequence AnE0/cn, where cn is a certain normalizing factor.

It was shown in [3] that the same method applies to the case of an operator
such as R#R, an analytic compact-operator-valued function of k. In the case when
the adjoint can be interpreted in terms of time reversal so that R#R = T RT R,
where T denotes the operator of time-reversal, we have the following algorithm for
producing the optimal field.

1. Set j = 0. Apply any downgoing field E↓
j(r, t).

2. Measure the resulting scattered field E↑
j = RE↓

j .

3. Time-reverse the measured field, and apply this as a downgoing field:

E↓
j+1(r, t) = E↑

j(r,−t).

4. Add one to j. If this new j is even, so that j = 2n, divide by cn (defined
below).

5. Go to step 2.

Two iterations, that is, a scattering experiment followed by a time-reversal and
another scattering experiment, constitute one application of the operator R#R =
T RT R and is thus one step in the power method algorithm for constructing the
optimal field.

The normalization cn is obtained by first choosing an arbitrary test function ψ
in a certain space XB. This space XB consists of smooth functions of space and
time whose temporal Fourier transforms are (uniformly) supported in the frequency
band B. The frequency band B should be chosen to lie within the frequency band
of the experimental equipment. The normalization factor cn is then chosen as

cn = (E↓
j ,ψ)W . (3.1)

To determine what the above algorithm eventually converges to, we can apply
the theorem of [3]. It depends on the fact that the frequency-domain operator
R#R is compact at every k and therefore has a spectral decomposition of the form
R#R =

∑
l λl(k)P l(k), where the λl are the eigenvalues of the self-adjoint operator

R#R and the P l are projections onto the corresponding eigenspaces.
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The algorithm converges to fixed-frequency waves whose frequency is determined
by the values of k at which the eigenvalues λl attain a maximum. If the same
maximum M is attained at several k, then the limiting field is a sum of fixed-
frequency waves. Exactly which terms contribute to the sum depends on the detailed
behavior of the λl in the neighborhood of the maximum. In particular, if a maximum
of λl occurs at kj, and in the neighborhood of kj, λl has a Taylor expansion of the
form M − bj(k − kj)pj , then we call pj the order of the maximum at kj.

Theorem 3.1. Let cn be given by (3.1). Then in the space XB, (R#R)nE0/cn
converges to

1

2π
∑

l,i βl(P lE0,ψ)(ki)

∑
l,j

βjP jE0e
ikjc0t

where the sums are over those indices j and l for which the eigenvalue λl(kj) attains
its maximum M and has maximal order. The βj are certain constants depending on
bj, pj, and kj (see [3]).

This theorem applies to the case of band-limited signals. It says that in the
generic case, the power method converges to a fixed-frequency wave, whose fre-
quency is determined by the frequency k∞ at which the largest eigenvalue λ0 attains
its maximum in the relevant frequency band. In other words, the algorithm “tunes”
automatically to the best available frequency. The spatial shape of the wave is de-
termined by the spectral projector P 0 at that frequency. In other words, in the
generic case, the spatial shape is given by the eigenfunction corresponding to the
eigenvalue λ0(k∞). “The generic case” here is the case in which the initial field
E0 has a nonzero projection P 0E0 at k∞, and the case in which λ0 has only one
maximum in the relevant frequency band. If λ0 happens to have several identical
maxima, for example at k0 and k1, then the algorithm converges to a field that is a
sum of the fields described above. The relative weighting of the different contribu-
tions is determined by the projections P 0(k0)E0(k1) and P 0(k1)E0(k1), which also
give the spatial shape of the wave.

We note that the only assumptions about the scattering medium are that it is
linear and reciprocal. In particular, the theorem applies even in cases when the
scatterers are dispersive, dissipative, or bi-anisotropic.

4 An experimental prediction

The algorithm and theorem of the previous section constitute an experimental pre-
diction. In particular, this prediction concerns electromagnetic time-reversal ex-
periments analogous to those done by Fink et al. [9, 10] for acoustics. The theorem
predicts that an interative time-reversal process will “tune” itself to a fixed-frequency
wave whose frequency gives the maximum scattering.

In particular, the iterative time-reversal process should “tune” to the resonant
frequency of a Lorentz medium.



10

5 Acknowledgments

The suggestion that the resonant frequency of a Lorentz medium might be found by
this iterative time-reversal algorithm is due to Tony Devaney.

This work was partially supported by the Office of Naval Research, by MITRE
Corporation, by Rensselaer Polytechnic Institute, by Lund University through the
Lise Meitner Visiting Professorship, and by the Engineering Research Centers Pro-
gram of the National Science Foundation under award number EEC-9986821.

Appendix A Wave-splitting calculations

The analysis presented in this appendix is a review of the results presented in [11, 12].
In the upper half-space, the Fourier components of the electric and magnetic

fields can be decomposed in their transverse and vertical components as{
E(z, exy, k) = Exy(z, exy, k) + ẑ Ez(z, exy, k)

H(z, exy, k) = Hxy(z, exy, k) + ẑ Hz(z, exy, k)

and similarly for the flux densities.
In the transformed variables, we rewrite the Maxwell equations by making the

substitution ∇ −→ ikxy + ẑ∂z = ikexy + ẑ∂z in (2.3). We obtain

d

dz

(
ẑ × E
ẑ × η0H

)
= −ik

(
exy × E
exy × η0H

)
+ ik

(
η0H
−E

)
(A.1)

This is a system of six linear, coupled ordinary differential equations in the variable
z.

We separate the transverse components of (A.1) from the z components, and use
the fact that ẑ×E = JExy, where J = ẑ× I2 is the dyadic of rotation by π/2 in the
x-y plane, namely

J =

(
0 −1
1 0

)
.

In addition, we use the fact that exy × a = −azJ · exy + (axy · J · exy)ẑ.

d

dz

(
J · Exy(z)

J · η0Hxy(z)

)
= ik

(
J · exy Ez(z)

J · exyη0 Hz(z)

)
+ ik

(
η0Hxy(z)
−Exy(z)

)
(A.2)

and (
Ez(z)
η0 Hz(z)

)
=

(
−η0Hxy(z) · J · exy

Exy(z) · J · exy

)
=

(
exy · J · η0Hxy(z)
−exy · J · Exy(z)

)
(A.3)

We use (A.3) in (A.2) to obtain a system of equations involving only the trans-
verse components of the electric and magnetic fields:

d

dz

(
J · Exy(z)

J · η0Hxy(z)

)
= ik

(
0 I2 + J · exyexy · J

−(I2 + J · exyexy · J) 0

) (
Exy(z)
η0Hxy(z),

)
(A.4)
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Here we use the dyadic notation J · exyexy · J · v = J · exy(exy · J · v); I2 denotes
the 2× 2 identity operator. We multiply both equations of (A.4) by −J and use the
relation J · J = −I2 to obtain

d

dz

(
Exy(z)
η0Hxy(z)

)
= ikM ·

(
Exy(z)
η0Hxy(z),

)
(A.5)

where the matrix M is

M =

(
0 (−I2 + exyexy) · J

(I2 − exyexy) · J 0

)
. (A.6)

The eigenvalues of M are ±
√

1 − e2xy, and the general solution of (A.5) is there-
fore given by (2.5).

To find the magnetic field corresponding to (2.5), we use (2.5) in the first com-
ponent of (A.5):

(−I2 + exyexy) · η0J · Hxy(exy, z, k)

=ez
(
Exy

↑(exy, k)e
ikezz − Exy

↓(exy, k)e
−ikezz

)
.

(A.7)

In (A.7) we then use the identity

(I2 − exyexy) ·
(
I2 +

exyexy

e2z

)
=I2 +

exyexy

e2z
− exyexy

e2xy

e2z
− exyexy

=I2 +
exyexy

e2z

(
1 − e2xy − e2z

)
= I2.

(A.8)

We thus obtain for the magnetic field the expression

η0Hxy(exy, z, k) = J · Pez ·
(
Exy

↑(exy, k)e
ikezz − Exy

↓(exy, k)e
−ikezz

)
(A.9)

where the admittance dyadic is

P = I2 +
exyexy

e2z

Finally, the z components of the electric and magnetic fields can be computed
from (A.3) and (A.9).

Appendix B Properties of the energy flux W

B.1 Flux of waves that are both upgoing and downgoing

We show in this section that W (E↓ + E↑) = W (E↓) +W (E↑) if either E↓ or E↑

has no evanescent components.
The integrand of (2.10) can be written

ẑ · S(r, t) = −E(r, t) · (ẑ × H(r, t)) = −Exy(r, t) · (J · Hxy(r, t)) ,
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which implies that (2.11) can be written

W (E) = −
∫ ∞

−∞

∫∫
z=0

Exy(rxy, 0, t) · (J · Hxy(rxy, 0, t)) dxdy dt (B.1)

When we apply Parseval’s identity to (2.10), we get

W (E) = − 1

2π3

∫ ∞

−∞

∫∫
R2

E∗
xy(exy, 0, k) · (J · Hxy(exy, 0, k)) k

2dexdey c0dk, (B.2)

Using Exy = E↑
xy + E↓

xy and (A.9) in (B.2) gives us

W (E↑
xy + E↓

xy) =
1

(2π)3η0

∫ ∞

−∞

∫∫
R2

(
Exy

↑(exy, k) + Exy
↓(exy, k)

)∗
· P ·

(
Exy

↑(exy, k) − Exy
↓(exy, k)

)
ezk

2dexdey c0dk,

which can be written

W (E↑
xy + E↓

xy) =W (E↑
xy) +W (E↓

xy) +

1

(2π)3η0

∫ ∞

−∞

∫∫
R2

[
E↓∗

xy · (exy, k)P · E↑
xy(exy, k)

− E↑∗
xy(exy, k) · P · E↓

xy(exy, k)

]
ezk

2dexdey c0dk.

(B.3)

The k integral of (B.3) we split into two parts, corresponding to k > 0 and k < 0. In
the k < 0 integral we make the change of variables k → −k and use the symmetry
relations

E↑↓
xy(exy,−k) = E↑↓∗

xy (exy, k), ez(−k) = e∗z(k), (B.4)

which follow from the fact that the time-domain fields E↑↓ are real. These operations
show that the integral of (B.3) can be written

I =
1

(2π)3η0
2 Re

∫ ∞

0

∫∫
R2

[
E↓∗

xy(exy, k) · P · E↑
xy(exy, k)

− E↑∗
xy(exy, k) · P · E↓

xy(exy, k)

]
ezk

2dexdey c0dk

=
1

(2π)3η0
2 Re

∫ ∞

0

∫∫
R2

2i Im

[
E↓∗

xy(exy, k) · P · E↑
xy(exy, k)

]
ez k

2dexdey c0dk

(B.5)

since P = I2 + exyexy/e
2
z is a real, symmetric dyadic. We see that if the imaginary

part of the factor in square brackets is zero when ez is purely imaginary, that is to
say when |exy| > 1, then (B.5) is zero. In particular, the factor in square brackets is
zero if either E↓

xy or E↑
xy is zero for |exy| > 1.
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B.2 Energy Flux of Evanescent Waves

We show in this section that evanescent waves do not contribute to the energy flux
of upgoing or downgoing waves.

In (2.12) or (2.13) we split the k integral into pieces corresponding to k < 0
and k > 0. In the k < 0 integral, we make the substitution k → −k and use

the symmetry relations (B.4). The factor
∣∣E↑↓(exy, k)

∣∣2 remains unchanged, but
for evanescent waves, ez changes sign. Thus the terms corresponding to evanescent
waves cancel each other.

Appendix C Connection to sources and scatterers

In this section we show how source currents and scatterers give rise to downgoing
and upgoing fields. For this we need the electric field Green’s dyadic.

C.1 The electric field Green’s dyadic.

The electric field Green’s dyadic satisfies

∇×∇× G − k2G = Iδ, (C.1)

where I is the 3 × 3 identity dyadic and G is a 3 × 3 dyadic-valued function. The
dyadic G also satisfies outgoing radiation condtions.

This Green’s dyadic is given by

G(k, |r − r′|) =
(
I + k−2∇∇

)
g(k, |r − r′|) (C.2)

where the dyadic ∇∇ is a dyadic-valued operator whose i, jth element is ∂xi
∂xj

(in
the notation (x, y, z) = (x1, x2, x3)). Here g is the scalar Green’s function

g(k, |r − r′|) =
eik|r−r′|

4π|r − r′| . (C.3)

Note that each column of the matrix ∇∇g0 is the gradient of something. We can
easily check that G satisfies (C.1):

∇×∇× G − k2G =
(
∇×∇× (Ig) + k−2∇×∇× (∇∇g)

)
− k2

(
gI + k−2∇∇g

)
=∇∇g −∇2gI − k2gI −∇∇g
=δI

(C.4)

where the term ∇×(∇×∇∇g) vanishes because the expression in parentheses is the
curl of a gradient, and where we have used the identity ∇×∇×a = ∇(∇·a)−∇2a
together with the identity ∇(∇ · Ig) = ∇∇g to simplify the term ∇×∇(Ig) .

The scalar Green’s function g can be written in terms of its Fourier transform
[1, 2] in the lateral variables x and y:

g(k, |r − r′|) =
1

(2π)2

∫∫ −1

2ikez
eike±·(r−r′)k2dexdey (C.5)
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where the plus sign in the exponent is used for z > z′ and the minus sign for z < z′.
From (C.5) and (C.2), we can obtain a similar expression for the electric field

Green’s function (C.2) [1, 7]:

G(k, |r − r′|) =
1

(2π)2

∫∫ −1

2ikez
(I3 − e±e±)eike±·(r−r′)k2dexdey. (C.6)

The dyad appearing in the integrand of (C.6), namely

P⊥(e±) = I3 − e±e±, (C.7)

is the operator that projects a vector onto its components orthogonal to e±.

C.2 The electric field in terms of its sources

We use two different approaches to representing a field in terms of its sources: a
volume integral formulation and a surface integal formulation. The volume integral
formulation is perhaps more familiar, and fits easily with the Lippmann-Schwinger
integral equation. The surface integral formulation, however, is more general. It
makes no assumptions about the medium contained within the surface.

C.2.1 Volume representation

The field that arises from a source current density J in free space is determined
from the frequency-domain version of the Maxwell equations, which in this case are

∇×E = ik(η0H)

∇× (η0H) = η0J − ikE (C.8)

Taking the curl of the first equation of (C.8) and using the second equation
results in

∇×∇×E = ikη0J + k2E. (C.9)

From (C.1) and (C.9) we see that we can write the electric field as

E(r) = ikη0

∫∫∫
G(k, |r − r′|)J(r′)d3r′. (C.10)

Using (C.6), with the notation (C.7), in (C.10), we obtain depending on whether z
is below (minus sign) or above (plus sign) the support of J .

E(r) = ikη0

∫∫∫
1

(2π)2

∫∫ −1

2ikez
P⊥(e±)eike±·(r−r′)k2dexdey · J(r′)d3r′

=
1

(2π)2

∫∫ [−η0
2ez

P⊥(e±) · J̃(ke±)

]
eike±·rk2dexdey,

(C.11)

where J̃ denotes the three-dimensional Fourier transform of J . Comparing (C.11)
with (2.8) and (2.7), we see that the quantity in square brackets in (C.11) is E↑

or E↓, depending on whether we have used the plus sign or the minus sign in the
argument of J̃ , which in turn depends on whether z is below or above the support
of J .
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Example: sources on a plane. If, for example, the sources are on a plane z′ = h,
so that J(r′) = j(r′xy)δ(z − h), and z < h, then

E↓(exy, k) =
−η0
2ez

P⊥(e−) · J̃(ke−)

=
−η0
2ez

P⊥(e−) ·
∫
J(r′)e−ike−·r′

d3r′

=
−η0
2ez

P⊥(e−) ·
∫
j(r′xy)e

−ikexy ·r′
xyd2r′xye

ikezh

(C.12)

We note that for evanescent waves, the exponential at the end of the last line of
(C.12) is exp(−|k|h

√
e2xy − 1), which decays exponentially with large h.

Similarly, an upgoing field due to sources on the plane z′ = −h corresponds to

E↑(exy, k) =
−η0
2ez

P⊥(e+) ·
∫
j(r′xy)e

−ikexy ·r′
xyd2r′xye

−ikez(−h) (C.13)

whose evanescent components again decay with large h.
The exponential decay of the evanescent components of (C.12) and (C.13) show

that for sources far from the scatterers, the interaction of upgoing and downgoing
evanescent waves is negligible.

Equations (C.12) and (C.13) can be inverted for j to obtain sources that give
rise to the corresponding downgoing or upgoing waves. We note that both sides of
(C.12) are orthogonal to e−; similarly both sides of (C.13) are orthogonal to e+.

Example: scattering from dielectrics. Scattering from a dielectric can be in-
terpreted in terms of sources as follows.

We assume that the medium in the lower half-space has a magnetic permeability
that is the same as that of free space, and the electric conductivity σ and permittivity
ε differ from their vacuum values (0 and ε0, respectively) only in a bounded region.
In this case, the frequency-domain version of the Maxwell equations are

∇×E = ik(η0H) (C.14)

∇× (η0H) = (η0σ − ikεr)E (C.15)

where εr = ε/ε0.
Since the magnetic permeability is a constant µ0, taking the curl of (C.14) and

using (C.15) results in

∇×∇×E = iωµ0(σ − iωε)E = (ω2µ0ε+ iωµ0σ)E (C.16)

We rewrite (C.16) as

∇×∇×E − k2E = VE (C.17)

where V = ω2µ0(ε− ε0) + iωµ0σ and as before k2 = ω2µ0ε0.
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We write E = Ei + Es where the incident field Ei satisfies the unperturbed
equation

∇×∇×Ei − k2Ei = 0.

The scattered field Es then satisfies

∇×∇×Es − k2Es = VE,

which with the help of (C.1) can be written

Es(r, k) =

∫
G(k, |r − r′|)V (r′)E(r′, k)d3r′. (C.18)

We note that (C.18) is of the form (C.10), where ikη0J = VE corresponds to the
effective currents in the scatterer that are induced by the incident field. The Fourier
transform of ikη0J is

ikη0J̃(ke+) =

∫
e−ike+·r′

V (r′)E(r′, k)d3r′ (C.19)

From (C.11) we therefore see that the upgoing wave E↑ = Es can be written

E↑(exy, z, k) =
−1

2ikez
P⊥(e+) ·

∫
e−ike+·r′

V (r′)E(r′, k)d3r′ eikezz.

C.2.2 Surface representation

Let Vi be a region of sources to the incident field, and Vs be a region containing all
the scatterers; see Figure 1. We denote the boundaries of Vi and Vs by Si and Ss,
respectively. From Green’s theorem and radiation conditions, the field between Vi

and Vs is [6, 8, 13]

i

k
∇×

{
∇×

∫∫
Si

g(k, |r − r′|) (ν̂(r′) × η0H(r′)) dS ′
}

+ ∇×
∫∫
Si

g(k, |r − r′|) (ν̂(r′) ×E(r′)) dS ′

+
i

k
∇×

{
∇×

∫∫
Ss

g(k, |r − r′|) (ν̂(r′) × η0H(r′)) dS ′
}

+ ∇×
∫∫
Ss

g(k, |r − r′|) (ν̂(r′) ×E(r′)) dS ′

=

{
E(r), r outside Si and Ss

0, r inside Si or Ss

(C.20)

where ν̂ denotes the outward unit normal vector and g is given by (C.3).
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We assume that the source region lies above the scattering region. Thus in the
empty layer between them, we have

E↓(r) =
i

k
∇×

{
∇×

∫∫
Si

g(k, |r − r′|) (ν̂(r′) × η0H(r′)) dS ′
}

+ ∇×
∫∫
Si

g(k, |r − r′|) (ν̂(r′) ×E(r′)) dS ′
(C.21)

and

E↑(r) =
i

k
∇×

{
∇×

∫∫
Ss

g(k, |r − r′|) (ν̂(r′) × η0H(r′)) dS ′
}

+ ∇×
∫∫
Ss

g(k, |r − r′|) (ν̂(r′) ×E(r′)) dS ′
(C.22)

The spatial Fourier transforms of E↓ and E↑ are then obtained by using (C.5)
with a minus sign in (C.21), and (C.5) with a plus sign in (C.22), respectively.
Comparing the results with (2.8) and (2.7), we see that [7]

E↑(k, exy) = − ike+ ×
{
e+ ×

∫∫
Ss

−1

2ikez
e−ike+·r′

(ν̂(r′) × η0H(r′)) dS ′
}

+ ike+ ×
∫∫
Ss

−1

2ikez
e−ike+·r′

(ν̂(r′) ×E(r′)) dS ′
(C.23)

and

E↓(k, exy) = − ike− ×
{
e− ×

∫∫
Si

−1

2ikez
e−ike−·r′

(ν̂(r′) × η0H(r′)) dS ′
}

+ ike− ×
∫∫
Si

−1

2ikez
e−ike−·r′

(ν̂(r′) ×E(r′)) dS ′
(C.24)

Certain of the operations in (C.23) and (C.24) have a physical interpretation. In
particular, calculations analagous to those of (C.4), which led to (C.6), show that
we can replace e± × e±× in (C.23) and (C.24) by −P⊥(e±)·. We also note that the
operator e±× can be considered as a projection onto the plane perpendicular to e±

(i.e., the operator P⊥(e±)) followed by a rotation of π/2.

Appendix D The far-field amplitude, the scatter-

ing operator, and the reflection operator

In this appendix we consider the general problem of scattering of a fixed-frequency
plane wave by a bounded object.
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We write the electric field as

E = Ei +Es, (D.1)

where the incident field Ei is given by

Ei(r) = E0eikê·r

D.1 The far-field amplitude

In the far field, the scattered field Es has the large-r asymptotic behavior

Es(r) = F (r̂,E0, ê, k)
eikr

kr
+O((kr)−2)

Formulas for F can be found from (C.10) or (C.22). For this, we make use of the
far-field expansion of g, which is [8]

g(k, |r − r′|) =
eikr

4πr
e−ikr̂·r′ (

1 +O(kd2/r)
)
(1 +O(d/r)) ,

where d = max |r′|. To obtain a far-field expansion for the Green’s dyadic, we need
also the derivatives

1

k2
∇g(k, |r − r′|) = ir̂

eikr

4πkr
e−ikr̂·r′ (

1 +O(kd2/r)
)
(1 +O(d/r))

(
1 +O((kr)−1)

)
and

1

k2
∇∇g(k, |r − r′|) = −r̂r̂ e

ikr

4πr
e−ikr̂·r′ (

1 +O(kd2/r)
)
(1 +O(d/r))

(
1 +O((kr)−1)

)
.

These calculations give rise to the expansion

G(k, |r − r′|) =
eikr

4πr
P⊥(r̂)e−ikr̂·r′ (

1 +O(kd2/r)
)
(1 +O(d/r))

(
1 +O((kr)−1

)
.

(D.2)

If Es = E↑ is given by (C.10), then from (C.2) and (D.2), we see that [5]

F (r̂,E0, ê, k) =
ik2η0
4π

P⊥(r̂) ·
∫∫∫

e−ikr̂·r′
J(r′,E0, ê)d3r′

=
ik2η0
4π

P⊥(r̂) · J̃(kr̂,E0, ê)

(D.3)

If Es = E↑ is given by the surface integral (C.22), then [8]

F (r̂,E0, ê, k) =
ik2

4π
r̂ ×

∫∫
Ss

[ν̂(r′) ×E(r′) − r̂ × (ν̂(r′) × η0H(r′))] e−ikr̂·r′
dS ′

(D.4)
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D.2 The scattering operator

Because the Maxwell equations are linear, the far-field amplitude must depend lin-
early on the incident field and in particular on the incident polarization E0. We can
thus write the far-field amplitude as

F (r̂,E0, ê, k) = S(r̂, ê, k) ·E0; (D.5)

S is called the scattering dyadic [8].

D.3 The reflection operator

To obtain an explicit representation for the reflection operator, we choose E↓ in
(2.17) to be a delta function, and then work out explicitly what the scattered field
E↑ is. In particular, we take E↓(exy, z, k) = E0δ(k(exy − e′xy)) exp(−ikezz), which

corresponds to the frequency-domain field E↓(r, k) = E0 exp(ike′ · r), where e′ =
(e′xy,−e′z). With this notation, the corresponding upgoing field, which we denote by

E↑(exy, z, k,E
0, e′), is related to the reflection operator by

E↑(exy, z = 0, k,E0, e′) = R(exy, e
′
xy, k) ·E0

We have calculated the upgoing field and the corresponding far-field amplitude
in two different ways, with a volume representation (D.3) and with a surface repre-
sentation (D.4).

D.3.1 Volume representation

From (C.11), we find that R can be written

R(exy, e
′
xy, k) ·E0 =

−η0
2ez

P⊥(e+) · J̃(ke+,E0, e′
−
), (D.6)

where J(r,E0, e′−) are the effective currents induced in the scattering medium by
the incident field E↓(r, k) = E0 exp(ike′− · r). A comparison of (D.6) with (D.3)
shows that

R(exy, e
′
xy, k) ·E0 =

2πi

k2ez
F (e+,E0, e′

−
, k).

In the case of scattering by a dielectric, where (C.19) holds, (D.6) becomes

R(exy, e
′
xy, k) ·E0 =

−1

2ikez
P⊥(e+) ·

∫
e−ike+·r′

V (r′)E(r′, k,E0, e′
−
)d3r′. (D.7)

D.3.2 Surface representation

A comparison of (D.4) and (C.23) shows also that

R(exy, e
′
xy, k) ·E0 =

2πi

k2ez
F (e+,E0, e′

−
, k).
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Appendix E Reciprocity

In this section we prove the reciprocity relation (2.21). We denote by Ea and Eb

any two fields of the form (D.1) where{
Ea

i (r) = Ea
0e

ikêa·r

Eb
i(r) = Eb

0e
ikêb·r,

(E.1)

where we have made the change of notation Ei → Ei.

Lemma E.1. If S is a smooth surface enclosing a reciprocal medium, the identity∫∫
S

{
Ea ×Hb −Eb ×Ha

}
· ν̂ dS = 0 (E.2)

holds. In other words, if inside S we have the constitutive relations
D(r) = ε0

{
ε(r) ·E(r) + η0ξ(r) ·H(r)

}
B(r) =

1

c0

{
ζ(r) ·E(r) + η0µ(r) ·H(r)

}
where the reciprocity conditions hold

ε(r) = εT (r)

µ(r) = µT (r)

ξ(r) = −ζT (r)

(E.3)

then (E.2) holds.

Proof: By Gauss’ theorem, the left side of (E.2) is

I =

∫∫∫
Vs

∇ ·
{
Ea ×Hb −Eb ×Ha

}
dv

The integrand is

∇·
{
Ea(r) ×Hb(r) −Eb(r) ×Ha(r)

}
= (∇×Ea(r)) ·Hb(r) −Ea(r) · (∇×Hb(r))

− (∇×Eb(r)) ·Ha(r) +Eb(r) · (∇×Ha(r)).

(E.4)
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In (E.4) we use the Maxwell equations and the constitutive relations to obtain

∇·
{
Ea(r) ×Hb(r) −Eb(r) ×Ha(r)

}
= iω

1

c0
Hb(r) ·

{
ζ(r) ·Ea(r) + η0µ(r) ·Ha(r)

}
+ iωε0E

a(r) ·
{
ε(r) ·Eb(r) + η0ξ(r) ·Hb(r)

}
− iω 1

c0
Ha(r) ·

{
ζ(r) ·Eb(r) + η0µ(r) ·Hb(r)

}
− iωε0Eb ·

{
ε(r) ·Ea(r) + η0ξ(r) ·Ha(r)

}
= iωε0

{
η0H

b(r) · (ζ(r) + ξT (r)) ·Ea(r) + η20H
b(r) · (µ(r) − µT (r)) ·Ha(r)

+Ea(r) · (ε(r) − εT (r)) ·Eb(r) − η0Ha(r) · (ζ(r) + ξT (r)) ·Eb(r)
}

(E.5)

The conditions (E.3) for the reciprocity of the medium now show that the integrand
(E.5) is identically zero. QED.

Theorem E.1. (Reciprocity) Suppose that for Ea
i and Eb

i of the form (E.1), we
have ∫∫

Ss

{
Ea ×Hb −Eb ×Ha

}
· ν̂ dS = 0, (E.6)

where Ss denotes a smooth surface within which all the scatterers are located. Then

S(−êa, êb) = ST (−êb, êa). (E.7)

This theorem says that the transpose of the scattering dyadic for one set of
incident and observation directions is identical to the scattering dyadic if the incident
and the observation directions are reversed and interchanged.

Proof: The proof uses the following identity:∫∫
SR

{
Ea ×Hb −Eb ×Ha

}
· ν̂ dS =

∫∫
Ss

{
Ea ×Hb −Eb ×Ha

}
· ν̂ dS, (E.8)

where SR denotes the sphere of radius R, R being chosen large enough so that Ss

lies entirely within SR. This identity follows from Lemma E.1 in the case in which
the surface S is composed of two parts, Ss and SR, between which we have vacuum
(which is a reciprocal medium). By hypothesis, the right side of (E.8) is zero.

On the left side of (E.8), we substitute the following expressions for the electric
fields on SR:{

Ea
i (r) = Ea

0e
ikêa·r

Eb
i(r) = Eb

0e
ikêb·r


Ea

s(r) = F (r̂, êa)
eikR

kR
+ o((kR)−1)

Eb
s(r) = F (r̂, êb)

eikR

kR
+ o((kR)−1)
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and the magnetic counterparts{
η0H

a
i (r) = êa ×Ea

0e
ikêa·r

η0H
b
i(r) = êb ×Eb

0e
ikêb·r


η0H

a
s(r) = r̂ × F (r̂, êa)

eikR

kR
+ o((kR)−1)

η0H
b
s(r) = r̂ × F (r̂, êb)

eikR

kR
+ o((kR)−1)

The integral over SR can be written as a sum of three terms.∫∫
SR

{
Ea ×Hb −Eb ×Ha

}
· ν̂ , dS = I1 + I2 + I3

where

I1 =

∫∫
SR

{
Ea

i ×Hb
i −Eb

i ×Ha
i

}
· ν̂ dS

I2 =

∫∫
SR

{
Ea

s ×Hb
s −Eb

s ×Ha
s

}
· ν̂ dS

I3 =

∫∫
SR

{
Ea

i ×Hb
s −Eb

i ×Ha
s +Ea

s ×Hb
i −Eb

s ×Ha
i

}
· ν̂ dS

The first integral I1 vanishes by Lemma E.1, where the medium within S = SR

is vacuum.
The second integral I2 is also seen to vanish in the limit R → ∞, since the

integrand is proportional to{
F (r̂, êa) × (r̂ × F (r̂, êb)) − F (r̂, êb) × (r̂ × F (r̂, êa))

}
· r̂ + o((kR)−2)

= o((kR)−2)

where we have used the “BAC–CAB” identity a× (b× c) = b(a · c) − c(a · b) and
r̂ · F (r̂, ê) = 0.

The remaining integral has to be evaluated more explicitly. The dominant part
of the integral I3 as R→ ∞ is

η0I3 = R2 e
ikR

kR

∫∫
Ω

{
Ea

0 × (r̂ × F (r̂, êb))eikêa·r −Eb
0 × (r̂ × F (r̂, êa))eikêb·r

+ F (r̂, êa) × (êb ×Eb
0)e

ikêb·r − F b(r̂, êb) × (êa ×Ea
0)e

ikêa·r
}
· r̂ dΩ

+ o(R2(kR)−1)

= R2 e
ikR

kR

∫∫
Ω

{
(Ea

0 · F (r̂, êb))(1 − r̂ · êa)eikêa·r − (Eb
0 · F (r̂, êa))(1 − r̂ · êb)eikêb·r

− (Eb
0 · r̂)(F (r̂, êa) · êb)eikêb·r + (Ea

0 · r̂)(F (r̂, êb) · êa)eikêa·r
}
dΩ

+ o(R2(kR)−1),
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where dΩ denotes the measure on the unit sphere Ω and where we have again used
the BAC–CAB identity and r̂ · F (r̂, ê) = 0.

The generic integral that occurs here is∫∫
Ω

f(r̂)eikê·r dΩ =

∫ 2π

0

∫ π

0

f(θ, φ)eikr cos θ sin θ dθdφ

=
i

kr

∫ 2π

0

{
f(θ, φ)eikr cos θ

∣∣θ=π

θ=0
−

∫ π

0

∂f(θ, φ)

∂θ
eikr cos θ dθ

}
dφ

=
2πi

kr
(f(r̂ = −ê)e−ikr − f(r̂ = ê)eikr) +O((kr)−2)

The I3 integral then is

η0I3 =
2πi

k2

{
2Ea

0 · F (−êa, êb) − 2Eb
0 · F (−êb, êa)

+ (Eb
0 · êb)

[
F (−êb, êa) · (−êb)

]
− (Ea

0 · êa)
[
F (−êa, êb) · (−êa)

]
+ (Eb

0 · êb)
[
F (êb, êa) · êb

]
e2ikR − (Ea

0 · êa)
[
F (êa, êb) · êa

]
e2ikR

}
+ o(1)

=
4πi

k2

{
Ea

0 · F (−êa, êb) −Eb
0 · F (−êb, êa)

}
+ o(1),

(E.9)

where all the terms in square brackets vanish because r̂ · F (r̂, ê) = 0.
Since both sides of (E.8) are assumed to be zero, the expression in brackets in

(E.9) must also be zero. This shows that

Ea
0 · S(−êa, êb) ·Eb

0 = Eb
0 · S(−êb, êa) ·Ea

0, for all Ea,b
0

which is equivalent to (E.7). QED

This result holds for all scatterers for which the identity (E.6) holds. We showed
in Theorem D.1 that (E.6) holds for a reciprocal medium inside Ss. Note also that
(E.6) holds also for a smooth perfectly conducting object.

Notice that the integrand in the integral of (E.6) is continuous over the boundary
surface Ss. We see this from

(Ea
+ ×Hb

+) · ν̂ = (ν̂ ×Ea
+) ·Hb

+ = (ν̂ ×Ea
−) ·Hb

+

= −(ν̂ ×Hb
+) ·Ea

− = −(ν̂ ×Hb
−) ·Ea

− = (Ea
− ×Hb

−) · ν̂
and similarly for the second term.
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